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Different theoretical models are presented concerning diffusion-influenced reactions. Pulsed laser systems allow time resolved fluorescence measurements of these kinetic phenomena. The connection between theory and experimentation is illustrated.
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\[\begin{align*}
\beta &: \text{resonance integral} \\
D &: \text{mutual diffusion coefficient} \\
\delta_{qq} &: \text{interaction integral} \\
\varepsilon &: \text{dielectric constant} \\
E_{\text{int}} &: \text{ground-state/ground-state interaction energy} \\
E_{\text{int}*} &: \text{interaction energy between an excited molecule and a ground-state molecule} \\
\Phi &: \text{configurational distribution function} \\
\phi &: \text{repartition of B particles around A} \\
\Phi_q &: \text{atomic orbital} \\
g(r) &: \text{radial distribution function} \\
k(r) &: \text{rate of reaction} \\
k_a &: \text{apparent rate constant} \\
k_B &: \text{Boltzmann constant} \\
k_c &: \text{chemical rate of a bimolecular process} \\
K_{SV} &: \text{Stern Volmer constant} \\
k_\infty &: \text{rate constant at large times} \\
N &: \text{Avogadro number} \\
p_A(t) &: \text{the probability of existence of a molecule A, in an infinite environment of B} \\
p_B &: \text{B density in the medium} \\
\sigma &: \text{hard spheres diameter}
\end{align*}\]
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σ': reaction distance
$S_{qq'}$: overlap of $p$ orbitals of the pair of atoms $q$ and $q'$
$T$: absolute temperature
$U_{\text{inter}}$: total interaction energy
$W$: well depth of a Lennard-Jones intermolecular potential
$X(r)$: intermolecular potential
$\Psi_j$: molecular orbital

INTRODUCTION

Consider a pseudo two-dimensional fluid of hard spheres subject to Brownian motion, a probability of collision between two molecules, labelled A and B, can be defined in a closed medium at molecular scale. This probability depends on the positions of these two particles, and on their initial velocities. To define the time evolution of such dynamic systems, assuming no reaction, the Rice and Allnatt equation is used.

If the velocity and position are not correlated, on assumption justified at large time, the Smoluchowski equation must be solved.

The initial configurational distribution $\Phi$ is determined using the superposition principle, illustrated on Figure 1.

At first, the problem is simplified by choosing a reactional space or a predominant coordinate, usually the intermolecular distance. Starting, at time $t$, with a distribution $\phi$ of B particles around A, $\Phi$ is obtained by averaging the configurations. If a reaction does not occur, $\Phi$ must be stationary. Another method to obtain $\Phi$ is proposed by considering the configurations at successive times $t$ and $t + \tau$ so that $\langle \phi(t)\phi(t + \tau) \rangle \equiv 0$ and by calculating $\Phi$ with

$$\Phi = \frac{1}{N + 1} \sum_{n=0}^{N} \phi(t + n\tau), \quad N \longrightarrow \infty \quad (1)$$

These considerations lead theoretically to a statistical determination of the distribution of B around A.

In the case of a diffusion-influenced bimolecular reaction, the use of the superposition principle leads to the modified Smoluchowski equation:

$$\frac{\partial \Phi}{\partial t} = \text{div} \left( D \text{ grad } \Phi - X \frac{D}{k_B T} \Phi \right) - k(r) \Phi \quad (2)$$

where $k(r)$ ($s^{-1}$) is the rate of reaction, between A and B located at a distance $r$.

This equation is generally used with some refinements to treat the molecular coupling between transport and reactivity. However one must know the validity of this expression for which the molecular velocity is not taken into account; it is of prime importance to estimate the parts of the initial configuration and of the reactional mechanism on the apparent kinetics.
The aim here is to point out how these parameters occur, and, in a second part, how the experiments can be explained by theoretical kinetic models.

The electronic excitation can lead to very reactive species and it is possible to observe the coupling between transport and reactivity by selection of B and by accommodating the medium where the reaction takes place. Moreover, if A is fluorescent, its evolution can be scanned by photophysical methods, time resolved or not. For time resolved experiments, the picosecond laser techniques allow a good kinetic description of the phenomena.

Next, the use of laser photophysics techniques in this area is discussed.
I. KINETIC MODELS

As previously mentioned, the initial point is to know if the Smoluchowski equation can be used for the treatment of kinetic experiments when there is a strong coupling between molecular transport and reactivity. For this purpose, a model has been developed, based on a technique of molecular dynamic which allows a better understanding of the limits of validity of this equation. Starting from this new concept, it is possible to verify the kinetic models in some particular cases. Some significant examples are presented on Table 1, where the space affected by the reaction is assumed to have a spherical symmetry and an infinite dimension.

A similar treatment can be applied for the other cases (see references at the end).

**Table 1** Some examples of photophysical systems discussed in this paper

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A + B \rightarrow \ldots )</td>
<td>Diffusion limited reaction</td>
</tr>
<tr>
<td>( A + B \rightarrow \ldots )</td>
<td>Coupling between transport and reactivity</td>
</tr>
<tr>
<td>( A^* + B^* \rightarrow \ldots )</td>
<td>Effect of electrical charge</td>
</tr>
<tr>
<td>( A + B \rightarrow \ldots )</td>
<td>Double energy transfer—cage effect</td>
</tr>
<tr>
<td>( \leftarrow A + B \rightleftharpoons \ldots )</td>
<td>Excimers—exciplexes</td>
</tr>
</tbody>
</table>

I.1. Smoluchowski Equation Validity Limits

The Smoluchowski equation assumes that no correlation exists between molecular position and velocity. This hypothesis seems reasonable for large values of time. But for short times a correlation can be significant and leads to kinetic results very different from those obtained usually.

For this purpose, a model has been proposed based on molecular dynamics for the ideal case where each collision is supposed to be effective towards the considered reaction (3). The fluid is considered as a set of hard spheres with a diameter \( \sigma \). In the same way, the two reaction partners A and B are supposed to be hard spheres with the same diameter. From all statistically probable configurations, \( \Phi \), the probability, \( P_A(t) \) of existence of a molecule A, is determined in an infinite environment of B.

This calculation is based on the knowledge of distribution evolution of about 500 molecules in space and time. When a molecule leaves the observation cell, it reappears classically on the other side. The simulation uses a constant number of molecules: solvent, A, B in a “laboratory” system.

By deriving \( p_A(t) \), in the hypothesis of a purely diffusion controlled reaction, the value of the apparent rate of reaction \( k_a(t) \) is defined by:

\[
\frac{dp_A(t)}{dt} = -k_a(t)p_A(t)p_B \tag{3}
\]

where \( p_B \) is the B density in the medium.

Moreover, the Smoluchowski equation in this very simple case, i.e.:

i) reaction between A and B at distance \( \sigma \)

ii) lack of intermolecular potential for \( r > \sigma \)
leads to the expression of \( k_a(t) \), noted \( k_a^e(t) \):

\[
k_a^e(t) = 4\pi N\sigma D \left[ 1 + \frac{\tau}{\sqrt{\pi D t}} \right]
\]

As shown on Figure 2, in a fluid medium as cyclohexane, \( k_a(t) \) and \( k_a^e(t) \) are very close together for time greater than 10 ps.

This important result has several consequences:

i) at first, it points out the interest of the continuous description because of its easy use (numerous softwares exist to solve the differential equations) for time greater than \( T_1 \) corresponding to the end of the decorrelation between velocity and position.

ii) it also shows that, in the case of purely diffusion limited reaction, the measurements in pulsed excitation and in temporal resolution lead to a correct analysis of the kinetics (\( t > T_1 \)).

iii) the measurements in continuous excitation which take into account the entire life of the emissive molecules A, lead to results which can not be treated with this equation. This statement will be all the more true as the B concentration is larger.

iv) when the reaction is completely defined by a diffusion limited process, several molecular collisions are necessary for good probability of reaction between A and B.

Under these conditions, the effects illustrated on Figure 2 are still weak, which obviously allows for all temporal domains and then for all measurements in continuous excitation, the use of the Smoluchowski equation. With these considerations, it is possible to use it to treat, at the molecular scale, the coupling between molecular transport and reactivity.

1.2. Notion of Bimolecular Rate of Reaction

Let us consider the rate of reaction between a pair of molecules A and B, located at a distance \( r \). Taking account the configuration \( \Phi_0(r) \), the expression of the chemical rate of a bimolecular process is:

\[
k_c = 4\pi N \int_0^\infty k(r)\Phi_0(r)r^2\,dr \quad \text{(mole}^{-1}\text{ s}^{-1})
\]
The time evolution of $\Phi$, due to the coupling between transport and reactivity leads to the apparent rate constant of reaction:

$$k_a(t) = 4\pi N \int_0^\infty k(r)\Phi(r, t) r^2 dr$$

(6)

According to the hypothesis of the model\textsuperscript{4,5} this relation leads to different expressions. The advantage of this formalism is to include the effects of a local potential (real or effective), derived from liquid state physics for example, in an unique expression. However it excludes the physical model of $k(r)$ which is known in some limited cases (long or short range interaction).

The prime problem of this type of system arises when it is possible to choose many parameters which cannot be directly related to the experimental results. Then the singleness of the solution for $k(r)$ fitting the experimental results cannot be proved. It is a domain of inductive approach where some conflicting theories occur.

I.3. General Formalism of a Simple Bimolecular Reaction

If the reaction

$$A + B \longrightarrow \ldots$$

is considered and if photophysical measurement techniques are used, one obtains:

—before $t = 0$ a distribution $\Phi_0$ depending or not of local potential
— for $t > 0$ a distribution $\Phi(r, t)$ depending on $k(r), D(r)$, intermolecular potential, etc.

It is also possible to start with a nonstationary distribution for $t = 0$ as in the case of cage effect phenomena.

In an infinite space with spherical symmetry, the following equation must be solved:

$$\frac{\partial \Phi}{\partial t} = \text{div} \left[ D \cdot \text{grad} \Phi - X \frac{D}{k_BT} \Phi \right] - k(r)\Phi$$

(7)

with boundary conditions:

$$\left( \frac{\partial \Phi}{\partial r} \right)_r = \left[ D \nabla \Phi_\sigma + \frac{D}{k_BT} \Phi_\sigma \nabla X \right] = 0$$

(8)

$$\Phi(r)_{r \rightarrow \infty} = 1$$

(9)

For a simple bimolecular reaction, a standard expression of the apparent rate constant, at “large” time, such as

$$k_a(t) = \alpha \left( 1 + \frac{\beta}{\sqrt{t}} \right)$$

(10)

is found whatever the assumptions on $D, \Phi_0, X, k(r)$, where $\alpha$ and $\beta$ are parameters. Table 2 illustrates, on some examples, the analytical expressions of $\alpha$ and $\beta$. The real problem, as shown later, arises from the experimental results: how it is possible, knowing $\alpha$ and $\beta$, to find values for $D(r), k(r), X(r) \ldots$ with a physical meaning.
Table 2 \( \alpha \) and \( \beta \) expressions for different models of photophysical systems

<table>
<thead>
<tr>
<th>Conditions</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact reaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diffusion controlled kinetics(^2,6)</td>
<td>( k_d = 4 \pi N a D )</td>
<td>( \frac{\alpha}{\sqrt{\pi D}} )</td>
<td></td>
</tr>
<tr>
<td>X = 0, ( g(r) = 1, r \geq \sigma )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact reaction coupling between transport and reactivity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( k_d \cdot k_c )</td>
<td>( \frac{k_c}{k_d + k_c} \cdot \frac{\sigma}{\sqrt{\pi D}} )</td>
<td>(4)</td>
</tr>
<tr>
<td>X = 0, ( g(r) = 1, r \geq \sigma )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reaction between ( \sigma ) and ( \sigma' )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( k(r) = k ) for ( \sigma \leq r \leq \sigma' ) (5)</td>
<td>( k_{d'} + k_c )</td>
<td>( \frac{k_c}{k_{d'} + k_c} \cdot \frac{\sigma}{\sqrt{\pi D}} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact reaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diffusion controlled kinetics</td>
<td>( k_d \left[ \int_0^\infty \frac{dr}{r^2 g(r)} \right]^{-1} )</td>
<td>function of ( g(r) )</td>
<td>(7)</td>
</tr>
<tr>
<td>Ionic contact reaction</td>
<td>Complex</td>
<td>Complex</td>
<td>(8)</td>
</tr>
<tr>
<td>( g(r) \neq 1 ) ( X \neq 0 )</td>
<td>but calculable</td>
<td>but calculable</td>
<td></td>
</tr>
<tr>
<td>General case</td>
<td>Idem</td>
<td>Idem</td>
<td>(9)</td>
</tr>
</tbody>
</table>

This problem is usual and it is necessary to introduce external information to reach, in a molecular formalism, a physical description of the reactive system. This dual ambiguity is more emphasized when the space where the reaction occurs is limited. Then, even if a phenomenology explains the analytical expression of \( k_a(t) \), it is necessary to undertake supplementary studies to limit the number of fitting parameters; it can be the measurement of the radial distribution \( g(r) \), obtained from X-ray diffusion experiments, the knowledge of \( D \) by different techniques (Taylor method, photobleaching). Outside this experimental approach, a simple model allows, as later shown, the calculation of \( X(r) \) which is used for kinetics refinements.

I.4. Presentation of Some Methods for Calculation of \( X(r) \)

Several empirical models describe accurately the case of the interaction of two ground-state molecules. For the interaction potential between a ground-state molecule and an electronically excited molecule, an empirical method is out of the question because of the lack of data and of the specific nature of the excitation of each molecule. Then molecular orbitals theory and perturbation treatment are necessary but some limitations appear especially when the molecules are close together.

I.4.1 SCF ab initio method

A proper approach of this problem would be the application of modern computational techniques, both perturbation and SCF ab initio (Self consistent field) methods with interaction of configuration. This methodology usually adopted is the so-called “supermolecule” approach in which potential surfaces are calculated for the bimolecular complex and for the isolated molecules. The interaction potential is then the difference between these surfaces. This method has been applied to small systems and the results are compared favorably with experiments if care is taken in
the selection of the basis sets. The construction of a complete potential surface would
be an enormous task and prohibitively expensive for large molecular systems.
Fortunately, less rigorous approaches which depend more on empirical input have
been applied to the calculations of intermolecular interaction of larger systems.

I.4.2 Molecular dynamics methods for determination of ground state–
ground state interaction

I.4.2.1 Lennard-Jones models In these models, the intermolecular potential is
assumed to have a form:

\[ X(r) = \frac{\sigma^n (n-m)}{(n-m)^m} \cdot W \cdot \left\{ (\sigma/r)^n - (\sigma/r)^m \right\} \] (11)

where \( W \) is the maximum well depth, \( \sigma \) is a radial distance when the potential cancels
out, \( r \) is the distance between two molecular centers of mass. The two terms in the
brackets correspond respectively to the repulsive and dispersive contributions.
Usually the value of \( m \) is fixed at 6. Then the dependence of \( n \) and \( W \) with respect to
the orientation of the molecule must be determined.

I.4.2.2 Kihara models In this model, the molecule is taken as being rigid with a
specific shape. The intermolecular potential is a function of the shortest distance
between the cores setting the molecule model. The difficulty arises in the relationship
between the molecular geometry and the core representation. On the other hand, an
explicit dependence of the well depth \( W \) on the orientation of the molecules is not
known. Thus the Kihara model smooths the orientational effects.

An extension has been proposed by Berne and called the overlap model. The
molecular shape is characterized by an ellipsoidal electron density, described by
gaussian distributions and the repulsive energy is taken to be proportional to the
overlap of these ellipsoids. The exact forms for \( W \) and \( \sigma \) as function of the orientation
have been given by MacRury. The lack of experimental data does not provide a
precise determination of this dependence like in the Kihara model.

I.4.2.3. Atom pair models The potential interaction between molecules is con-
sidered here as the sum of the interaction potentials of each of the atom in one
molecule with all the atoms in the other. The atom–atom interaction is considered as:

\[ U_{ij} = -\frac{A_{ij}}{r_{ij}^2} + B_{ij} \exp (-C_{ij} r_{ij}) \] (12)

where \( r_{ij} \) is the distance of the atoms \( i \) and \( j \), the coefficients \( A_{ij}, B_{ij} \) and \( C_{ij} \) depending
only on the nature of these atoms. The total interaction energy can be written as:

\[ U_{inter} = \sum_{i}^{\text{mol}^1} \sum_{j}^{\text{mol}^2} U_{ij} \] (13)

The above coefficients are derived from heat of sublimation data and crystal packing
distance of a great lot of analogous molecular species. The ability of this model to
predict experimental data is well established. This kind of calculation is easy and
the dependence of the interaction parameters is determined as function of the orientation and the distance of the two molecules even for large species.

1.4.2.2 Molecular orbitals models\textsuperscript{15} Contrary to the previous models, this treatment calculates the interaction between a ground-state and an electronically excited molecule in addition to the ground-state/ground-state interaction. The most unusual and adequate application concerns the conjugated systems where the interaction consists mainly on the overlapping of $p$ orbitals which can be described in terms of the $\pi$ electrons of separate systems. This approach has been developed by Salem.\textsuperscript{15,16} Firstly intermolecular orbitals are built, their energy depending only on the energies of the original $p$ orbitals and on the interaction energy. The latter is expressed as a function of the overlap $S_{qq}$, of $p$ orbitals of the pair of atoms $q$ and $q'$ belonging to each molecule and of the interaction integral $\delta_{qq}$, which is assumed to be proportional to $S_{qq'}$.

The ground-state interaction energy is more precisely:

$$E_{\text{int}} = -2 \sum_{j} \sum_{k} I_{jj}, S_{jj}, -2 \sum_{j} \sum_{k} I_{jj}, S_{jj},$$

$$-2 \sum_{j} \sum_{k} \left[ \frac{P_{jk'}}{E_{k'} - E_j} + \frac{(E_{k'} - E_j) S_{jk'}}{4} \right]$$

$$-2 \sum_{j} \sum_{k} \left[ \frac{P_{kj'}}{E_k - E_j} + \frac{(E_k - E_j) S_{kj'}}{4} \right]$$

where the indices $j$ and $k$ refer to the molecular orbitals of the first molecule, $j'$ and $k'$ to the second molecule, $E_j$, $E_k$, $E_{j'}$ and $E_{k'}$ being the corresponding energies.

Solving the secular determinant of the Hamiltonian in Hückel approximation for each molecule, the molecular orbital $\Psi_j$ can be developed as a linear combination of atomic orbitals $\Phi_q$:

$$\Psi_j = \sum_q c_{jq} \Phi_q$$

Hence

$$I_{jj'} = \sum_q \sum_{q'} c_{jq} c_{j'q'} \delta_{qq'}$$

$$S_{jj'} = \sum_s \sum_{s'} c_{js} c_{j's} S_{ss}$$

where $(q, q')$ and $(s, s')$ are pairs of interacting atoms of the two molecules.

The quantity $\delta_{qq'}$, is

$$\delta_{qq'} = k S_{qq'} \quad \text{with} \quad k = \beta$$

$\beta$ being the resonance integral in the isolated molecule.
The interaction energy $E^*_{\text{int}}$ between an excited molecule and a ground-state molecule (noted prime) can be written in the same way:

$$E^*_{\text{int}} = E_{\text{int}} + \Delta E^*_{\text{int}} \tag{18}$$

$$\Delta E^*_{\text{int}} = - \left[ \left| I_{kk'} \right| + \left| I_{jj'} \right| \right] + \sum_{i, j} (I_{ij} S_{jj'} - I_{kj} S_{kj})$$

$$+ \sum_{j, j'} \frac{P_{jj'}}{E_{jj'} - E_j} + \frac{(E_{jj'} - E_j) S^2_{jj'}}{4}$$

$$+ \sum_{j, j'} \frac{P_{kj'}}{E_{jj'} - E_k} + \frac{(E_{jj'} - E_k) S^2_{kj'}}{4} \tag{19}$$

The problem consists in determining the atomic orbital overlaps $S_{qq'}$, which depend only on the distance of the two atoms $q$ and $q'$ and on the relative orientation of the corresponding $p$ orbitals. The calculation for large molecules is time-consuming but it is the simplest model able to calculate this kind of interaction.

The limitation of the method arises from neglecting core-core interaction of atoms like hydrogen which have no $p$ orbital. Another difficulty, connected to the previous one, appears at close distance. If an atom of one molecule is very close to the second molecule, it can be considered as belonging to this molecule and so a “supermolecule” is built without physical existence. This problem is very difficult to solve because there is no theoretical test to check this situation and only a much more sophisticated method like ab-initio calculation can prevent this kind of error.

I.4.2.5 Hybrid model To avoid the above difficulty, a hybrid scheme is proposed. Knowing that the “atom pair” model is a well-adapted technique to take into account the repulsive energy without much computational effort, this method is used to determine the ground-state/ground-state energy. In a second step, the $\Delta E^*_{\text{int}}$ contribution computed by the overlap orbital method is added to calculate the total energy of excited ground-state interaction, this for each geometrical configuration.

This procedure has been used to build up the interaction energy surface in the cases of two molecules (pyrene and 1,2-benzanthracene) for different conformations. The potential curves are shown on Figures 3 and 4 for particular conformations corresponding to the maximum of interaction.

Each configuration is characterized by a length ($r =$ distance between the centers of mass) and five angles ($\theta$ and $\kappa$ for locating the center of mass of the non excited molecule in reference axes bound to the excited molecule and three Euler angles for defining the relative orientation of these molecules (Figure 5).

Because of the more preferential orientation of the molecules and in order to avoid a prohibitive size of data for collecting the potential map, an averaged value of the energy is calculated, depending only of $r$, $\theta$ and $\kappa$:

$$E^*_{\text{int}} (r, \theta, \kappa) = \frac{\sum_{\text{Euler ang}} E^*_{\text{int}} \exp \left( -E^*_{\text{int}}/kBT \right)}{\sum_{\text{Euler ang}} \exp \left( -E^*_{\text{int}}/kBT \right)} \tag{20}$$
Figure 3 shows the interaction energy for different configurations of excited pyrene/ground-state pyrene system.

Figure 6 shows the evolution of $E_{\text{int}}^*$ for different values of $\theta$ and $\kappa$ in the case of two pyrene molecules.

It must be noted that, in the general case, for a given value of $\theta$, the minimum of potential energy is obtained for a value of $\kappa = 0$ which corresponds to a position where the principal axes of the pyrene are parallel. However an exception to this rule is observed on Figure 6 which reveals a relative minimum for $\theta \approx 60^\circ$ and $\kappa \approx 20^\circ$. 
This implies the existence of a second stable excimer different of the known conformer ($\theta = 0^\circ$ and $\kappa = 0^\circ$). The corresponding energy is however much less important.

In these previous sections, some semi-empirical methods have been presented for the calculation of $X(r)$. Even if the precision is poor, a trend is obtained. Moreover, according to the many parameters which can have an influence on kinetics, important simplifications are necessary as, for example, the choice of an unique space parameter, like the intermolecular distance. Now, if this parameter can allow for the quantitative interpretation of the transport in the scale of large values of $r$, it is not the case for distances close to the molecular radius. Indeed the molecular shapes are not spherical, the interactions are space located.

II. EXPERIMENTAL METHODS

As previously mentioned, two approaches are used to study the coupling of transport and reactivity at the molecular scale based on fluorescence emission measurements:
— a “continuous” approach, giving a time constant signal, corresponding to the sum of all emitted fluorescent photons,
— a “pulsed” approach, giving the mean time evolution of the fluorescence decay, on scale between 10 picoseconds and a few hundred nanoseconds.

The first one requires a stable light source, with a broad emission spectrum, typically a xenon lamp. The laser role becomes more important in the “pulsed” approach, owing to its property of supplying a pulsed light beam (mode locking or saturated absorption). Two different methods of measuring fluorescence decays are shown hereafter.

II.1. Single Photon Counting

Figure 7 illustrates a typical assembly: a mode locked ionized argon laser is used as primary source. Then, the pulsed emission (515 nm, 82 MHz) pumps a dye laser (here “kiton-red,” 620–650 nm, 4–0.4 MHz), including a cavity dumper. The “red” pulse goes through a frequency doubling system to produce a final pulse in the
II.1. Single Photon Counting

The method, illustrated on Figure 7, is used for single photon counting experiments. The apparatus assembly includes a synchro, out, a dye laser + cavity dumper, a ionized argon laser + mode locker, a multichannels analyzer, a start time amplitude converter stop, a frequency doubler, and a PM photomultiplier. The ultraviolet region (where usual interesting molecules absorb), with a half width of less than 10 picoseconds. The single photon counting method consists in accumulating correlation times between a laser pulse and a fluorescent photon, collected on a very sensitive photomultiplier. The treatment of the signal requires high quality electronical devices, inducing nevertheless a response function of the apparatus and, consequently, a good deconvolution program to obtain the real fluorescence decay (as an example, with the above UV pulse, the recorded half width is about 1 nanosecond!). The stability of these devices is still a limiting factor, lifetimes of less than 100–200 picoseconds are not measured accurately.

II.2. Fluorimetry using the Kerr Effect

The method, illustrated on Figure 8, is totally different. Since it doesn’t need sophisticated electronical collecting device, it can be possible, in theory, to reach...
lifetimes of a few tens of picoseconds, owing to the less important response function of the system. The Kerr cell contains a liquid (CS$_2$ for example) which becomes birefringent when submitted to an intense electric fields. It acts as an “optical shutter” when excited by the infrared pulse of a Yag laser (1065 nm). A frequency tripling system allows to extract a pulse in the UV region (355 nm), which excites molecules, the fluorescence of which is collected by a simple photomultiplier on the opposite side of the Kerr cell. A shift between emission and excitation is simply obtained by moving mirrors along the path of the UV pulse. It allows to record the fluorescence decay by a step by step integration. Of course, the low repetition rate of the Yag laser (10 Hz) is a limiting factor to obtain a precision comparable with the single photon counting method. Moreover, the signal/noise ratio is much smaller and the bad stability of the laser constrains to exclude a quite important number of spurious pulses.

III. SOME EXPERIMENTAL RESULTS

From Table 1, some kinetic examples theoretically treated in the first section are illustrated.

III. 1. Diffusion Controlled Reactions

Consider the fluorescence quenching of azulene by biacetyl, studied by continuous and pulsed fluorometry. Steady state measurements were achieved with a Jobin Yvon JY3 spectrofluorometer and fluorescence decay curves were determined with the experimental set up previously described (Section II. 1). Decay times obtained after iterative reconvolution ranged from 0.38 to 1.4 nanosecond. Results of the two techniques are presented on Figures 9 and 10. Stern-Volmer plots in steady state show an upward curvature and the quenching increases as the solvent viscosity decreases.

![Figure 9](image_url)  
**Figure 9** Stern-Volmer plots for quenching of azulene fluorescence by biaceteyl at 293 K, in continuous excitation and for different solvents: pentane; △: heptane; +: cyclohexane; Δ: paraffin/heptane (30/70 vol); paraffin/heptane (50/50 vol); ○: paraffin/heptane (75/25 vol); ●: paraffin/heptane (75/25 vol at 283 K).
Figure 10 Stern-Volmer plots for quenching of azulene fluorescence by biacteyl at 298 K, in pulsed excitation and for different solvents: heptane; ○: cyclohexane; □: paraffin/heptane (55/45 vol); ▲: paraffin/heptane (70/30); △: paraffin/heptane (75/25 vol); ∆: pentane at 273 K.

Figure 11 Variations of $k_{\infty}$ versus viscosity of solvant for the system azulene-biacetyl: ◦: continuous excitation : □ pulsed excitation.

The same effect of the viscosity on the quenching is observed in transient state experiments. The same effect of the viscosity on the quenching is observed in transient state experiments. Fitting of experimental data points of Figure 9 by a simple model provide the value of $k_{\infty}$, the rate constant at large times, shown on Figure 11. In the same figure are represented the values of $k_{\infty}$ obtained from the slopes of the curves of Figure 10, showing a good agreement between the two values, in spite of a certain dispersion.

III.2. Coupling between Transport and Reactivity

Azulene and biacetyl are again supposed to have a space dependent chemical constant, according to a model of Dexter type ($k(r) = k_0 e^{-br}$). Comparison between this model and a simpler one, which assumes a constant chemical rate between a collision distance $\sigma$ and a reaction distance $\sigma'$, allows to compute values of $k_0$ and $b$ for each pair. We obtain:

- azulene-biacetyl: $k_0 = 1.6 \times 10^{13}$ s$^{-1}$, $b = 5\sigma$
- biacetyl-azulene: $k_0 = 1.5 \times 10^{12}$ s$^{-1}$, $b = 3.5\sigma$
III.3. Effect of the Electrical Charge

The fluorescence quenching of fluorescein by I\(^-\) ions is studied in different water-alcohol mixtures of known dielectric constant \(\varepsilon\). Figure 12 shows the evolution of the Stern-Volmer constant \(K_{SV}\) with \(\varepsilon\) (\(I_0/I = 1 + K_{SV}[I^-]\), \(I_0\) being the fluorescence intensity without quencher and \(I\) with quencher at the concentration \([I^-]\)).

Quite a good agreement is found between model and experiment when the coupling between transport properties and reactivity is taken into account. In the same way, the difference appearing between results obtained by continuous and pulsed excitation (Figure 13) is partly explained by such a model, including liquid state physics concepts.

\[\log_{10}\left( K_{SV} \right) \]

**Figure 12** Variations of the slope of the Stern-Volmer plot \((K_{SV})\) versus the dielectric constant \(\varepsilon\) of the medium (ionic strength = 0.1 mole/l).

\[\frac{I_F^0}{I_F} = \frac{\tau^0}{\tau}\]

**Figure 13** Quenching of the fluorescence emission of fluorescein by iodide ions in water. Confrontation of the experimental data (dots) to the model (full lines) (a) continuous excitation; (b) pulsed excitation.
III.4. Double Transfer of Energy

Two systems involving a double energy transfer have been studied. The second transfer occurs essentially when the two molecules are very near each other, immediately after the first one. The importance of diffusion on the rate of second transfer is clearly shown theoretically as well as experimentally (Figure 14).

III.5. Intermolecular Excimer Formation

In the case of a reaction such as A + B <-> C, when the back reaction becomes important, the apparent rate constant is shown to be no more a decreasing function
Figure 16  Experimental apparent rate constant for the reaction $A + B \rightarrow C$ of 1,2-benzanthracene (0.02 mole/l) in different solvents: (a) cyclohexane (viscosity = 0.82 cp); (b) mixture cyclohexane (10%)-paraffin (90%) (viscosity = 9 cp); (c) paraffin (viscosity = 82 cp).

of time, but decreases and then increases, up to a finite value for large times, as indicated on Figure 15.

Experiments have been achieved in pulsed laser excitation on 1,2-benzanthracene. An adequate treatment allows to clearly show such a non classical effect (Figure 16).

CONCLUSION

Photophysical time resolved techniques using lasers allow to observe in a very precise way the coupling of transport and reactivity at the molecular scale. Nevertheless, it is necessary to have a model in order to extract the information. These models are based on the Smoluchowski equation, the use of which implies the knowledge of:

— complex reactive processes,
— local potentials,
— molecular motion,
— cooperative effects,
— order of solvent (when it is not spherical),
— initial distributions, etc.

This is usually not sufficient, as shown in the first part, compared to the information available by experiments. Even if improved experimental systems are still sought, the attention must now be focused on the understanding of reaction mechanisms when molecular transport occurs.
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APPENDIX

Bibliography concerning models and experiments on diffusion influenced reactions in tridimensional space (3d) and bidimensional space (2d).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Medium</th>
<th>Models</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>A* + B</td>
<td>3d</td>
<td>from [1] to [88]</td>
<td>from (89) to [121] [35], [37], [72], [48]</td>
</tr>
<tr>
<td></td>
<td>2d micelles</td>
<td>from [122] to [132] [87], [86], [182]</td>
<td>from [133] to [140] [182]</td>
</tr>
<tr>
<td>A* + B</td>
<td>3d</td>
<td>from [140] to [175] [10], [13], [16], [28]</td>
<td>from [176] to [196] [142]</td>
</tr>
<tr>
<td>Cage effects</td>
<td>3d</td>
<td>from [197] to [217] [148], [50]</td>
<td>from [218] to [240]</td>
</tr>
<tr>
<td>Excimers</td>
<td>3d, 2d</td>
<td>from [240] to [245] [87]</td>
<td>from [246] to [252] [134]</td>
</tr>
</tbody>
</table>