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ABSTRACT

We consider a nonlinear (in the sense of McKean) Markov process described by a stochastic differential equations in $\mathbb{R}^d$. We prove the existence and uniqueness of invariant measures of such process.
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1. INTRODUCTION

In this paper we study the asymptotic property of a nonlinear Markov process described by the following stochastic differential equation in $d$-dimensional Euclidean space $\mathbb{R}^d$:

\[
\begin{aligned}
&dX(t) = \left[-AX(t) + f(X(t), \mu(t))\right]dt + dW(t), \quad t \geq 0 \\
&\mu(t) = \text{probability law of } X(t)
\end{aligned}
\]  

(1)

where $W$ is a standard $d$-dimensional Wiener process; $A$ is a $d \times d$-dimensional matrix; $f$ is an appropriate $\mathbb{R}^d$-valued function defined on $\mathbb{R}^d \times M_2(\mathbb{R}^d)$. Here $M_2(\mathbb{R}^d)$ denotes the space of all probability measures on $\mathbb{R}^d$ which have finite second moments. Under mild conditions, the above equation has a unique solution $X = \{X(t), t \geq 0\}$. We are interested in the stationary behavior of its probability distribution $\mu(t)$, as a measure-valued function. In particular, we want to find the conditions that ensure the existence and uniqueness of invariant measures for the stochastic differential equation (1).
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By far, there are many papers in the literature which were devoted to the studies of invariant measures of Markov processes, both in finite and infinite dimensional spaces. Some of them are listed in the references ([3], [10], [15], [17], [19], [20], [21], [24], [26]). There are also several research papers and one monograph which were devoted to the study of long time behavior of nonlinear stochastic differential equations of McKean type ([7], [22], [23]). But the drift terms in these models are usually assumed to be of gradient type, so the associated invariant measures can be written down explicitly. To the knowledge of the authors, for nongradient type drift such as the one in (1), the problems related to the invariant measures have not been studied in the literature.

It is important to point out at the outset that may of the standard techniques and results on invariant measures for Markov processes cannot be applied to model (1) directly without appropriate modifications because (1) is not a Markov process in the usual sense. We also want to point out that this model provides a first step towards a better understanding of the behavior of similar stochastic evolution equation in a Hilbert space where \(-A\) is the infinitesimal generator of \(C_0\)-semigroup. This infinite dimensional model is currently under investigation.

Our main results (see theorem 3 in section 4) give sufficient condition for existence and uniqueness of invariant measures of the system (1).

The proof of the existence theorem is based on a general criterion (see theorem 2 of section 3) on the existence of invariant measures for McKean type of nonlinear Markov processes, which is of independent interest. An example is given in section 4 to indicate that the conditions obtained in this paper are only sufficient conditions.

The rest of this paper is organized as follows. In section 2 we prove the existence and uniqueness of solutions of the stochastic differential equation (1). In section 3 we prove a general theorem which ensures the existence and uniqueness of invariant measures for McKean-Vlasov nonlinear stochastic differential equations. In section 4 we apply this theorem to the nonlinear Markov process determined by equation (1) and give a simple example.
2. STOCHASTIC DIFFERENTIAL EQUATION

We first introduce some notations. Throughout this paper $R^d$ always denotes $d$-dimensional real Euclidean space with scalar product $\langle \cdot , \cdot \rangle$ and norm $| \cdot |$. $\mathcal{B}(R^d)$ denotes the Borel sigma-algebra of subsets of $R^d$. $R^d \otimes d$ denotes the space of $d \times d$ real matrices. We denote by $C^\infty(R^d)$, $C_b(R^d)$, $C^\infty_c(R^d)$ the space of real valued functions on $R^d$ which are smooth, bounded continuous, and smooth functions with compact supports, respectively.

Let $(\Omega, \mathcal{F}, P)$ be a complete probability space equipped with the filtration $\{\mathcal{F}_t: t \geq 0\}$ of nondecreasing sub-sigma algebras of $\mathcal{F}$. The expectation with respect to $P$ will be denoted by $E$. Let $W = \{W(t): t \geq 0\}$ be a standard $d$-dimensional Wiener process defined on this probability space such that $W$ is adapted to $\{\mathcal{F}_t: t \geq 0\}$.

Let $M(R^d)$ denote the space of all probability measures on $R^d$ furnished with the usual topology of weak convergence. Let $M_2(R^d)$ be the collection of all $\mu \in M(R^d)$ satisfying

$$\| \mu \|_2 = \left\{ \int_{R^d} |x|^{2} \mu(dx) \right\}^{\frac{1}{2}} < +\infty.$$  \hfill (2)

The space $M_2(R^d)$ is equipped with a topology determined by a special metric $\rho_2(P, Q)$ defined by

$$\rho_2(P, Q) = \inf\{ \int_{R^d \times R^d} (|x-y|^2 \wedge 1) F(dx \times dy) \}^{\frac{1}{2}},$$ \hfill (3)

where $P, Q \in M_2(R^d)$ and the infimum is taken over the space $M(R^d \times R^d)$ of all probability measures $F$ on $R^d \times R^d$ such that $F$ has marginal measures $P$ and $Q$. It is known [9] that $(M_2(R^d), \rho_2)$ is a complete metric space and a sequence $\mu_n$ of probability measures converges in $(M_2(R^d), \rho_2)$ to a probability measure $\mu$ if and only if (a) $\mu_n$ converges to $\mu$ weakly in $M(R^d)$ and (b) the second moments $\| \mu_n \|_2^2$ converges to $\| \mu \|_2^2$.

We denote by $C([0,\infty), M_2(R^d))$ the metric space of continuous functions from $[0,\infty)$ to $M_2(R^d)$ with the metric:

$$\mathcal{D}(\mu(\cdot), \nu(\cdot)) = \sum_{N=1}^{\infty} \frac{1}{2^N} \left( \sup_{0 \leq t \leq N} \rho_2(\mu(t), \nu(t)) \wedge 1 \right)$$
\[ = \sum_{N=1}^{\infty} \frac{1}{2^N} D_N((\mu(t), \nu(t)) \wedge 1), \tag{4} \]

where \(\mu(\cdot)\) and \(\nu(\cdot)\) belong to \(C([0, \infty), M_p(R^d))\).

We consider the Itô stochastic differential equation (1) and assume that

(A1): The operator \(A\) is a \(d \times d\)-dimensional matrix such that the associated semigroup \(S(t) = \exp(-At), \ t \geq 0,\) of bounded linear operators on \(R^d\) satisfies

\[ \| S(t) \| \leq \exp(-\omega t) \]

for some strictly positive constant \(\omega\), where \(\| S(t) \|\) denotes the operator norm.

(A2): The function \(f: R^d \times M_2(R^d) \to R^d\) satisfies

\[ | f(x, \mu) - f(y, \nu) |^2 \leq k(|x - y|^2 + \rho^2_2(\mu, \nu)) \]
\[ | f(x, \mu) |^2 \leq l(1 + |x|^2 + \| \mu \|_2^2) \]

where \(k\) and \(l\) are positive constants.

Theorem 1: Suppose that conditions (A1) and (A2) are satisfied. Then for any \(x \in L_2(\Omega, \mathcal{F}_0, P; R^d)\), stochastic differential equation (1) has a unique solution \(X = \{X(t): t \geq 0\}\) with \(X(0) = x\).

Proof: We use the classical Picard iteration scheme. Define

\[
\begin{align*}
X_0(t) &= S(t)x \\
X_n(t) &= S(t)x + \int_0^t S(t-s)f(X_{n-1}(s), \mu_{n-1}(s))ds + \int_0^t S(t-s)dW(s) \tag{5}
\end{align*}
\]

where \(\mu_n(t)\) denotes the distribution of \(X_n(t)\). Then

\[ X_{n+1}(t) - X_n(t) = \int_0^t S(t-s)[f(X_n(s), \mu_n(s)) - f(X_{n-1}(s), \mu_{n-1}(s))]ds \tag{6} \]

and it follows from the assumptions (A1) and (A2) that for any \(T > 0\),

\[
E\left( \sup_{0 \leq t \leq T} | X_{n+1}(t) - X_n(t) |^2 \right) \\
\leq T E\left( \int_0^T \| S(t-s) \|^2 | f(X_n(s), \mu_n(s)) - f(X_{n-1}(s), \mu_{n-1}(s)) |^2 ds \right)
\]
Since by the definition (3) of metric $\rho_2$ we have that
\[
\rho_2^2(\mu_n(s), \mu_{n-1}(s)) \leq E | X_n(s) - X_{n-1}(s) |^2,
\]
it is easy to verify that
\[
E( \sup_{0 \leq t \leq T} | X_{n+1}(t) - X_n(t) |^2 ) \leq 2Tk \int_0^T E( \sup_{0 \leq \theta \leq s} | X_{n+1}(\theta) - X_n(\theta) |^2 ) ds.
\]
Writing $\Phi_n(t) = E( \sup_{0 \leq s \leq t} | X_n(s) - X_{n-1}(s) |^2 )$ and $\alpha = 2TkM^2$, we have
\[
\Phi_{n+1}(T) \leq \alpha \int_0^T \Phi_n(t) dt.
\]
Hence by repeated substitution of (10) into its definition, we obtain
\[
\Phi_{n+1}(T) \leq \alpha^n \frac{T^n}{n!} \Phi_1(T).
\]
Since
\[
\Phi_1(T) = E( \sup_{0 \leq t \leq T} | X_1(t) - X_0(t) |^2 )
\]
\[
\leq 2TE \int_0^T \| S(t-s) \|^2 | f(x_0(s), \mu_0(s)) |^2 ds + 2T \int_0^T \| S(t-s) \|^2 ds
\]
\[
\leq 2T \int_0^T (1 + E | x_0(s) |^2 + \| \mu_0(s) \|^2)^2 ds + 2T
\]
\[
\leq 2T \int_0^T (1 + 2E | x |^2) ds + 2T
\]
\[
\leq 2T^2(1 + 2E | x |^2) + 2T
\]
\[
\leq C_T = (aT + bT^2), \quad a, b > 0,
\]
we have
\[
E( \sup_{0 \leq t \leq T} | X_{n+1}(t) - X_n(t) |^2 ) = \phi_{n+1}(T) \leq C_T \alpha^n \frac{T^n}{n!}.
\]
Thus
\[
P\{ \sup_{0 \leq t \leq T} | X_{n+1}(t) - X_n(t) | > \frac{1}{2^n} \} \leq C_T(4\alpha)^n \frac{T^n}{n!}.
\]
By Borel-Cantelli’s lemma, the processes $X_n(t)$ converge uniformly on $[0, T]$ for arbitrary $T > 0$. The limit process $X(t)$ is then continuous and solves equation
(1). This proves the existence of a solution of equation (1).

To prove uniqueness, we let \( X_1(t) \) and \( X_2(t) \) be two solutions of equation (1) such that \( X_1(0) = X_2(0) \). The corresponding distribution of \( X_1(t) \) and \( X_2(t) \) will be denoted by \( \mu_1(t) \) and \( \mu_2(t) \), respectively. Let \( \sigma_1^N = \inf \{ t : \left| X_1(t) \right| \geq N \} \) and \( \sigma_2^N = \inf \{ t : \left| X_2(t) \right| \geq N \} \). We show that for each \( N = 1, 2, \ldots \), \( \sigma_1^N = \sigma_2^N \) and \( X_1(t) = X_2(t) \) for all \( t \leq \sigma_1^N \). We have

\[
X_1(t \wedge \sigma_1^N \wedge \sigma_2^N) - X_2(t \wedge \sigma_1^N \wedge \sigma_2^N)
= \int_0^{t \wedge \sigma_1^N \wedge \sigma_2^N} S(t - s)[f(X_1(s), \mu_1(s)) - f(X_2(s), \mu_2(s))] ds; \tag{15}
\]

so, for any \( t \in [0, T] \),

\[
E \left| X_1(t \wedge \sigma_1^N \wedge \sigma_2^N) - X_2(t \wedge \sigma_1^N \wedge \sigma_2^N) \right|^2
\leq TkE \int_0^{t \wedge \sigma_1^N \wedge \sigma_2^N} ((\left| X_1(s) - X_2(s) \right|^2 + \rho_2(\mu_1(s)), \mu_2(s))) ds
\leq TkE \int_0^t ((\left| X_1(s \wedge \sigma_1^N \wedge \sigma_2^N) - X_2(s \wedge \sigma_1^N \wedge \sigma_2^N) \right|^2
+ \rho_2(\mu_1(s \wedge \sigma_1^N \wedge \sigma_2^N)), \mu_2(s \wedge \sigma_1^N \wedge \sigma_2^N))) ds
\leq 2Tk \int_0^t E \left| X_1(s \wedge \sigma_1^N \wedge \sigma_2^N) - X_2(s \wedge \sigma_1^N \wedge \sigma_2^N) \right|^2)ds. \tag{16}
\]

Hence the Gronwall’s inequality yields

\[
E \left| X_1(t \wedge \sigma_1^N \wedge \sigma_2^N) - X_2(t \wedge \sigma_1^N \wedge \sigma_2^N) \right|^2 = 0, \quad \forall t \in [0, T]. \tag{17}
\]

Letting \( T \to \infty \) we obtain

\[
X_1(t \wedge \sigma_1^N \wedge \sigma_2^N) = X_2(t \wedge \sigma_1^N \wedge \sigma_2^N) \text{ a.s. for all } t \geq 0. \tag{18}
\]

Since \( X_1 \) and \( X_2 \) are continuous processes, we can conclude that \( X_1(t) = X_2(t) \) for all \( t \in [0, \sigma_1^N \wedge \sigma_2^N] \). This implies \( \sigma_1^N = \sigma_2^N \) a.s. and the uniqueness is proved. \( \Box \)
3. A GENERAL CRITERION FOR INVARIANT MEASURES

In this section we provide a general result on the existence of invariant measures for the nonlinear Markov processes described by the following Itô equation in $\mathbb{R}^d$:

\[
\begin{align*}
\frac{dX(t)}{dt} &= b(X(t), \mu(t)) + \sigma(X(t), \mu(t))dW(t), \quad t \geq 0 \\
\mu(t) &= \text{probability law of } X(t), \\
\mu_0 &= \text{the initial law of } X(0), \quad \mu_0 \in M_2(\mathbb{R}^d),
\end{align*}
\]

where $W$ is a $d$-dimensional Wiener process, $b$ and $\sigma$ are continuous functions from $\mathbb{R}^d \times M_2(\mathbb{R}^d)$ to $\mathbb{R}^d$ and $\mathbb{R}^d \otimes \mathbb{R}^d$, respectively, satisfying the conditions

\[(A): \quad |b(x, \mu) - b(y, \nu)|^2 + |\sigma(x, \mu) - \sigma(y, \nu)|^2 \leq k(|x - y|^2 + \rho^2(\mu, \nu))
\]

where $x, y \in \mathbb{R}^d$, $\mu, \nu \in M_2(\mathbb{R}^d)$ and $k, l$ are two positive constants. Using Picard iterative technique similar to that used in the previous section, one can show that equation (19) has a unique continuous solution.

Let $X$ denote the unique solution of equation (19) and let $\mu(t)$ denote the probability law of $X(t)$. Then by Itô’s formula the measure valued function $\mu(\cdot)$ satisfies the McKean-Vlasov equation

\[
\frac{d\mu(t)}{dt}(\varphi) = \langle \mu(t), L(\mu(t)), \varphi \rangle, \quad t > 0, \quad \forall \varphi \in C_c(\mathbb{R}^d)
\]

where for each $\mu \in M_2(\mathbb{R}^d)$, $L(\mu)$ is given by

\[
L(\mu)\varphi(x) = \frac{1}{2} \sum_{i,j=1}^d a_{ij}(x, \mu) \frac{\partial^2 \varphi(x)}{\partial x_i \partial x_j} + \sum_{i=1}^d b_i(x, \mu) \frac{\partial \varphi(x)}{\partial x_i}
\]

for $a_{ij}(x, \mu) = \sum_{k=1}^d \sigma_{ik}(x, \mu) \sigma_{jk}(x, \mu)$.

**Definition 1:** A probability measure $\rho \in M(\mathbb{R}^d)$ is said to be an invariant measure associated with system (19) if $\langle \rho, L(\rho)\varphi \rangle = 0$ for all $\varphi \in C_c(\mathbb{R}^d)$.

For each given $\rho \in M_2(\mathbb{R}^d)$, consider the following stochastic differential equations

\[
\begin{align*}
\frac{dX(t)}{dt} &= b(X(t), \rho) dt + \sigma(X(t), \rho) dW(t), \quad t \geq 0 \\
X(0) &= \text{has the initial law } \mu_0, \quad \mu_0 \in M_2(\mathbb{R}^d).
\end{align*}
\]
Under the assumption \((A)\), equation \((22)\) has a unique continuous solution. Let \(X_\rho\) denote the unique solution of \((22)\). Then the process \(X_\rho\) is a time homogeneous Markov-Feller process. The associated transition semigroup \(\{T_\rho(t): t \geq 0\}\) has the form

\[
T_\rho(t)\varphi(x) = \int_{\mathbb{R}^d} \varphi(y) P_\rho(t,x,dy), \quad \varphi \in C_0(\mathbb{R}^d),
\]

where \(P_\rho(t,x,B) = P(X_\rho(t) \in B \mid X_\rho(0) = x)\), \(t \geq 0, \ x \in \mathbb{R}^d, \ B \in \mathcal{B}(\mathbb{R}^d)\), is the usual transition function of a Markov process. Let \(\mu_\rho(t)\) denote the probability law of \(X_\rho(t)\). Then the associated McKean-Vlasov equation becomes

\[
\begin{cases}
\frac{d}{dt}(\mu_\rho(t), \varphi) = \langle \mu_\rho(t), L(\rho), \varphi \rangle, \quad t > 0, \ \forall \varphi \in C_0^\infty(\mathbb{R}^d) \\
\mu_\rho(0) = \mu_0.
\end{cases}
\]

Clearly if \(\rho\) is an invariant measure of system \((19)\), then it is also an invariant measure of the diffusion process \(X_\rho\). This observation suggests that in order to find invariant measures for the nonlinear Markov process defined by equation \((19)\) (which is hard in general) one should search among the invariant measures of the time homogeneous Markov process defined by equation \((22)\) (which is relatively easy in general). With this strategy in mind, we now define for each \(\rho \in M_2(\mathbb{R}^d)\) a subset \(\mathcal{F}_\rho\) of \(M_2(\mathbb{R}^d)\) as following:

\[
\mathcal{F}_\rho = \{Q \in M_2(\mathbb{R}^d) : \langle Q, L(\rho) \varphi \rangle = 0 \text{ for all } \varphi \in C_0^\infty(\mathbb{R}^d)\}.
\]

**Proposition 1:** The following two conditions are equivalent

\[\begin{aligned}
(i) & \quad Q \in \mathcal{F}_\rho; \\
(ii) & \quad \int_{\mathbb{R}^d} (T_\rho(t)\varphi)(x)Q(dx) = \int_{\mathbb{R}^d} \varphi(x)Q(dx) \text{ for all } \varphi \in C_0^\infty(\mathbb{R}^d).
\end{aligned}\]

**Proof:** \((i) \rightarrow (ii)\). For any \(\varphi \in C_0^\infty\), we have \(T_\rho(t)\varphi - \varphi = \int_0^t L(\rho)(T_\rho(s)\varphi)ds\). Since \(T_\rho(s)\varphi \in C_0^\infty\), condition \((i)\) implies

\[
\begin{align*}
\int_{\mathbb{R}^d} (T_\rho(t)\varphi)(x)Q(dx) - \int_{\mathbb{R}^d} \varphi(x)Q(dx) \\
= \langle T_\rho(t)\varphi, Q \rangle - \langle \varphi, Q \rangle \\
= \int_0^t \langle L(\rho)(T_\rho(s)\varphi), Q \rangle ds = 0.
\end{align*}
\]
(ii)→(i). For any \( \varphi \in C_c^\infty \), we also have \( T_\rho(t)\varphi - \varphi = \int_0^t T_\rho(s)(L(\rho)\varphi)ds \), so (ii) implies

\[
\int_0^t \langle (T_\rho(s)(L(\rho)\varphi), Q)ds = 0.
\]

(27)

It follows that

\[
(L(\rho)\varphi, Q) = \lim_{t \to 0} \frac{1}{t} \int_0^t \langle (T_\rho(s)(L(\rho)\varphi), Q)ds = 0.
\]

(28)

For each positive integer \( N > 1 \), let \( Q^N_\rho \) be defined by

\[
Q^N_\rho = \frac{1}{N} \int_0^N \mu_\rho(t)dt.
\]

(29)

Proposition 2: Suppose \( Q_\rho \) is a limit point of \( \{Q^N_\rho\} \). Then \( Q_\rho \in \mathcal{P}_\rho \).

Proof: Let \( Q_\rho \in M_2(R^d) \) such that \( \{Q^N_{\rho_k}\} \) converges weakly to \( Q_\rho \) as \( k \) goes to infinity, where \( \{Q^N_{\rho_k}\} \) is a subsequence of \( \{Q^N_\rho\} \). As in (22) we let \( \mu_0(dx) \) be the initial distribution of the process \( X_\rho(0) \). Since \( X_\rho \) is a Feller process, \( T_\rho(t)\varphi \in C_b(R^d) \) for each \( \varphi \in C_b(R^d) \). Thus we have

\[
\int_{R^d} (T_\rho(t)\varphi)(x)Q_\rho(dx) = \lim_{k \to \infty} \int_{R^d} (T_\rho(t)\varphi)(x)Q_{N_k}(dx)
\]

\[
= \lim_{k \to \infty} \frac{1}{N_k} \int_0^{N_k} E[(T_\rho(t)\varphi)(X_\rho(s))]ds
\]

\[
= \lim_{k \to \infty} \frac{1}{N_k} \int_0^{N_k} (T_\rho(t+s)\varphi)(x)\mu_0(dx)ds
\]

\[
= \lim_{k \to \infty} \frac{1}{N_k} \int_t^{t+N_k} \int_{R^d} (T_\rho(s)\varphi)(x)\mu_0(dx)ds
\]

\[
= \lim_{k \to \infty} \frac{1}{N_k} \int_0^{t+N_k} \int_{R^d} (T_\rho(s)\varphi)(x)\mu_0(dx)ds
\]

\[
- \lim_{k \to \infty} \frac{1}{N_k} \int_0^t \int_{R^d} (T_\rho(s)\varphi)(s)\mu_0(dx)ds
\]
This shows that $Q_\rho$ is an invariant measure corresponding to $X_\rho$. Thus, by proposition 1, $Q_\rho$ satisfies $(Q_\rho, L(\rho)\varphi) = 0$ for all $\varphi \in C_b^\infty(\mathbb{R}^d)$, and so $Q_\rho \in \mathcal{F}_\rho$. \qed

The following theorem gives a general result on the existence and uniqueness of invariant measures of the nonlinear Markov processes described by equation (19).

**Theorem 2:** Suppose that there exists a nonempty closed subset $\Xi$ of $M_2(\mathbb{R}^d)$ such that the following three conditions are satisfied:

(a) for each $\rho \in \Xi$, $\mathcal{F}_\rho \subset \Xi$,

(b) for each $\rho \in \Xi$, $\sup_{t \geq 0} \frac{1}{t} \int_0^t E |X_\rho(s)|^2 ds < \infty$,

(c) there exists a constant $c \in (0, 1)$ such that for any $p, q, P$ and $Q$ in $\Xi$, we have

$$\lim_{t \to \infty} \rho_2(\mu_p(t; P), \mu_q(t; Q)) \leq c \rho_2(p, q),$$

where $\mu_\rho(t; \mu_0)(\rho = p, q; \mu_0 = P, Q)$ denotes the probability law of $X_\rho(t)$ of (22) with initial condition $\mu_\rho(0; \mu_0) = \mu_0$.

Then the nonlinear Markov process $X$ determined by (19) has an invariant measure.

Before proving this theorem we first state a generalized Banach fixed-point theorem for multivalued maps on metric spaces (see, for example, [27]).

**Definition 2:** Let $(X, d)$ be a metric space. If $A, B$ are two subsets of $X$, then the Hausdorff matrix $H(A, B)$ between them is defined as
\[ H(A, B) = \max\{ \sup_{a \in A} d(a, B), \sup_{b \in B} d(b, A) \} , \]

where \( d(a, B) = \inf_{b \in B} d(a, b) \) is the distance of the point \( a \) from the set \( B \).

**Theorem** (Generalized Banach fixed-point theorem for multivalued maps):

Let \((X, d)\) be a metric space and \( K \) be a subset of \( X \). Let \( \Gamma: K \rightarrow 2^K \) (\( 2^K \) denotes the collection of all subsets of \( K \)) be a multivalued map. Suppose that

(i) \( K \) is nonempty and closed;

(ii) for each \( x \in K \), the set \( \Gamma(x) \) is nonempty and closed;

(iii) there exists a constant \( c \in (0, 1) \) such that the condition

\[ H(\Gamma(x), \Gamma(y)) \leq cd(x, y) \]  

is satisfied for all \( x, y \in K \).

Then \( \Gamma \) has a fixed point \( x^* \), that is, \( x^* \in \Gamma(x^*) \).

**Proof of theorem 2:** Let \( \Gamma: \Xi \rightarrow 2^\Xi \) be the multivalued map defined by

\[ \Gamma(\rho) = \mathcal{F}_\rho. \]  

Then by assumption (a) the map \( \Gamma \) is well defined. Suppose that the map \( \Gamma \) has a fixed point \( \rho^* \), that is, \( \rho^* \in \Gamma(\rho^*) \). Then, by the definition of \( \mathcal{F}_\rho \), this fixed point \( \rho^* \) must satisfy the equation \( \langle \rho^*, L(\rho^*) \varphi \rangle = 0 \) for all \( \varphi \in C^\infty_0(\mathbb{R}^d) \). Thus \( \rho^* \) is an invariant measure of system (19) and so the proof of theorem 2 will be finished. Since \( \Gamma \) is defined on the nonempty and closed subset \( \Xi \) of the metric space \((M_2(\mathbb{R}^d), \rho_2)\), we apply the generalized Banach fixed-point theorem to this multivalued map. Thus we need to check if the conditions (ii) and (iii) of generalized Banach fixed-point theorem are satisfied.

**On condition (ii):** We first show that, for each \( \rho \in \Xi \), the set \( \Gamma(\rho) \) is nonempty. Let \( Q_N^\rho \) be defined as in (29). Then according to proposition 2 it suffices to show that \( \{Q_N^\rho\} \) is relatively compact. By the assumption (b) of theorem 2 we have

\[ \int_{\mathbb{R}^d} |x|^2 Q_N^\rho(dx) = \frac{1}{N} \int_0^N E |X_\rho(s)|^2 ds < \infty, \quad \forall N \geq 1. \]  

For each \( \epsilon > 0 \), Chebyshev's inequality then implies that there is an \( R_\epsilon > 0 \) such that

\[ Q_N^\rho(\{x: |x|^2 > R_\epsilon\}) \leq \frac{\int_{\mathbb{R}^d} |x|^2 Q_N^\rho(dx)}{R_\epsilon} \leq \epsilon, \quad \forall N \geq 1. \]
Thus, for each $\epsilon > 0$, there is a compact set $K_\epsilon = \{x: |x|^p \leq R_\epsilon\}$ such that

$$\inf_{N \geq 1} Q_N^K(K_\epsilon) > 1 - \epsilon. \tag{35}$$

Thus $\{Q_N^K\}$ is relatively compact according to Prohorov's theorem.

Next we show that the set $\mathcal{F}_\rho$ is closed in $\Xi$ for each $\rho \in \Xi$. Let $\{Q_n\}$ be a sequence of measures in $\mathcal{F}_\rho$ such that $Q_n$ converges to some $Q \in M_2(R^d)$ in the metric space $(M_2(R^d), \rho_2)$. Then $Q_n$ converges to $Q$ weakly in $M_2(R^d)$. Since for any $\varphi \in C^\infty_K$, the function $L(\rho)\varphi$ is continuous and bounded, we have

$$\langle Q, L(\rho)\varphi \rangle = \lim_{n \to \infty} \langle Q_n, L(\rho)\varphi \rangle = 0. \tag{36}$$

Thus $Q \in \mathcal{F}_\rho$ and so $\mathcal{F}_\rho$ is closed in $M_2(R^d)$. Moreover, $Q \in \Xi$ because, by assumption (a), each $Q_n$ belongs to $\Xi$, and $\Xi$ is closed. Thus $\mathcal{F}_\rho$ is a closed subset of $\Xi$.

On condition (iii): We now show that the generalized contraction condition

$$H(\Gamma(p), \Gamma(q)) \leq c \rho_2(p, q) \tag{37}$$

is satisfied for all $p, q \in \Xi$ and a fixed $c \in (0, 1)$.

Let $P \in \Gamma(p)$ and $Q \in \Gamma(q)$ be arbitrary two elements. Let $X_p(t; P)$ and $X_q(t; Q)$ be the unique solution of equation (22) with $\rho$ replaced by $p$ and $q$, and $\mu_0$ replaced by $P$ and $Q$, respectively. The probability law of $X_p(t; P)$ and $X_q(t; Q)$ will be denoted by $\mu_p(t; P)$ and $\mu_q(t; Q)$, respectively. Since $P \in \mathcal{F}_p$ and $Q \in \mathcal{F}_q$, they are invariant measures of the corresponding processes $X_p(t; P)$ and $X_q(t; Q)$, that is, $P = \mu_p(t; P)$ and $Q = \mu_p(t; Q)$ for all $t \geq 0$. Thus assumption (c) implies

$$\rho_2(P, Q) = \lim_{t \to \infty} \rho_2(\mu_p(t; P), \mu_q(t; Q)) \leq c \rho_2(p, q). \tag{38}$$

It follows from (38) that

$$H(\Gamma(p), \Gamma(q)) = \max\{\sup_{P \in \mathcal{F}_p \cap \mathcal{F}_q} \inf_{Q \in \mathcal{F}_q} \rho_2(P, Q), \sup_{Q \in \mathcal{F}_q} \inf_{P \in \mathcal{F}_p} \rho_2(Q, P)\} \leq c \rho_2(p, q). \tag{39}$$

This completes the proof of theorem 2. \qed
4. EXISTENCE AND UNIQUENESS OF IN Variant MEASURES

We are now going to apply the general result in section 3 to our original equation (1). To this end we consider the following stochastic differential equation

\[
\begin{align*}
\frac{dX(t)}{dt} &= [-AX(t) + f(X(t), \rho)]dt + dW(t), & t \geq 0. \\
X(0) &\text{ has the initial law } \mu_0 \in M_2(\mathbb{R}^d),
\end{align*}
\]

where \( \rho \in M_2(\mathbb{R}^d) \).

**Proposition 3:** Assume the conditions of theorem 1 hold. Then,

(a) for each \( \rho \in \Xi \), equation (40) has a unique solution \( X_\rho \) which can be written as

\[
X_\rho(t) = S(t)X_\rho(0) + \int_0^t S(t-s)f(X_\rho(s), \rho)ds + \int_0^t S(t-s)dW(s),
\]

where \( S(t) = \exp(-At) \) is the semigroup generated by \( A \);

(b) if the two constants \( \omega \) and \( l \) in assumptions (A1) and (A2) satisfy \( \omega^2 > 3l \), then we have that \( \sup_{t \geq 0} E\|X_\rho(t)\|^2 \leq \frac{\omega^2\alpha}{\omega^2 - 3l} < +\infty \) holds true for any \( \rho \in M_2(\mathbb{R}^d) \), where \( \alpha \) is a finite positive constant depending on \( \rho \).

**Proof:** (a) For a given \( \rho \in \Xi \), equation (40) is an ordinary stochastic differential equation. Thus the Lipschitz and linear growth conditions, as specified by (A1) and (A2), ensure that the same Picard iteration scheme used in the proof of theorem 1 will result a unique solution \( X_\rho \) of the form in (a).

(b) For \( t > 0 \), using \( (a + b + c)^2 \leq 3 (|a|^2 + |b|^2 + |c|^2) \) and Hölder’s inequality, we have

\[
E\|X_\rho(t)\|^2 \leq 3 \|S(t)\|^2 E\|X_\rho(0)\|^2 + 3E \int_0^t \|S(t-s)dW(s)\|^2 \\
+ 3E \int_0^t \|S(t-s)f(X_\rho(s), \rho)ds\|^2 \\
\leq 3E\|X_\rho(0)\|^2 + 3 \int_0^t \|S(s)\|^2 ds \\
+ \int_0^t \|S(s)\| ds E\int_0^t \|S(t-s)\||f(X_\rho(s), \rho)|^2 ds.
\]
Since $\int_0^t \| S(s) \| ds \leq \frac{1}{\omega}[1 - \exp(-\omega t)]$ and $|f(X_\rho(s), \rho)|^2 \leq l(1 + |X_\rho(s)|^2 + \| \rho \|^2)$, (41) can be reduced to

$$E|X_\rho(t)|^2 \leq \alpha + \frac{3l}{\omega^2} \int_0^t \exp\{-\omega(t-s)\} E|X_\rho(s)|^2 ds \quad (42)$$

where $\alpha = 3E|X_\rho(0)|^2 + \frac{3l}{\omega^2}(1 + \| \rho \|^2)$. Denote $\Phi(t) = \exp(\omega t)E|X_\rho(t)|^2$ and $f(t) = \exp(\omega t)\alpha$. Then (42) has the form of

$$\Phi(t) = f(t) + \frac{3l}{\omega^2} \int_0^t \Phi(s)ds \quad (43)$$

and so the Gronwall's inequality gives

$$\Phi(t) \leq f(t) + \frac{3l}{\omega^2} \int_0^t \exp\{\frac{3l}{\omega^2}(t-s)\}f(s)ds. \quad (44)$$

Thus for $\omega^2 > 3l$, we have

$$\sup_{t \geq 0} E|X_\rho(t)|^2 \leq \alpha + \frac{3l}{\omega^2} \sup_{t \geq 0} \int_0^t \exp\{-\omega - \frac{3l}{\omega^2}(t-s)\}ds$$

$$\leq \alpha + \frac{3l}{\omega^2 - 3l} \sup_{t \geq 0} [1 - \exp\{-\omega - \frac{3l}{\omega^2}t\}]$$

$$\leq \frac{\omega^2 \alpha}{\omega^2 - 3l} < \infty. \quad (45)$$

Let $\mu_{\rho}(t)$ denote the probability law of the unique solution $X_\rho$ of (40) and define $Q_N^\rho = \frac{1}{N} \sum_{i=1}^N \mu_{\rho}(t)dt$ for each $N \geq 1$. Let $\mathcal{F}_\rho$ be the subset of $M_2(R^d)$ defined by (25) with $L(\rho)\varphi(x) = \frac{1}{2}\Delta \varphi(x) - (Ax - f(x, \rho), \nabla \varphi(x))$, where $\Delta$ and $\nabla$ denote the Laplacian and gradient operator, respectively. Then the sequence of probability measures $\{Q_N^\rho\}$ is relatively compact in $M(R^d)$ due to the result (b) of proposition 3 and $\mathcal{F}_\rho$ is the set of all limit points of $\{Q_N^\rho\}$. For a given $s > 0$, let $\Xi_s$ be the subset of $M_2(R^d)$ defined by

$$\Xi_s = \{\mu \in M_2(R^d): \int_{R^d} |x|^2 \mu(dx) \leq s\}. \quad (46)$$

Then $\Xi_s$ is a nonempty closed subset of $M_2(R^d)$.

**Proposition 4:** Suppose that the two constants $\omega$ and $l$ in assumptions (A1) and (A2) satisfy the inequality $\omega^2 > 6l$. Then there exists a real $s > 0$ such that for any $\rho \in \Xi_s$, we have $\mathcal{F}_\rho \subset \Xi_s$. 
Proof: Let $Q_\rho \in \mathfrak{T}_\rho$ for some $\rho \in M_2(\mathbb{R}^d)$. Then there exists a subsequence \{\(Q_{N_k}^\rho\)\} of \{\(Q_N^\rho\)\} such that $Q_{N_k}^\rho$ converges to $Q_\rho$ as $k \to \infty$. Thus for each positive integer $M \geq 1$, by proposition 3 (b), we have

$$\int_{\mathbb{R}^d} (|x|^2 \wedge M)Q_\rho(dx) = \lim_{k \to \infty} \int_{\mathbb{R}^d} (|x|^2 \wedge M)Q_{N_k}^\rho(dx)$$

$$= \lim_{k \to \infty} \frac{1}{N_k} \int_0^{N_k} \int_{\mathbb{R}^d} (|x|^2 \wedge M)\mu_\rho(t)(dx)dt$$

$$\leq \lim_{k \to \infty} \frac{1}{N_k} \int_0^{N_k} E |X_\rho(t)|^2 dt$$

$$\leq \frac{\omega^2 \alpha}{\omega^2 - 3l}$$

(47)

where $\alpha = 3E |X_\rho(0)|^2 + \frac{3}{2} + \frac{3}{\omega^2} (1 + \| \rho \| \frac{3}{2})$. Letting $M$ go to infinity we have that

$$\int_{\mathbb{R}^d} |x|^2 Q_\rho(dx) \leq \frac{\omega^2 \alpha}{\omega^2 - 3l}.$$  

(48)

Let $s = \frac{3\omega^2 E |X_\rho(0)|^2 + 3\omega + 3l}{\omega^2 - 6l}$, then it is easy to check that the right-hand side of (48) satisfies

$$\frac{\omega^2 \alpha}{\omega^2 - 3l} \leq s \text{ if } \| \rho \| \frac{3}{2} \leq s.$$  

(49)

Thus $Q_\rho \in \Xi_s$ for any $\rho \in \Xi_s$ and so the proof is completed. \(\square\)

Let $X_p(\cdot;P)$ and $X_q(\cdot;Q)$ be the unique solution of the equation (40) with $\rho$ replaced by $p$ and $q$, and $\mu_0$ replaced by $P$ and $Q$, respectively. The probability law of $X_p(t;P)$ and $X_q(t;Q)$ will be denoted by $\mu_p(t;P)$ and $\mu_q(t;Q)$, respectively.

Proposition 5: If the two constants $\omega$ and $k$ in assumptions (A1) and (A2) satisfy the inequality $\omega^2 > 4k$, then there exists a constant $c \in (0,1)$ such that

$$\lim_{t \to \infty} \rho_2(\mu_p(t;P),\mu_q(t;Q)) \leq c \rho_2(p,q)$$

for any $p, q, P, Q$ in $\Xi_s$.

Proof: According to the definition of the metric $\rho_2$, it suffices to show
that
\[
\lim_{t \to \infty} E |X_p(t; P) - X_q(t; Q)|^2 \leq c^2 \rho_2^2(p, q)
\]
for any \( p, q, P \) and \( Q \) in \( \Xi \). By definition,
\[
X_p(t; P) = S(t)X_p(0; P) + \int_0^t S(t - s)f(X_p(s; P), p)ds + \int_0^t S(t - s)dW(s)
\]
and
\[
X_q(t; Q) = S(t)X_q(0; Q) + \int_0^t S(t - s)f(X_q(s; Q), q)ds + \int_0^t S(t - s)dW(s).
\]
Using Hölder's inequality and assumption (A2) we have
\[
E |X_p(t; P) - X_q(t; Q)|^2 \leq 2 \|S(t)\|^2 E |X_p(0; P) - X_q(0; Q)|^2
\]
\[
+ 2E \int_0^t \|S(t)\| ds \int_0^t \|S(t - s)\| |f(X_p(s; P), p) - f(X_q(s; Q), q)|^2 ds
\]
\[
\leq 2 \|S(t)\|^2 E |X_p(0; P) - X_q(0; Q)|^2 + 2\kappa \int_0^t \|S(t)\| ds
\]
\[
\int_0^t \|S(t - s)\| (E |X_p(s; P) - X_q(s; Q)|^2 + \rho_2^2(p, q))ds.
\]
Using assumption (A1) the expression (52) can be reduced to
\[
E |X_p(t; P) - X_q(t; Q)|^2 \leq \exp(-\omega t)f(t)
\]
\[
+ \frac{2k}{\omega} \int_0^t \exp\{-\omega(t - s)\} E |X_p(s; P) - X_q(s; Q)|^2 ds,
\]
where \( f(t) = 2E |X_p(0; P) - X_q(0; Q)|^2 + \frac{2k}{\omega} \exp(\omega t)\rho_2^2(p, q) \).

Denote \( \Phi(t) = \exp(\omega t)E |X_p(t; P) - X_q(t; Q)|^2 \), then (53) can be rewritten as
\[
\Phi(t) \leq f(t) + \frac{2k}{\omega} \int_0^t \Phi(s) ds
\]
and so Gronwall's equality gives
\[
\Phi(t) \leq f(t) + \frac{2k}{\omega} \int_0^t \exp\left\{\frac{2k}{\omega}(t - s)\right\} f(s) ds.
\]
Thus
\[
E |X_p(t; P) - X_q(t; Q)|^2 \leq \exp(-\omega t)f(t)
\]
In the limit of $t \to \infty$, the first term on the right-hand side of (56) becomes

$$
\lim_{t \to \infty} \exp(-\omega t)f(t) = 2\exp(-\omega t)\mathbb{E}|X_p(0; P) - X_q(0; Q)|^2 + \frac{2k}{\omega^2}\rho^2(p, q)
$$

and the second term on the right-hand side of (56) becomes

$$
\lim_{t \to \infty} \frac{2k}{\omega^2} \exp(-\omega t) \int_0^t \exp\left\{\frac{2k}{\omega^2}(t-s)\right\} f(s) ds
\leq \lim_{t \to \infty} 2\mathbb{E}|X_p(0; P) - X_q(0; Q)|^2 \left[\exp\left\{-(\omega - \frac{2k}{\omega})t\right\} - \exp(-\omega t)\right] + \lim_{t \to \infty} \left(\frac{2k}{\omega^2}\right)(\frac{1}{\omega - \frac{2k}{\omega}})\rho^2(p, q)[1 - \exp\left\{-(\omega - \frac{2k}{\omega})t\right\}]
= \left(\frac{2k}{\omega^2}\right)(\frac{1}{\omega - \frac{2k}{\omega}})\rho^2(p, q).
$$

Thus we have

$$
\lim_{t \to \infty} \mathbb{E}|X_p(t; P) - X_q(t; Q)|^2 \leq \left[\frac{2k}{\omega^2} + \frac{(2k)^2}{\omega^3}(\frac{1}{\omega - \frac{2k}{\omega}})\right]\rho^2(p, q)
= \frac{2k}{\omega^2 - 2k}\rho^2(p, q).
$$

Let $c^2 = \frac{2k}{\omega^2 - 2k}$. Then the assumption $\omega^2 > 4k$ implies $c \in (0, 1)$ and so the proof is completed.

We are now ready to state the main theorem of this paper:

**Theorem 3:** Let the conditions (A1) and (A2) be satisfied. If the three constants $\omega, l, k$ in assumptions (A1) and (A2) satisfy the condition

$$
\omega^2 > \max(6l, 4k)
$$

then the nonlinear Markov process $X$ determined by Itô equation (1) has a unique invariant measure for any $X(0) \in L_2(\Omega, \mathcal{F}_0, P; \mathbb{R}^d)$.

**Proof (Existence):** We use theorem 2 of section 3. For each $r > 0$, let $\Xi_r$ be the subset of $M_2(\mathbb{R}^d)$ defined in (46). Then, by proposition 4, there exists a positive number $s$ such that the corresponding set $\Xi_s$ satisfies condition (a) of
theorem 2. Moreover, by proposition 3 (b), condition (b) of theorem 2 holds. Finally, by proposition 5, condition (c) of theorem 2 is also satisfied. Hence existence part of the theorem is true.

(Uniqueness): It is important to note that for multivalued maps on metric spaces the Banach fixed point theorem does not, in general, imply uniqueness. Thus to seek uniqueness we have to use other methods.

Suppose that $\mu$ and $\nu$ be two arbitrary invariant measures of $X$. We show $\rho_2(\mu, \nu) = 0$. Let $X$ denote the unique solution of the equation (1) and let $\mu(t)$ be the probability law of $X(t)$. For $t \geq 0$, let $U(t)$ denote the nonlinear semigroup on $M_2(R^d)$ defined by $U(t)\mu_0 = \mu(t)$ for any $\mu_0 \in M_2(R^d)$. Recall that a probability measure $\rho \in M_2(R^d)$ is an invariant measure for the nonlinear Markov process $X$ if $U(t)\rho = \rho$ for all $t \geq 0$. Let $X(t;x)$ and $X(t;y)$ denote the unique solution of (1) with initial data $X(0;x) = x$ and $X(0;y) = y$, respectively. The corresponding distribution will be denoted by $\mu_x(t)$ and $\mu_y(t)$, respectively.

Since

$$
\rho_2^2(\mu, \nu) = \rho_2^2(U(t)\mu, U(t)\nu)
$$

$$
\leq \int_{R^d \times R^d} E(|X(t;x) - X(t;y)|^2 \wedge 1)(\mu \times \nu)(dx, dy)
$$

(60)

it suffices to show that

$$
E(|X(t;x) - X(t;y)|^2) \to 0
$$

(61)

for any $x, y \in R^d$.

By assumptions (A1) and (A2)

$$
E |X(t;x) - X(t;y)|^2 \leq 2 \| S(t) \|^2 |x - y|^2
$$

$$
+ 2E \int_0^t |S(t-s)(f(X(s;x), \mu_x(s)) - f(X(s;y), \mu_y(s)))| ds |^2
$$

$$
\leq 2 \| S(t) \|^2 |x - y|^2 + 2 \int_0^t \| S(s) \| ds E \int_0^t \| S(t-s) \|
$$

$$
|f(X(s;x), \mu_x(s)) - f(X(s;y), \mu_y(s))|^2 ds
$$

$$
\leq 2\exp(-\omega t) |x - y|^2 + \frac{2\lambda}{\omega} [1 - \exp(-2\omega t)] \int_0^t \exp \{-\omega(t-s)\}
$$
\[ (E | X(s; x) - X(s; y) |^2 + \rho^2_2(\mu_x(s), \mu_y(s))) \, ds \]
\[ \leq 2\exp(-\omega t) |x - y|^2 + \frac{4k}{\omega}[1 - \exp(-2\omega t)] \int_0^t \exp\{-\omega(t - s)\} \]
\[ E | X(s; x) - X(s; y) |^2 \, ds. \]  

Denote \( \Phi(t) = \exp(\omega t)E | X(t; x) - X(t; y) |^2 \), then (62) can be written as
\[ \Phi(t) \leq 2 |x - y|^2 + \frac{4k}{\omega} \int_0^t \Phi(s) \, ds. \]  

Gronwall's inequality then yields
\[ \Phi(t) \leq 2 |x - y|^2 \exp\left\{ \frac{4k}{\omega} t \right\}, \]
that is,
\[ E | X(t; x) - X(t; y) |^2 \leq 2 |x - y|^2 \exp\{ - (\omega - \frac{4k}{\omega}) t \}. \]  

By assumption, \( \omega - \frac{4k}{\omega} \) is strictly positive, and so the right-hand side of (65) tends to zero as \( t \to \infty \). It follows from the definition (3) that
\[ \rho_2(U(t)\delta_x, U(t)\delta_y) \leq E | X(t; x) - X(t; y) |^2 \to 0, \text{ as } t \to \infty. \]  

This completes the proof of uniqueness.

Example: Consider the following equation in \( R^1 \):
\[ dX(t) = [-\alpha X(t) + E(X(t))] \, dt + dW(t), \quad t \geq 0 \]  

where \( W \) is a standard one-dimensional Wiener process; \( \alpha \) is a positive constant; \( E(X(t)) \) is the mean of \( X(t) \). In other words, the function \( f(x, \mu) \) in (1) now assumes the simple form \( f(x, \mu) = \int_{R^1} x \mu(dx) \). It is easy to verify that this model satisfies conditions \( (A1) \) and \( (A2) \) with \( k = l = 1 \) and \( \omega = \alpha \). According to theorem 3, system (67) will have a unique invariant measure if \( \alpha \) satisfies \( \alpha^2 > 6 \) which is true as we will show below. But the following exposition also indicates that this condition is not a necessary condition for the existence of a unique invariant measure.

Since (67) is a gradient system, the corresponding invariant measures have the form
where $Z$ is the normalizing constant which ensures that $P_m(dx)$ is a probability measure, and the constant $m$ must satisfy the self-consistence equation

$$m = \int_{R^1} x P_m(dx).$$

By a simple algebraic manipulation, it is easy to see that $P_m(dx)$ is a Gaussian measure on $R^1$ with mean $\frac{m}{\alpha}$ and variance $\frac{\sigma^2}{\alpha}$. Thus the self-consistent equation reduces to the algebraic equation

$$m = \frac{m}{\alpha}. \quad (70)$$

It follows from (70) that system (67) will have a unique invariant measure (which is a zero-mean-Gaussian measure) if $\alpha \neq 1$ and will have infinitely many invariant measures if $\alpha = 1$. This shows that the condition given by theorem 3 is only a sufficient condition.

It is interesting to point out that even for this simple model of a nonlinear Markov process, its long time behavior is not trivial. For example, for $\alpha \neq 1$, although system (67) has a unique invariant measure, the distribution of the process at time $t$ will not always converge to it as $t$ becomes large. This can easily be seen from the following calculation.

Equation (67) can be rewritten as

$$X(t) = X(0) - \int_0^t [\alpha X(s) - E(X(s))] ds + W(t). \quad (71)$$

Let $m(t)$ denote the mean of $X(t)$ with initial data $m(0) = m_0$. Then by taking the expectation on both sides of (71) we have

$$m(t) = m_0 + \int_0^t (1 - \alpha)m(s) ds, \quad (72)$$

and therefore $m(t)$ satisfies the equation

$$\left\{ \begin{array}{l}
\frac{dm(t)}{dt} = (1 - \alpha)m(t) \\
m(0) = m_0,
\end{array} \right. \quad (73)$$

with the solution $m(t) = m_0 e^{(1 - \alpha)t}$. Thus for $0 < \alpha < 1$, $m(t)$ does not
converge to \( m_0 \), which means that if we start system (67) from any initial measure other than the invariant measure then the corresponding distribution will never converge to the invariant measure. On the other hand, if \( \alpha \) satisfies the condition of theorem 3, that is \( \alpha > \sqrt{6} \), then the mean \( m(t) \) will always converge to 0, which is the mean of the unique invariant measure.
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