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ABSTRACT

In this paper we generalize two results of Lasalle’s, the invariance theorem and asymptotic stability theorem of discrete and continuous semidynamical systems, to impulsive semidynamical systems.
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1. Introduction

Let \((X, \pi, R)\) be a dynamical system, where \(X = (X, d)\) is a metric space with metric \(d\), and
\[
\pi: X \times R \to X
\]
is a continuous function satisfying:

(i) \(\pi(x, 0) = x\) for all \(x \in X\) and \(0 \in R\), and

(ii) \(\pi(\pi(x, t), x) = \pi(x, s + t)\) for all \(x \in X\) and \(t, s \in R\).

Then the function
\[
\pi_t: X \to X
\]
defined, for any fixed \(t \in R\), by \(\pi_t(x) = \pi(x, t), x \in X\), is a homeomorphism of \(X\) onto itself.

The function
\[
\pi_x: R \to X
\]
defined for any fixed \(x \in X\), by \(\pi_x(t) = \pi(x, t), x \in R\), is continuous and is called the trajectory of \(x\).

Let \(\Omega \subset X\) be an open set in \(X\), and denote the boundary of \(\Omega\) in \(X\) by \(M\). Assume that \(M \neq \phi\). Let \(I: M \to \Omega\) be a continuous function and \(I(M) = N\). We shall denote \(I(x)\) by \(x^+\) and say that \(x\) jumps to \(x^+\).

Given \(x \in \Omega\) we now define an “impulsive trajectory”, \(\tilde{x}\), for \(x\), over a subset of the nonnegative reals \(R^+\) and also, simultaneously, a function \(\Phi: \Omega \to R^+ \cup \{\infty\} = R^*\), where \(R^*\) is the space of extended positive reals.
If \( \pi(x,t) \notin M \) for any \( t \in R^+ \), we set \( \overline{\pi}_x(t) = \pi(x,t) \) for all \( t \in R^+ \), and \( \Phi(x) = \infty \). Otherwise, let
\[
\Phi(x) = t_1,
\]
where \( t_1 \in R^+ \) is the smallest number for which \( x_1 = \pi(x,t_1) \in M \), and set
\[
\overline{\pi}_x(t) = \begin{cases} 
\pi(x,t), & 0 \leq t < t_1 \\
x_1^+, & t = t_1.
\end{cases}
\]
Since \( t_1 < \infty \), we continue the process, now starting with \( x_1^+ \), repeating the above two steps.
Thus if \( \pi(x_1^+, t) \notin M \) for any \( t \in R^+ \), we set,
\[
\overline{\pi}_x(t) = \pi(x_1^+, t-t_1) \quad \text{for} \quad t \geq t_1
\]
and
\[
\Phi(x_1^+) = \infty,
\]
otherwise
\[
\overline{\pi}_x(t) = \begin{cases} 
\pi(x_1^+, t-t_1), & t_1 \leq t < t_2 \\
x_2^+, & t = t_2,
\end{cases}
\]
for some \( t_2, x_2 = \pi(x_1^+, t_2) \in M \) and \( \pi(x_1^+, t) \notin M \) for any \( t, t_1 \leq t < t_2 \).

Continuing inductively, it is clear that an impulsive trajectory \( \overline{\pi}_x \) has either no jumps, only a finite number of jumps at points \( x_1, \ldots, x_n \), the jump at \( x_k \) occurring at \( t = \sum_{i=1}^k t_i \) and for \( t \geq \sum_{i=1}^n t_i \), \( \overline{\pi}_x(t) = \pi(x,t) \), or lastly, it has an infinite number of jumps at \( \{x_n\}_{\infty}^{\infty} \) and \( \overline{\pi}_x \) is defined over the interval \([0,T(x))\), where \( T(x) = \sum_{i=1}^\infty t_i \). Note that in the other two cases above \( T(x) = \infty \). We now define \( \overline{\pi}(x,t) = \overline{\pi}_x(t) \) for any \( t \) in \([0,T(x))\). We shall often use the fact that for any \( t \in R \), such that \( 0 \leq t < T(x) \), there exists a \( k = 0,1,2,\ldots \), such that, \( t = \sum_{i=0}^k \Phi(x_i^+) + t' \), where \( x_0^+ = x \), and consequently \( \overline{\pi}(x,t) = \pi(x_k^+, t') \), \( 0 \leq t' < \Phi(x_k^+) \).

Furthermore, the following two properties are easy to check:

(i) \( \overline{\pi}(x,0) = x \) for any \( x \in \Omega \) and

(ii) \( \overline{\pi}(\pi(x,t),x) = \pi(x,t+s) \), for \( x \in \Omega \) and \( t \) and \( s \in [0,T(x)) \), such that \( t+s \in [0,T(x)) \).

Thus from here on we assume that \( \Omega,M,I \) and \( N \) are as considered above in a dynamical system \((X,\pi)\), and call \((\Omega,\overline{\pi})\), with \( \overline{\pi} \) as defined above, an impulsive semidynamical system associated with \((X,\pi)\) (see [6]).

Let \( \Omega_0 = \{ x \in \Omega: \Phi(x) < \infty \} \). Then there exists a function \( g: \Omega_0 \rightarrow N \), defined by \( g(x) = \overline{\pi}(\pi(x,\Phi(x))) \) for any \( x \in \Omega_0 \).

**Assumption I:** We assume throughout the paper that \( \Phi \) is a continuous function on \( \Omega \).

It follows then that for any \( x \in \Omega_0 \), \( g(x) = I(\pi(x,\Phi(x))) \) is a continuous function on \( \Omega_0 \).
Let $\tilde{N} = \{x \in N: \Phi(x_n^+) < \infty \text{ for } n = 0, 1, 2, \ldots\}$. Then $g$ maps $\tilde{N}$ into $\tilde{N}$. Consequently, $(\tilde{N}, g)$ defines a discrete semidynamical system [5] associated with the impulsive semidynamical system $(\Omega, \pi)$.

In this paper, as in [3] and [4], we continue to study dynamical notions defined in $(\Omega, \pi)$ by relating them to similar notions in $(\tilde{N}, g)$. In particular, we study stability and asymptotic stability in $(\Omega, \pi)$ by relating them to the corresponding notions in $(\tilde{N}, g)$. The main results obtained are (1) characterization of stability (Theorems 3.6 and 3.11) similar to Theorem 1.12 [1, p. 61], and (2) asymptotic stability (Theorems 5.4 and 5.6) in terms of Lyapunov functions which generalizes a similar theorem of Lasalle [6, Theorem 7.9, p. 9] and also Theorem 2.2 [1, p. 66].

The following notations are used throughout. For any $A \subset \Omega$ and $\epsilon > 0$, $U(A, \epsilon) = \{x \in \Omega: d(x, A) < \epsilon\}$, where $d(x, A) = \inf\{d(x, y): y \in A\}$, $\text{cl}$ denotes the closure operator in $\Omega$; $A = A \cap \tilde{N}$, and for any $x \in \Omega$, $C_0(x) = \{\pi(x, t) = \pi(x, t): 0 \leq t < \Phi(x)\}$.

2. Limit Sets, Prolongation Limit Sets and Prolongation Sets

Definition 2.1: We extend the known definitions of these sets in a natural way to $(\Omega, \pi)$. Let $x \in \Omega$.

(2.1.1) The limit set of $x$ in $(\Omega, \pi)$ is defined by

$$L(x) = \{y \in \Omega: \pi(x, t_n) \rightarrow y \text{ for some } t_n \rightarrow T(x) \text{ and } t_n < T(x)\}.$$  

(2.1.2) The prolongation limit set of $x$ in $(\Omega, \pi)$ is defined by

$$J(x) = \{y \in \Omega: \pi(x_n, t_n) \rightarrow y \text{ for } x_n \rightarrow x \text{ and } t_n \rightarrow T(x), t_n < T(x)\}.$$  

(2.1.3) The prolongation set of $x$ in $(\Omega, \pi)$ is defined by

$$D(x) = \{y \in \Omega: \pi(x_n, t_n) \rightarrow y \text{ for } x_n \rightarrow x \text{ and } t_n \in [0, T(x))\}.$$  

The definition of these sets in a discrete semidynamical system are well known. In $(\tilde{N}, g)$ we shall denote them by $\tilde{L}(x)$, $\tilde{J}(x)$ and $\tilde{D}(x)$ respectively for $x \in \tilde{N}$.

Furthermore, we denote the orbit of a point $x \in \Omega$ in $(\Omega, \pi)$ by $\tilde{C}(x) = \{\pi(x, t): t \in [0, T(x))\}$ and its closure in $\Omega$ by $\tilde{K}(x)$. These sets in $(\tilde{N}, g)$ are denoted by $\tilde{C}(x)$ and $\tilde{K}(x)$ for $x \in \tilde{N}$.

Generally one uses a $+$ sign with the above symbols for these sets for flows in positive direction, but as we are dealing with flow only in positive direction we have dispensed with it for convenience.

Definition 2.2: A subset $A$ of $\Omega$ is said to be positively invariant if for any $x \in A$, $\tilde{C}(x) \subset A$, and it is said to be invariant if, it is positively invariant and, furthermore, given $x \in A$ and $t \in [0, T(x))$ there exists a $y \in A$ such that $\pi(y, t) = x$.

A subset $\hat{A}$ of $\tilde{N}$ is said to be positively invariant if $g(\hat{A}) \subset \hat{A}$ and is said to be invariant if $\hat{A} = g(\hat{A})$.

It is clear that $\pi$ is not a continuous function. However, the following lemma holds.
Lemma 2.3: Suppose \( \{x_n\} \) is a sequence in \( \Omega \), convergent to a point \( y \in \Omega \). Then for any \( t \in [0, T(y)) \), there exists a sequence of real numbers, \( \{\epsilon_n\}, \epsilon_n \to 0 \), such that, \( t + \epsilon_n < T(x_n) \) and \( \mathcal{F}(x_n, t + \epsilon_n) \to \mathcal{F}(y, t) \). In particular, if \( \mathcal{F}(y, t) = y_1^+ \), then \( \mathcal{F}(x_n, t + \epsilon_n) \) can be chosen to be \( x_n^+ \).

Proof: First suppose that \( \Phi(y) < \infty \). Then clearly, we may assume, since \( \Phi \) is continuous, that \( \Phi(x_n) < \infty \).

Case 1: If \( 0 < t < \Phi(y) \), let \( \epsilon < \Phi(y) - t \). Then from the continuity of \( \Phi \) we may conclude that \( \Phi(x_n) < \epsilon < \Phi(x_n) \) for all \( n \), so that \( t < \Phi(x_n) \) and \( \mathcal{F}(x_n, t) = \pi(x_n, t) \), and the continuity of \( \pi \) implies the result for \( \epsilon = 0 \).

Case 2: If \( t > \Phi(y) \), then \( \mathcal{F}(y, t) = y_1^+ \). If \( \Phi(x_n) > \Phi(y) \), then \( \mathcal{F}(x_n, \Phi(x_n)) = \mathcal{F}(x_n, t + \epsilon_n) = x_n^+ \to y_1^+ \) because \( x_n^+ \to y_1^+ \) and \( I \) is continuous.

Case 3: Now suppose \( t < \Phi(y) \), so that \( t = \sum_{i=1}^{m-1} \Phi(y_i^+) + t' \), \( 0 \leq t' < \Phi(y_m^+) \), where \( y_m^+ = \mathcal{F}(y_i^+, \Phi(y_i^+)) \), \( i = 0, \ldots, m-1 \). Define \( \{x_n^+, i\} \), inductively by \( x_n^+, i+1 = \mathcal{F}(x_n^+, i, \Phi(x_n^+, i)) \).

Clearly, if \( t_n = \sum_{i=1}^{m-1} \Phi(x_n^+, i) \), then \( \mathcal{F}(x_n^+, t_n) \to y_1^+ \). Now set \( \epsilon_n = t_n + t' - t \). Then
\[
\mathcal{F}(x_n^+, t + \epsilon_n) \to \mathcal{F}(y_1^+, t') = \mathcal{F}(y, t)
\]
completes the proof.

Now suppose \( \Phi(x) = \infty \). Then continuity of \( \Phi \) implies that for any \( t \in [0, \infty) \) there exists an \( n_0 \) such that for \( n \geq n_0 \), \( \Phi(x_n) > t \). Consequently, for \( n \geq n_0 \), \( \mathcal{F}(x_n, t) = \pi(x_n, t) \) and the result follows from the continuity of \( \pi \).

Lemma 2.4: Suppose \( A \subset \Omega \) is positively invariant in \((\Omega, \mathcal{F})\), then \( clA \) is positively invariant in \((\Omega, \mathcal{F})\).

Proof: Suppose \( x \in clA \) and \( t \in [0, T(x)) \). Then there exists a sequence \( \{x_n\} \) in \( A \) with \( x_n \to x \). Hence by Lemma 2.3, \( \mathcal{F}(x_n, t + \epsilon_n) \to \mathcal{F}(x, t) \) for some sequence \( \epsilon_n \to 0 \) such that \( t + \epsilon_n \in [0, T(x_n)) \). Since \( A \) is invariant, \( \mathcal{F}(x_n, t + \epsilon_n) \in A \), hence \( \mathcal{F}(x, t) \in clA \). This completes the proof.

Lemma 2.5: Suppose \( p \in \widehat{\Omega} \), and \( K(p) \) is compact, then \( T = \sum_{n=0}^{\infty} \Phi(p_n^+) \) is infinite, where \( p = p_0^+ \).

Proof: Suppose \( T \) is finite. Then \( \Phi(p_n^+) \to 0 \). Assuming that \( p_n^+ \to q \in \Omega \), \( \pi(p_n^+, \Phi(p_n^+)) \to \pi(q, 0) = q \). But, \( \pi(p_n^+, \Phi(p_n^+)) \in M \), which is a closed subset of \( X \). Hence \( q \in M \) implying \( M \cap \Omega \neq \Phi \). But this is a contradiction since \( \Omega \) is open in \( X \) and has no point in common with its boundary \( M \) in \( X \).

Assumption II: From now on we assume that if \( x \in \widehat{\Omega} \), then \( T(x) = \infty \) so that if for some \( x \in \Omega \), \( \mathcal{F}(x, \Phi(x)) \in \widehat{\Omega} \), then \( T(x) \) is also infinite. Note that if \( \mathcal{F}(x, \Phi(x)) \notin \widehat{\Omega} \) then \( T(x) = \infty \) anyway. Thus from here on \( T(x) \) will be assumed to be infinity for all \( x \in \Omega \), and \([0, T(x))\) will be replaced by \( R^+ \).

Lemma 2.6: For any \( x \in \Omega \), \( \widehat{L}(x) \) is closed and positively invariant in \((\Omega, \mathcal{F})\).

Proof: To show that it is closed is trivial. To prove that \( \widehat{L}(x) \) is positively invariant, let \( y \in \widehat{L}(x) \). Then there exists a sequence \( \{t_n\} \) in \( R^+ \), \( t_n \to \infty \), such that \( \mathcal{F}(x, t_n) = x_n \to y \). Now, given \( t \in R^+ \), there exists a sequence \( \{\epsilon_n\} \) as in Lemma 2.3, such that,
\[
\mathcal{F}(x_n, t + \epsilon_n) \to \mathcal{F}(y, t).
\]
Consequently,
\[ \hat{\mathcal{L}}(x, t_n), t + \epsilon_n = \hat{\mathcal{L}}(x, t_n + t + \epsilon_n) \rightarrow \hat{\mathcal{L}}(y, t) \]
and since \( t_n + t + \epsilon_n \rightarrow \infty \), \( \hat{\mathcal{L}}(y, t) \in \hat{\mathcal{L}}(x) \).

Lemma 2.7: For any \( x \in \Omega \), and \( t \in R^+ \), if \( z = \hat{\mathcal{L}}(x, t) \) then \( \hat{\mathcal{L}}(x, t) \subseteq \hat{\mathcal{L}}(z) \).

Proof: Let \( y \in \hat{\mathcal{L}}(x, t) \), and \( \hat{\mathcal{L}}(x, t_n) \rightarrow y \) for \( t_n \rightarrow \infty \). Since \( t_n \geq t \) for all \( n \geq n_0 \) for some \( n_0 \), we have \( \hat{\mathcal{L}}(x, t_n) = \hat{\mathcal{L}}(z, t, t_n - t) \rightarrow y \) completes the proof since \( t_n - t \rightarrow \infty \).

Lemma 2.8: For any \( x \in \Omega \), \( \hat{\mathcal{J}}(x) \) is closed and positively invariant in \((\Omega, \hat{\mathcal{L}})\).

Proof: It is easy to see that \( \hat{\mathcal{J}}(x) \) is closed. To prove positive invariance, let \( y \in \hat{\mathcal{J}}(x) \) and \( \hat{\mathcal{L}}(x, t_n) \rightarrow y \) for \( x_n \rightarrow x \) and \( t_n \rightarrow \infty \). Given any \( t \in R^+ \), \( \hat{\mathcal{L}}(x, t_n, t_n + \epsilon_n) \rightarrow \hat{\mathcal{L}}(y, t) \) as in Lemma 2.3. Hence, \( \hat{\mathcal{L}}(x, t_n, t_n + \epsilon_n) \rightarrow \hat{\mathcal{L}}(y, t) \in \hat{\mathcal{J}}(x) \).

Lemma 2.9: For any \( x \in \Omega \), \( \hat{\mathcal{K}}(x) = \hat{\mathcal{C}}(x) \cup \hat{\mathcal{L}}(x) \). Consequently \( \hat{\mathcal{K}}(x) \) is positively invariant in \((\Omega, \hat{\mathcal{L}})\).

Proof: Trivial.

Corollary 2.10: For any \( A \subseteq \Omega \), \( \hat{\mathcal{K}}(A) = \bigcup \{ \hat{\mathcal{K}}(x) : x \in A \} \) is positively invariant.

Lemma 2.11: For any \( x \in \Omega \), \( \hat{\mathcal{D}}(x) = \hat{\mathcal{K}}(x) \cup \hat{\mathcal{J}}(x) \) is closed and positively invariant.

Proof: Both \( \hat{\mathcal{K}}(x) \) and \( \hat{\mathcal{J}}(x) \) are positively invariant and closed as shown above. To prove equality is straightforward. Hence the result.

Lemma 2.12: Let \( \hat{\mathcal{A}} \subseteq \hat{\mathcal{N}} \) be a compact and positively invariant set in \((\hat{\mathcal{N}}, g)\). Then the closure of \( \hat{\mathcal{K}}(\hat{\mathcal{A}}) \) in \( \hat{\mathcal{X}} \) is compact. Furthermore, \( \hat{\mathcal{K}}(\hat{\mathcal{A}}) = \hat{\mathcal{C}}(\hat{\mathcal{A}}) \) is closed and positively invariant in \((\Omega, \hat{\mathcal{L}})\).

Proof: Let \( p \in \hat{\mathcal{A}} \). Then by positive invariance of \( \hat{\mathcal{A}} \) under \( g \), it is clear that \( p_{n}^{+} \in \hat{\mathcal{A}} \) for all \( n \). Hence \( \hat{\mathcal{C}}(p) = \bigcup \{ C_{0}(p_{n}^{+}) : n = 0, 1, 2, \ldots \} \), \( p_{0}^{+} = p \). Since \( A \) is compact, \( cl(p_{n}^{+} : n = 0, 1, 2, \ldots) = Q \) is compact, and clearly \( \hat{\mathcal{K}}(p) = \bigcup \{ C_{0}(q) : q \in Q \} \). Hence \( \hat{\mathcal{K}}(A) = \bigcup \{ C_{0}(p) : p \in A \} \). Let \( H \) be the closure of \( \hat{\mathcal{K}}(A) \) in \( \mathcal{X} \). Let \( \{ y_{n} \} \) be a sequence in \( H \). Then there exists a sequence \( \{ y_{n} \} \) in \( \hat{\mathcal{K}}(A) \), such that, \( d(y_{n}, y_{n}) < \frac{1}{n} \). Consequently, there exists a \( x_{n} \in \hat{\mathcal{A}} \), such that \( y_{n} \in C_{0}(x_{n}) \), that is, \( y_{n} = \pi(x_{n}, t_{n}) \), \( 0 \leq t_{n} < \Phi(x_{n}) \). Assuming that \( x_{n} \rightarrow x \), clearly \( \pi(x_{n}, t_{n}) \rightarrow \pi(x, t) \), where \( 0 \leq t < \Phi(x) \), since both \( \pi \) and \( \Phi \) are continuous. Consequently, \( y_{n} \rightarrow y \), and \( y \in H \). Thus \( H \) is compact.

Note that \( \hat{\mathcal{K}}(A) = \hat{\mathcal{C}}(A) \) as shown above. Hence if for any sequence \( \{ y_{n} \} \) in \( \hat{\mathcal{C}}(A) \), \( y_{n} \rightarrow y \) in \( \Omega \), then, as in the above proof, \( 0 \leq t < \Phi(x) \) and \( y \in C_{0}(x) \subseteq \hat{\mathcal{C}}(A) \). Therefore \( \hat{\mathcal{C}}(A) \) is closed. That it is positively invariant follows form the fact that \( A \) is positively invariant in \( \hat{\mathcal{N}} \).

Lemma 2.13: Let \( x \in \Omega \) and \( \hat{\mathcal{L}}(x, \Phi(x)) = p \in \hat{\mathcal{N}} \). If \( \hat{\mathcal{C}}(p) \) has compact closure in \( \hat{\mathcal{N}} \), then \( \hat{\mathcal{L}}(x) = C_{0}(\hat{\mathcal{L}}(p)) \).

Proof: Let \( y \in \hat{\mathcal{L}}(x) \) and \( \hat{\mathcal{L}}(x, t_{k}) \rightarrow y \) for \( t_{k} \rightarrow \infty \). Assume \( t_{k} > \Phi(x) \) for all \( k \). Then \( \hat{\mathcal{L}}(p, t_{k} - \Phi(x)) = \pi(p_{n_{k}^{+}, t_{k}}) \), \( 0 \leq t_{k} < \Phi(p_{n_{k}^{+}}) \). Since \( \hat{\mathcal{C}}(p) \) has compact closure in \( \hat{\mathcal{N}} \), we may assume that \( p_{n_{k}^{+}} \rightarrow q \in \hat{\mathcal{N}} \). Since \( t_{k} \rightarrow \infty \), clearly \( n_{k} \rightarrow \infty \), and \( q \in \hat{\mathcal{L}}(p) \). By Lemma 2.12, since \( y \in \Omega \), \( y = \pi(q, t) \), \( 0 \leq t < \Phi(q) \). Hence, \( y \in C_{0}(q) \subseteq C_{0}(\hat{\mathcal{L}}(p)) \).

Conversely, suppose \( y \in C_{0}(\hat{\mathcal{L}}(p)) \). Then \( y = \pi(q, t) \), \( 0 \leq t < \Phi(q) \) for some \( q \in \hat{\mathcal{L}}(p) \). Now let
\[ p_{n_k}^+ \rightarrow q \text{ as } n_k \rightarrow \infty, \text{ where } p_{n_k}^+ = g^{n_k}(p). \] Then \( \pi(p_{n_k}^+, t + \varepsilon_n) \rightarrow \pi(q, t) = y \) by Lemma 2.3. If \( t_k = \sum_{i=0}^{n_k} \Phi(p_i^+) + \Phi(x) \), then \( \pi(x, t_k + t + \varepsilon_n) \rightarrow y \), and \( y \in \tilde{L}(x) \). This completes the proof.

**Lemma 2.14:** Let \( \tilde{A} \subset \tilde{N} \) be compact and \( \tilde{A} = g(\tilde{A}) \). Then for any \( t \in \mathbb{R}^+ \), \( C_0(\tilde{A}) \subset \pi(C_0(\tilde{A}), t) \).

**Proof:** Let \( y \in C_0(\tilde{A}) \). Then there exists a \( q \in \tilde{A} \) such that \( y \in C_0(q) \). Since \( \tilde{A} \) is compact, and \( \Phi(x) > \infty \) for each \( x \in \tilde{A} \), \( \inf\{\Phi(x); x \in \tilde{A}\} = T > 0 \). Hence given \( q \), there exists a sequence \( q_1, \ldots, q_{m+1} = q \) of points in \( \tilde{A} \), such that, \( g(q_i) = q_{i+1}, i = 1, 2, \ldots, m \) and
\[
\sum_{i=1}^{m-1} \Phi(q_i) \leq t < \sum_{i=1}^{m} \Phi(q_i).
\]

Set \( t' = t - \sum_{i=1}^{m-1} \Phi(q_i) \). Then \( 0 < t' < \Phi(q_m) \). Suppose \( y = \pi(q, s), 0 \leq s < \Phi(q) \). Then \( t_1 = (\Phi(q_m) - t') + s \geq 0 \). Let \( z = \pi(q_1, t_1) \). Then \( z \in C_0(\tilde{A}) \), and
\[
\pi(z, t) = \pi(q_1, t_1, \sum_{i=1}^{m-1} \Phi(q_i) + t') = \pi(q_1, t_1 + \sum_{i=1}^{m-1} \Phi(q_i) + t')
\]
\[
= \pi(q_1, \Phi(q_m) - t' + s + \sum_{i=1}^{m-1} \Phi(q_i) + t')
\]
\[
= \pi(q_1, m \sum_{i=1}^{m} \Phi(q_i) + s) = \pi(q_{m+1}, s) = y.
\]

This completes the proof.

**Corollary 2.15:** Let \( x \in \Omega \) and \( \pi(x, \Phi(x)) = p \in \tilde{N} \). If \( \tilde{C}(p) \) has compact closure in \( \tilde{N} \), the \( \tilde{L}(x) \) is invariant.

**Proof:** By Lemma 2.13, \( \tilde{L}(x) = C_0(\tilde{L}(p)) \). But \( \tilde{L}(p) \) is invariant [5, Theorem 5.2, p. 4]. By Lemma 2.6, \( \tilde{L}(x) \) is positively invariant, hence Lemma 2.14 implies that \( \tilde{L}(x) \) is invariant.

Lastly, we note a trivial result for future reference.

**Lemma 2.16:** If \( A \subset \Omega \) and \( \tilde{D}(A) = A \) in \( (\Omega, \pi) \), then \( A \) is positively invariant in \( (\Omega, \pi) \).

**Proof:** By definition for any \( x \in A \), \( \tilde{C}(x) \subset \tilde{K}(x) \subset \tilde{D}(x) \subset A \). Hence the result.

3. Stability

**Definition 3.1:** A subset \( A \) of \( \Omega \) is called a cylindrical set if for any \( x \in A \), \( C_0(x) \subset A \), where \( C_0(x) = \{\pi(x, t); 0 \leq t < \Phi(x)\} \).

**Note:** For any \( x \in \Omega \), \( C_0(x) \) is a cylindrical set.

The following is trivial.

**Lemma 3.2:** If \( A \subset \Omega \) is a cylindrical set, then so is \( clA \).

**Lemma 3.3:** Let \( V \) be an open set in \( \Omega \), then \( C_0(V) = \bigcup \{C_0(x); x \in V\} = W \) is a cylindrical open set in \( \Omega \).

**Proof:** \( W \) is clearly a cylindrical set. Let \( z \in W \). Then there is a \( y \in V \) such that
\( z = \pi(y, t), \ 0 \leq t < \Phi(y) - t \). By continuity of \( \Phi \) there exists an open set \( U \) containing \( y \) and \( U \subset V \), such that, if \( x \in U \), then \( |\Phi(x) - \Phi(y)| < \epsilon \). Hence \( t < \Phi(y) - \epsilon < \Phi(x) \), and \( \pi_t(x) = \pi(x, t) \in C_0(x) \subset W \). Since \( \pi_t \) is a homeomorphism, \( y \in \pi_t(U) \subset W \) implies that \( W \) is open.

**Definition 3.4:** A subset \( A \) of \( \Omega \) is said to be stable in \( (\Omega, \pi) \) if given any cylindrical open set \( U \) containing \( A \) there exists an open set \( V \), such that \( A \subset V \subset U \), and for any \( x \in V \), \( C(x, t) \subset W \).

**Theorem 3.5:** Let \( \Omega \) be locally compact. Let \( A \) be a cylindrical subset of \( \Omega \) and for each \( x \in A \), \( \Phi(x) < \infty \). Then for any \( \epsilon > 0 \) there exists an open set \( U \supset A \), such that, \( C_0(U) \subset U(A, \epsilon) \).

**Proof:** Let \( x \in A \). Then, since \( \pi \) is continuous and \( \Omega \) is locally compact, there exists a compact neighborhood \( U(x) \) of \( x \) and a real number \( \delta(x) > 0 \), such that \( \delta(x) \) is less than both \( \epsilon \) and \( \Phi(x) \), and for any \( y \in \Omega \) such that \( d(x, y) < \delta(x) \), and any \( t, t' \) in \([0, \Phi(x) + \epsilon]\), satisfying \( |t - t'| < \delta(x) \), we have \( d(\pi(x, t), \pi(y, t')) < \epsilon \). And, since \( \Phi \) is continuous, there exists a \( \nu(x) \) such that for any \( y \in \Omega \) for which \( d(x, y) < \nu(x) \), \( |\Phi(x) - \Phi(y)| < \delta(x)/2 \) and \( U(x, \nu(x)) \subset U(x) \). We claim that for any \( y \), such that, \( d(x, y) < \nu(x) \), \( d(z, C_0(y)) < \epsilon \). Let \( z = \pi(y, t), \ 0 \leq t < \Phi(y) \). Since \( \Phi(y) < \Phi(x) + \delta(x)/2 \), \( t - \delta(x)/2 = t' < \Phi(x) \), and \( |t' - t'| < \delta(x) \). Hence, \( d(\pi(x, t'), C_0(y)) < \epsilon \). This proves the claim. Hence if \( U = \bigcup \{U(x, \nu(x)): x \in A\} \), then \( U \) is open, contains \( A \) and \( C_0(U) \subseteq U(A, \epsilon) \).

**Example 1:** The following example shows that if a set \( A \subset \Omega \) does not satisfy the condition that \( \Phi(x) < \infty \) for each \( x \in A \), then the above theorem is not true.

Consider the dynamical system \((R^2, \pi)\) shown in the Figure 1 below:

---

**Figure 1**
Let $X$ be the open set in $R^2$ obtained by deleting the set $\{(x,y): xy = \pm k, y > 0\}$ for some $k > 1$. The two curves, $xy = \pm k$ define trajectories in the original dynamical system. Hence $(X, \pi)$ is a dynamical system, with metric space $x$. Let $M = \{(x,y): 0 \leq y < 1, x = \pm k\}$, and $N = \{(x,y): -1 < x < 1, y = k\}$. Let $\Omega = X - M$, and define $I: M \to N$ by

$$I(x,y) = (y^2, k) \text{ if } x = k, \text{ and } I(x,y) = (-y^2, k) \text{ if } x = -k.$$ 

Notice that deleting the orbits as we did from the original dynamical system to get $X$, makes $\Phi$ continuous on $\Omega$.

Now suppose $A = \{(0,y):0 < y < k\}$. Then $A$ is a cylindrical set. $\Omega$ is locally compact. But for each $x \in A$, $\Phi(x) = \infty$. Note also that for this $A$ the above theorem fails, because any cylindrical open set containing $A$ has finite diameter of $2k$.

**Lemma 3.6:** Let $A \subset \Omega$ be positively invariant in $(\Omega, \bar{\pi})$ and for each $x \in A$, let $\Phi(x) < \infty$. Then $p = \bar{\pi}(x, \Phi(x)) \in A$. Consequently, $A \cap N = A \cap \bar{N}$.

**Proof:** Since $\Phi(x) < \infty$, $p \in N$. Since $A$ is positively invariant $p \in A$ also. Repeating the above argument we get $p^+_1 \in N$ and $p^+_1 \in A$. Thus, inductively, $p^+_n \in A \cap N$ for $n = 1, 2, \ldots$. Consequently, $p \in \bar{N}$ and therefore $p \in A \cap \bar{N}$.

If, furthermore, $x \in N$, then clearly, $x \in \bar{N}$, and the last result follows.

**Lemma 3.7:** Let $A \subset \Omega_0$ and $\tilde{D}(A) = A$. If $N$ has compact closure in $\Omega$, then there exists an open set $V$ containing $A$ such that $V \cap N = V \cap \bar{N}$.

**Proof:** Suppose no such open set exists. Then there exists a sequence $\{x_n\}$ in $N - \bar{N}$, $x_n \to x \in \bar{A}$. Since $x_n \in N - \bar{N}$, there exists a $t_n \in R^+$, such that, $\bar{\pi}(x_n, t_n) = q_n \in N$, and $\Phi(q_n) = \infty$. Since $N$ has compact closure in $\Omega$, we may assume that $q_n \to q \in \Omega$. However, $q \in \tilde{D}(A) = A$, and, therefore, $\Phi(q) < \infty$. But this contradicts the continuity of $\Phi$ at $q$, and completes the proof.

**Lemma 3.8:** Suppose $A \subset \Omega$ is positively invariant and for each $x \in A$, $\Phi(x) < \infty$. Suppose $V$ is an open set containing $A$ such that $V \cap N = V \cap \bar{N}$. Then there exists a cylindrical open set $U \supset A$ such that for any $y \in U$, $\Phi(y) < \infty$ and $\bar{\pi}(y, \Phi(y)) \in \bar{V}$.

**Proof:** Let $x \in A$. Then $\Phi(x) < \infty$ implies $\pi(x, \Phi(x)) = x_1 \in M$. Since $A$ is positively invariant, by Lemma 3.7, $\bar{\pi}(x, \Phi(x)) = x_1^+ \in A$. Now $I$ being continuous, there exists an open set $U(x_1)$ in $M$, containing $x_1$, such that $I(U(x_1)) \subset \bar{V}$. Again, by the continuity of $\pi$ and $\Phi$, there exists an open set $U(x)$ in $\Omega$ containing $x$, such that, for any $y \in U(x)$, $\pi(y, \Phi(y)) \in U(x_1)$ and $\Phi(y) < \infty$. Furthermore, we may assume that $U(x)$ lies in $V$. Hence $U = C_0[\cup \{U(x): x \in A\}]$ is a cylindrical open set (Lemma 3.3), and satisfies the requirements of the lemma.

**Theorem 3.9:** Let $\Omega$ be locally compact. Let $A \subset \Omega$ be a closed cylindrical set and for each $x \in A$, let $\Phi(x) < \infty$. If $A$ is stable in $(\Omega, \tilde{\pi})$, then

1. $\tilde{D}(A) = A$, and
2. there exists an open set $U$ in $\Omega$ containing $\bar{A} = A \cap \bar{N}$, such that, $U \cap N = U \cap \bar{N}$.

**Proof:** 1. Follows from the usual argument using Theorem 3.5.

2. From continuity of $\Phi$, each $x \in A$ is contained in an open set $V_x$ such that for each $y \in V_x$, $\Phi(y) < \infty$. Set $V = \cup \{C_0(V_x): x \in A\}$. Then $V$ is a cylindrical open set (Lemma 3.3) containing $A$. Hence, by stability of $\bar{A}$ there exists an open set $U$, $A \subset U \subset V$ such that $\tilde{C}(x) \subset V$ for each $x \in U$. Set $W = \cup \{C(x): x \in U\}$. Then clearly $W$ is positively invariant and since for each $x \in V$, $\Phi(x) < \infty$, by Lemma 3.6, $W \cap N = W \cap \bar{N}$. Hence, $U \cap N = U \cap \bar{N}$. This completes the proof.
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The converse is proved in Theorem 3.13.

**Example 2:** Note that in Example 1 given earlier, A is stable but \( \tilde{D}(A) \neq A \).

**Lemma 3.10:** Suppose \( \tilde{A} \subset \hat{N} \) is compact and stable in \( (\hat{N}, \tilde{g}) \) and admits a compact neighborhood \( V \) in \( \Omega \) such that \( V \cap \hat{N} = V \cap \tilde{N} = \tilde{V} \). Then there exists an open set \( W \) containing \( \tilde{A} = c_0(\tilde{A}) \) such that for any \( x \in W \), \( \tilde{g}(x) < \infty \) and \( \tilde{J}(x) \subset c_0(\tilde{J}(p)) \) where \( p = \tilde{g}(x, \Phi(x)) \).

**Proof:** By stability of \( \tilde{A} \) there exists an open set \( \tilde{U} \) in \( \tilde{N} \), such that \( \tilde{A} \subset \hat{U} \subset \tilde{V} \), and for any \( p \in \tilde{U}, p_n^+ \in \tilde{V} \) for all \( n = 0, 1, 2, \ldots \). By Lemma 2.12, A is closed and positively invariant in \( (\Omega, \tilde{g}) \). Consequently, by Lemma 3.8 there exists a cylindrical open set \( W \) containing \( A \) such that for any \( x \in W, \tilde{g}(x) < \infty \) and \( p = \tilde{g}(x, \Phi(x)) \in \tilde{U} \). To prove the result, pick a \( y \in \tilde{J}(x) \). Then \( \tilde{g}(x_k, t_k) - y \) for some \( x_k \) and \( t_k \to \infty \), where \( x_k \)'s may be assumed to lie in \( W \). By Lemma 2.3, \( p_k = \tilde{g}(x_k, t + \epsilon_k) \to p \) and \( \epsilon_k \) are so chosen that \( p_k \in \tilde{U} \), where \( t = \Phi(x) \). Assuming that \( t_k - t - \epsilon_k \geq 0 \), we have \( \tilde{g}(x_k, t_k) = \tilde{g}(p_k, t_k - t - \epsilon_k) = \pi(p_k, n_k, t_k) - y \), where \( 0 \leq t_k < \Phi(p_k, n_k) \), \( k = 1, 2, \ldots \). Since \( p_k \in \tilde{U}, p_k^+ \in \tilde{V}; \tilde{V} \) being compact we may assume \( p_k^+ \to q \). Then clearly \( q \in \tilde{J}(p) \). By continuity of \( \Phi, t_k' \to t' \), and \( y = \tilde{g}(q, t') \) for \( 0 \leq t' \leq \Phi(q) \). But \( y \in \Omega \), hence \( t' < \Phi(q) \) and therefore \( y \in c_0(q) \). Thus, \( \tilde{J}(x) \subset c_0(\tilde{J}(p)) \), and the lemma is proved.

**Theorem 3.11:** Under the hypotheses of the above lemma, \( \tilde{D}(A) = A \).

**Proof:** A is clearly cylindrical. By Lemma 2.12, since A is positively invariant and closed and for any \( x \in A, \tilde{K}(x) \subset A \). To complete the proof, it is enough to note that for any \( x \in A, \tilde{J}(x) \subset A \). Since \( \tilde{A} \) is stable, for any \( p \in \tilde{A}, \tilde{J}(p) \subset \tilde{A} \), hence by Lemma 2.10, \( \tilde{J}(x) \subset A \). This completes the proof by Lemma 2.11.

**Theorem 3.12:** If \( \tilde{D}(A) = A \) and \( \tilde{A} = A \cap \tilde{N}, \) then in \( (\tilde{N}, \tilde{g}), \tilde{D}(\tilde{A}) = \tilde{A} \). If, furthermore, there exists a compact neighborhood \( \tilde{V} \) of \( \tilde{A} \) in \( \tilde{N} \), then \( \tilde{A} \) is stable.

**Proof:** To prove that \( \tilde{D}(\tilde{A}) = \tilde{A} \) it is enough to show that \( \tilde{D}(\tilde{A}) \subset \tilde{A} \). So let \( q \in \tilde{D}(\tilde{A}) \). Then there exists a \( \{p_k\} \) in \( \tilde{N}, p_k \to p \in \tilde{A} \), and a sequence of positive integers \( \{n_k\} \), such that, \( p_k^+ \to q \) and \( q \in \tilde{N} \). But, clearly, \( q \in \tilde{D}(A) = A \), hence \( q \in \tilde{N} \cap A = \tilde{A} \). This proves the inclusion. The last statement follows from Lemma 7.4 (a) [5, p. 8].

**Theorem 3.13:** Let \( A \subset \Omega \) be closed, let \( \Phi(x) < \infty \) for each \( x \in A \) and let \( \tilde{D}(A) = A \). Let \( N \) be closed and let there exist a compact neighborhood \( V \) of \( \tilde{A} = A \cap \tilde{N} \), such that, \( V \cap N = V \cap \tilde{N} = \tilde{V} \). Then \( A \) is stable.

**Proof:** Since \( \tilde{D}(A) = A \), A is positively invariant in \( (\Omega, \tilde{g}) \). Since \( \tilde{V} \) is compact in \( \tilde{N} \) and \( \tilde{A} = A \cap \tilde{N} = A \cap N \) is closed in \( N \), A is compact. Hence \( \tilde{A} \) is stable in \( (\tilde{N}, \tilde{g}) \) (Theorem 3.12). Let \( W \) be a cylindrical open set containing \( A \). We may assume without loss of generality that \( \tilde{V} \subset W \). By stability of \( \tilde{A} \), there exists an open set \( \tilde{U} \) in \( \tilde{N} \) such that \( \tilde{A} \subset \tilde{U} \subset \tilde{V} \) and for any \( p \in \tilde{U}, p_n^+ \in \tilde{V} \) for all \( n = 0, 1, 2, \ldots \). Let \( G \) be an open set containing \( A \) as in Lemma 3.9 so that for any \( x \in G, \Phi(x) < \infty \) and \( p = \tilde{g}(x, \Phi(x)) \in \tilde{U} \). Furthermore, let \( G \subset W \). Then for any \( x \in G, C(x) = \cup \{c_0(p_n^+): n = 0, 1, 2, \ldots \} \cup c_0(x) \subset c_0(x) \subset W \subset W \). This completes the proof.

**Theorem 3.14:** Suppose \( A \subset \Omega \) is closed, \( \Phi(x) < \infty \) for each \( x \in A \). Let \( \tilde{A} = A \cap \tilde{N} \) be compact and stable in \( (\tilde{N}, \tilde{g}) \), and suppose there exists an open set \( V \) in \( \Omega \) such that \( V \cap N = V \cap \tilde{N} = \tilde{V} \) and \( c_0(V) \) is compact. Then \( A \) is stable in \( (\Omega, \tilde{g}) \).

**Proof:** By Theorem 3.11, \( \tilde{D}(A) = A \), hence by Theorem 3.13, A is stable. This completes the proof.

The results of this section can be combined as:

**Theorem 3.15:** Let \( \Omega \) be locally compact, \( A \subset \Omega \) be a closed, cylindrical set and \( \Phi(x) < \infty \) for each \( x \in A \). Let \( N \) be closed and let there be a compact neighborhood \( V \) of \( \tilde{A} = A \cap \tilde{N} \) in \( \Omega \),
such that, \( V \cap N = V \cap \hat{N} \). Then the following are equivalent:

(a) \( A \) is stable in \((\Omega, \bar{\tau})\).
(b) \( \tilde{D}(A) = A \) in \((\Omega, \bar{\tau})\).
(c) \( \tilde{D}(A) = \hat{A} \) in \((\hat{N}, g)\).
(d) \( A \) is stable in \((\hat{N}, g)\).

In view of Lemma 3.8, Theorem 3.15 has another version as follows:

**Theorem 3.16:** Let \( \Omega \) be locally compact, \( A \subset \Omega \) be a closed, cylindrical set and \( \Phi(x) < \infty \) for each \( x \in A \). Let \( N \) be compact. Then the following are equivalent:

(a) \( A \) is stable in \((\Omega, \bar{\tau})\).
(b) \( \tilde{D}(A) = A \) in \((\Omega, \bar{\tau})\).
(c) \( \tilde{D}(A) = \hat{A} \) in \((\hat{N}, g)\).
(d) \( A \) is stable in \((\hat{N}, g)\).

4. **Asymptotic Stability**

For any subset \( A \) of \( \Omega \) we set \( \tilde{P}(A) = \{ x \in \Omega : \tilde{I}(x) \neq \emptyset \) and \( \tilde{I}(x) \subset A \} \), and \( \tilde{Q}(A) = \{ x \in \Omega : \tilde{J}(x) \neq \emptyset \) and \( \tilde{J}(x) \subset A \} \).

\( \tilde{P}(\hat{A}) \) and \( \tilde{Q}(\hat{A}) \) and defined similarly in \((\hat{N}, g)\) for \( \hat{A} \subset \hat{N} \).

**Definition 4.1:** We say \( A \) is an attractor if \( \tilde{P}(A) \) is a neighborhood of \( A \), and a uniform attractor if \( \tilde{Q}(A) \) is a neighborhood of \( A \). Furthermore, \( A \) is said to be asymptotically stable in \((\Omega, \bar{\tau})\) if \( A \) is both stable and an attractor.

For \( \hat{A} \subset \hat{N} \), attractor and uniform attractor are similarly defined if \( \tilde{P}(\hat{A}) \) and \( \tilde{Q}(\hat{A}) \) are neighborhoods of \( \hat{A} \) in \( \hat{N} \) respectively and \( \hat{A} \) is asymptotically stable if \( \hat{A} \) is stable and an attractor in \((\hat{N}, g)\).

**Lemma 4.2:** Let \( x \in \hat{N} \). If \( w \in \tilde{I}(x) \) then \( \tilde{J}(x) \subset \tilde{J}(w) \).

**Proof:** \( \tilde{J}(x) \) can be characterized as follows: (i) \( y \in \tilde{J}(x) \) if and only if (ii) given any \( \epsilon > 0 \), \( \delta > 0 \) and a positive integer \( n_0 \), there exists a \( z \in U(x, \delta) \) such that \( g^n(z) \in U(y, \epsilon) \) for some \( n \geq n_0 \).

Suppose \( y \in \tilde{J}(x) \). Let \( \epsilon > 0 \), \( \delta > 0 \) and \( n_0 \) be given. Since \( w \in \tilde{I}(x) \), \( g^{n_k}(x) \rightarrow w \) for some \( n_k \rightarrow \infty \), hence there exists a \( k_0 \) such that for \( k \geq k_0 \), \( g^n(x) \in U(w, \delta) \). From the continuity of \( g^n \), there exists \( \delta_1 \), such that \( g^n(U(x, \delta_1)) \subset U(w, \delta) \), for \( n = n_{k_0} \). Hence by (ii) there exists a \( z \in U(x, \delta_1) \) and a positive integer \( m \) such that, \( \ell = m - n \geq n_0 \) and \( g^n(z) \in U(y, \epsilon) \). Hence \( g^n(z) \in U(w, \delta) \) and \( g^\ell(g^n(z)) \in U(y, \epsilon) \) implies by (ii) that \( y \in \tilde{J}(w) \). This completes the proof.

**Lemma 4.3:** Let \( Y \subset \hat{N} \) be closed. If \( Y \) is positively invariant and a uniform attractor in \((\hat{N}, g)\), then \( \tilde{D}(Y) = Y \). If, furthermore, \( Y \subset G \) where \( G \) is a compact neighborhood of \( Y \), then \( Y \) is asymptotically stable.

**Proof:** To prove \( \tilde{D}(Y) = Y \), it is enough to show that \( \tilde{D}(Y) \subset Y \). But \( \tilde{D}(Y) = \hat{K}(Y) \cup \hat{J}(Y) \). Since \( Y \) is a uniform attractor \( \hat{J}(Y) \subset Y \), and since \( Y \) is closed and invariant then \( \hat{K}(Y) \subset Y \). Hence \( \tilde{D}(Y) \subset Y \).

To prove the second part, note that \( Y \) is stable by [5, Lemma 7.4]. Since \( Y \) is stable, there exists an open set \( U \) in \( \hat{N} \), \( Y \subset U \subset G \), so that if \( p \in U \), \( g^n(p) \in G \) for all \( n = 1, 2, \ldots \). Consequently, for any \( p \in U \), \( \hat{L}(p) \neq \emptyset \), and since \( \hat{L}(p) \subset \hat{K}(p) \), \( Y \subset U \cap \hat{Q}(Y) \subset \hat{P}(Y) \) and \( Y \) is an attractor.

**Lemma 4.4:** Let \( Y \) be asymptotically stable in \((\hat{N}, g)\), then \( Y \) is a uniform attractor in
Proof: It is enough to show that \( \bar{P}(Y) \subset \bar{Q}(Y) \); so let \( x \in \bar{P}(Y) \). Then \( \bar{L}(x) \neq \emptyset \) and \( \bar{L}(x) \subset Y \). Hence \( J(x) \neq \emptyset \), and by Lemma 4.2 if \( w \in \bar{L}(x) \), then \( J(x) \subset J(w) \). Since \( Y \) is stable and \( w \in Y \), \( J(w) \subset Y \). Hence \( J(x) \subset Y \), and \( x \in \bar{Q}(Y) \). This completes the proof.

Lemma 4.5: Let \( A \subset \Omega \) be an attractor in \((\Omega, \bar{\pi})\). If for each \( p \in A \cap \bar{N} = \hat{A} \), \( \hat{K}(p) \) is compact, then \( \hat{A} \) is an attractor in \((\bar{N}, g)\).

Proof: Let \( p \in \bar{P}(A) \cap \bar{N} \). Then \( \bar{L}(p) \neq \emptyset \) and \( \bar{L}(p) \subset A \). By Lemma 2.13, \( \bar{L}(p) = C_0(\bar{L}(p)) \). Hence \( \bar{L}(p) \neq \emptyset \) and \( C_0(\bar{L}(p)) \cap \bar{N} \subset A \cap \bar{N} = \hat{A} \). But \( C_0(\bar{L}(p)) \cap \bar{N} = \bar{L}(p) \), because of the definition of \( C_0 \) and because \( \bar{L}(p) \subset \bar{N} \). Hence \( \hat{A} \subset \bar{P}(A) \cap \bar{N} \subset \bar{P}(\hat{A}) \) and \( \hat{A} \) is an attractor, since \( \bar{P}(A) \) is a neighborhood of \( A \).

Theorem 4.6: Let \( \Omega \) be locally compact, \( A \subset \Omega \) be a closed cylindrical set and \( \Phi(x) < \infty \) for each \( x \in A \). Let \( \bar{N} \) be closed and let there be a compact neighborhood \( V \) of \( \hat{A} = A \cap \bar{N} \) in \( \Omega \) such that \( V \cap \bar{N} = V \cap \bar{N} = \hat{V} \). Then the following statements are true.

(a) If \( \hat{A} \) is asymptotically stable in \((\bar{N}, g)\), then \( A \) is a uniform attractor in \((\Omega, \bar{\pi})\).

(b) If \( A \) is asymptotically stable in \((\Omega, \bar{\pi})\), then \( A \) is a uniform attractor in \((\bar{N}, g)\).

Proof: (a) Since \( A \) is asymptotically stable by Lemma 4.4, \( \hat{A} \) is a uniform attractor. Since \( \hat{A} \) is stable in \((\bar{N}, g)\) by Theorem 3.15, \( \hat{A} \) is stable in \((\bar{N}, g)\) and by Lemma 4.5, since \( A \) is an attractor, \( \hat{A} \) is an attractor in \((\bar{N}, g)\). This completes the proof.

(b) In view of (a), it is enough to show that \( \hat{A} \) is asymptotically stable in \((\bar{N}, g)\). But by Theorem 3.15, \( \hat{A} \) is stable in \((\bar{N}, g)\) and by Lemma 4.5, since \( A \) is an attractor, \( \hat{A} \) is an attractor in \((\bar{N}, g)\). This completes the proof.

Theorem 4.7: Under the assumptions of Theorem 4.6, the following are equivalent:

(a) \( A \) is asymptotically stable in \((\Omega, \bar{\pi})\).

(b) \( \hat{A} \) is asymptotically stable in \((\bar{N}, g)\).

Proof: Suppose (a): Since \( A \) is stable in \((\Omega, \bar{\pi})\) by Theorem 3.15, \( \hat{A} \) is stable in \((\bar{N}, g)\), and by Lemma 4.5, \( \hat{A} \) is an attractor. Thus (b) is true.

Suppose (b): Since \( \hat{A} \) is stable in \((\bar{N}, g)\), by Theorem 3.15, \( A \) is stable in \((\Omega, \bar{\pi})\), and by Theorem 4.6 (a), \( A \) is a uniform attractor. Now let \( x \in \text{Int}V \cap \text{Int} \bar{Q}(A) \). Then clearly \( \bar{L}(x) \neq \emptyset \), and since \( \bar{J}(x) \subset A \), \( \bar{L}(x) \subset A \). Hence \( A \) is an attractor. This proves (a).

5. Lyapunov Function

In this section we introduce a Lyapunov function in \((\Omega, \bar{\pi})\) and extend the Invariance Theorem and the Asymptotic Stability Theorem [6] to \((\Omega, \bar{\pi})\).

Let \( G \subset \Omega \) be a positively invariant closed set, and recall that \( \bar{G} \) denotes the closure of \( G \) in \( X \).

Definition 5.1: A function

\[
V: \bar{G} \to R
\]

is said to be a Lyapunov function, if
1. $V$ is continuous,
2. $V(x^+) \leq V(x)$ for $x \in \hat{G} \cap M$, and
3. $V(x) \leq 0$ for $x \in G$, where
   $$\dot{V}(x) = \lim_{t \to 0^+} \frac{1}{t}\{V(\overline{\gamma}(x,t)) - V(x)\}.$$ 

We remark that it follows that $V$ satisfies
$$V(\overline{\gamma}(x,t)) \leq V(x)$$
for all $x \in G$ and $t \in R^+$. Let
$$E = \{x \in G: \dot{V}(x) = 0\}.$$ 

Let $A \subset E$ be the largest invariant set under $\overline{\gamma}$. We assume for the remainder of this section that for any $x \in G$, $\Phi(x) < \infty$, $G = C_0(\hat{G})$, where $G = G \cap \hat{N}$ is compact. By Lemma 3.6 then $G \cap \hat{N} = G \cap \hat{N}$. Let $N$ be closed, so that $\hat{A} = A \cap N = A \cap \hat{N}$ is also compact.

**Lemma 5.1:** $\hat{A}$ is invariant under $g$.

**Proof:** Let $p \in \hat{A}$. Then for any $t_1 \in R^+$ there exists an $x \in A$ such that $\overline{\gamma}(x, t_1) = p$. Suppose $t_1 > \Phi(x)$: Then $\overline{\gamma}(x, \Phi(x)) = q \neq p$. Since $A$ is positively invariant, $q \in A$. Consequently, $q \in A \cap N \subset G \cap N = G \cap \hat{N} = G$. Hence $q \in \hat{A}$. Since $A$ is compact, $S = \inf\{\Phi(p): p \in A\} > 0$. Thus, proceeding inductively, we can show that there exists a $q_m \in \hat{A}$ such that $\overline{\gamma}(q_m, \Phi(q_m)) = p$. Thus $\hat{A} \subset g(\hat{A})$.

Suppose $t_1 \leq \Phi(x)$: Now $x \in A \subset G$ implies there exists a $q \in \hat{G}$ such that $x \in C_0(q)$, since $C_0(\hat{G}) = G$. That is, $x = \pi(q, s)$, $0 \leq s < \Phi(q)$. Let $T > s$. Then given there is a $y \in A$ such that $\overline{\gamma}(y, T) = x$.

**Case 1:** If $\overline{\gamma}(y, t) = \pi(y, t)$ for $0 \leq t < T$, then $\pi(\pi(y, T-s), s) = x = \pi(q, s)$ implies that $\pi(y, T-s) = q$, since $(X, \pi)$ is a dynamical system. Consequently $q \in A$ and therefore $q \in A \cap \hat{G} = \hat{A}$, and proceeding as above we can show that $\hat{A} \subset g(\hat{A})$.

**Case 2:** $\overline{\gamma}(y, t) \neq \pi(y, t)$, $0 \leq t < T$. In this case $\overline{\gamma}(y, s_1) = q_1 \in N$ for some $s_1$, $0 \leq s_1 < T$. Again, as shown earlier, $q_1 \in G$. Consequently $q_1 \in \hat{A}$. Thus we have $\hat{A} \subset g(\hat{A})$.

The inclusion $g(\hat{A}) \subset \hat{A}$ is trivial, since $A$ is positively invariant. Hence the result.

Let $\hat{V} = V|\hat{G}$. Then clearly $\hat{V}: \hat{G} \to R$ is a Lyapunov function with respect to $g$. That is, (1) $\hat{V}$ is continuous, and (2) $\hat{V}(\Phi(p)) \leq V(p)$ for $p \in \hat{G}$ [6, Def. 6.1, p. 6].

Let $\hat{E} = \{p \in \hat{G}: \hat{V}(p) = \hat{V}(g(p))\}$.

Let $F \subset \hat{E}$ be the largest invariant set under $g$.

**Theorem 5.2:** (Invariance Theorem). There exists an $a \in R$ such that for any $x \in G$, $\tilde{L}(x) \subset A \cap V^{-1}(a)$.

**Proof:** Let $x \in G$. Then $\overline{\gamma}(x, \Phi(x)) = p \in \hat{G}$. By Theorem 6.3 [6, p. 6], it follows that $\tilde{L}(p) \subset F \cap V^{-1}(a)$ for some $a \in R$. By Lemma 2.13 $\tilde{L}(x) = C_0(\tilde{L}(p))$ consequently for any $y \in \tilde{L}(x)$, $V(y) = a$ and $\dot{V}(y) = 0$. Therefore, $\tilde{L}(x) \subset E$ and since $\tilde{L}(x)$ is invariant by Corollary 2.15, $\tilde{L}(x) \subset A$. This completes the proof.

**Theorem 5.3:** (Asymptotic Stability).

(1) If $A \subset Int G$, then $A$ is an attractor.

(2) If, furthermore, $V(A) = a$ for some $a \in R$, then $A$ is asymptotically stable.

**Proof:** (1) Let $x \in G$, then $\overline{\gamma}(x, \Phi(x)) = p \in \hat{G}$ and $\tilde{L}(p) \neq \emptyset$ implies $\tilde{L}(x) \neq \emptyset$. By Theorem 5.2 it follows that $A$ is an attractor.
(2) We first show that $F = \hat{A}$: First note that if $p \in \hat{E}$ then $V(x,t) = V(x)$ for $0 \leq t < \Phi(x)$. Hence $C_0(p) \subset E$. Consequently, $C_0(\hat{E}) \subset E$. Let $p \in \hat{A} \subset A$. Since $g(p) \in A \cap \hat{G} = \hat{A}$, $V(p) = 0$ and $p \in \hat{E}$, that is $\hat{A} \subset \hat{E}$. Since $\hat{E}$ is a closed subset of $\hat{G}$, then $\hat{E}$ is compact. Also, $F \subset \hat{E}$ is the largest invariant set in $\hat{E}$ under $g$, $F$ is also closed and hence compact. Therefore, by Lemmas 2.12 and 2.14, $C_0(F) \subset C_0(\hat{G}) \subset G$ is invariant under $\pi$. Thus,

$$F = C_0(F) \cap \hat{G} \subset A \cap \hat{G} = \hat{A}$$

implies that $F = \hat{A}$.

Now $\hat{V}(\hat{A}) = \alpha$ and $A \subset \text{Int} G$ implies that $\hat{A} \subset A \cap \hat{G} \subset \text{Int} G \cap \hat{G} \subset \text{Int}(G \cap \hat{N}) = \text{Int} \hat{G}$. Hence, by Theorem 7.9 [6, p. 9], $\hat{A}$ is asymptotically stable in $(\hat{N}, g)$. Consequently, by Theorem 4.7, $A$ is asymptotically stable in $(\Omega, \pi)$.

In the remainder of this section we shall prove the converse of Theorem 5.3. We begin by proving:

**Theorem 5.4:** Let $\hat{A} \subset \hat{N}$ be compact and asymptotically stable in $(\hat{N}, g)$. Suppose there exists a compact neighborhood $\hat{V}$ of $\hat{A}$ in $\hat{N}$. Then there exists a positively invariant set $\hat{G}$ in $\hat{N}$ containing $\hat{A}$ and a function $\alpha: \hat{G} \to R^+$, such that,

(i) $\alpha$ is continuous,
(ii) $\alpha(g(x)) < \alpha(x)$ if $x \in \hat{G} \setminus \hat{A},$
(iii) $\alpha(x) = 0$ if $x \in \hat{A}$, and
(iv) $\hat{A} \subset \text{Int} \hat{G}$.

**Proof:** By Lemma 4.4, $\hat{A}$ is a uniform attractor in $(\hat{N}, g)$. Hence there exists a compact neighborhood $V$ of $\hat{A}$ such that, $V \cap \hat{N} = V \cap \hat{N} = \hat{V} \subset \text{Int} Q(\hat{A})$, where $p \in \hat{Q}(\hat{A})$ implies that $\hat{J}(p) \neq \emptyset$ and $\hat{J}(p) \subset \hat{A}$. Since $\hat{A}$ is stable there exists a compact neighborhood $\hat{U}$ of $\hat{A}$, such that, for any $p \in \hat{U}$, $\hat{K}(p) \subset \hat{V}$.

Now on the closure $\hat{G}$ in $\hat{N}$ of the positively invariant set $\hat{W} = U\{g^n(\hat{U}) : n = 0, 1, \ldots\}$ we define a function $\beta: \hat{G} \to R^+$ as follows: For $x \in \hat{G},$

$$\beta(x) = \sup\{d(g^n(x), \hat{A}) : n = 0, 1, 2, \ldots\}. $$

Since $\hat{V}$ is compact and $g^n(x) \in \hat{V}$ for each $n$, $\beta(x)$ is well defined, and clearly for any $x \in \hat{G}$, $\beta(g(x)) \leq \beta(x)$. Furthermore, $\beta(x) = 0$ if and only if $x \in \hat{A}$.

Now define $\beta_n: \hat{G} \to R^+$ by setting:

$$\beta_n(x) = \beta(g^n(x)), \text{ for any } x \in \hat{G}. $$

Then clearly $\beta_{n+1}(x) \leq \beta_n(x), n = 0, 1, 2, \ldots$. Since $\hat{J}(x) \subset \hat{A}$ for any $x \in \hat{U}$, $g^n(x) \to \hat{A}$ as $n \to \infty$. Hence $\beta_n(x) \to 0$ for any $x \in \hat{G}$ and $\{\beta_n(x)\}$ is monotone decreasing on $\hat{G}$.

We claim that $\beta_n(x) \to 0$ uniformly on $\hat{G}$ as $n \to \infty$. Note that $\hat{G} \subset \hat{Q}(\hat{A})$, hence for any $p \in \hat{G}$, $\hat{J}(p) \subset \hat{A}$. Thus, it is easy to see that given any $\epsilon > 0$ there exists an $n_0$ and a $\delta > 0$ such that if $y \in U(p, \delta) \cap \hat{G}$ then $g^n(y) \in U(\hat{A}, \epsilon)$ for all $n \geq n_0$. For otherwise there exists a sequence $\{p_k\}$ converging to $p$ and $\{n_k\}, n_k \to \infty$, such that, $g^{n_k}(p_k) \notin U(\hat{A}, \epsilon)$, implying, since $\hat{V}$ is compact and contains $\{g^{n_k}(p_k)\}$, that $\hat{J}(p) \notin \hat{A}$, a contradiction. This completes the proof, since $\hat{G}$ is compact.

Now define

$$\alpha: \hat{G} \to R^+ $$
by setting,
\[ \alpha(x) = \sum_{n=0}^{\infty} \frac{1}{n!} \beta_n(x) \]
for \( x \in \tilde{G} \). Then, by Abel's Theorem [7, (ii), p. 421] \( \alpha \) is continuous on \( \tilde{G} \) and clearly satisfies (ii) and (iii) above. This completes the proof.

**Theorem 5.5:** Let \( A \subset \Omega \) be a closed cylindrical set and for each \( x \in A \), \( \Phi(x) < \infty \). Let \( N \) be closed, \( \tilde{A} = A \cap \tilde{N} \) be compact and \( C_0(\tilde{A}) = A \). If \( A \) is asymptotically stable then there exists a positively invariant set \( G \) in \( \Omega \) containing \( A \) which admits a Lyapunov function \( \gamma: G \to \mathbb{R}^+ \) such that

(i) \( A \subset \text{Int} G \),
(ii) \( \gamma(\tilde{\pi}(x,t)) \leq \gamma(x) \) for all \( t \in \mathbb{R}^+ \), and
(iii) \( \gamma(x) = 0 \) if and only if \( x \in A \).

**Proof:** By Theorem 4.7, \( \tilde{A} \) is asymptotically stable in \( (\tilde{N}, \tilde{g}) \) and there exists an open set \( V \supset A \) such that \( \tilde{V} = V \cap \tilde{N} = V \cap \tilde{N} \) and \( \tilde{V} \) has compact closure in \( \tilde{N} \).

Since \( A \) is stable given the cylindrical open set \( C_0(V) \) containing \( A \), there exists an open set \( U \supset A \), such that, \( U \subset C_0(V) \) and for any \( x \in U \), \( \tilde{G}(x) \subset C_0(V) \). This implies that \( \tilde{U} = U \cap \tilde{N} \subset \tilde{V} \) and for any \( p \in \tilde{U} \), \( g^n(p) \in \tilde{V} \) for \( n = 0, 1, 2, \ldots \). Let \( G \) and
\[ \alpha: G \to \mathbb{R}^+ \]
be as in Theorem 5.4.

Now by Lemmas 3.8 and 3.10 there exists an open set \( W \supset A \) such that \( W \subset C_0(V) \) and for any \( x \in W \), \( \Phi(x) < \infty \), \( \tilde{\pi} (x, \Phi(x)) \in \tilde{U} \) and \( \tilde{J}(x) \subset C_0(\tilde{J}(p)) \). Let \( G = U \{ \tilde{G}(x): x \in W \} \). We now define a function
\[ \tilde{\alpha}: G \to \mathbb{R}^+ \]
as follows: Let \( x \in G \):

1. If \( x \in C_0(\tilde{G}) \), then set \( \tilde{\alpha}(x) = \alpha(p) \) where \( x = \pi(p,t), 0 \leq t < \Phi(p) \).
2. If \( x \notin C_0(\tilde{G}) \), then \( \tilde{\pi}(x, \Phi(x)) = p \in \tilde{U} \), and we set
\[ \tilde{\alpha}(x) = \Phi(x) + \alpha(p) \].
3. If \( x \in \tilde{G} \cap M \), then \( x = \pi(y, \Phi(y)) \) for some \( y \in G \) and we set
\[ \gamma(x) = \lim_{t \to t_0^+} \alpha(\pi(y, t)), \text{ where } t_0 = \Phi(y) \].

This limit exists because \( \alpha(\pi(y,t)) \) is a nonincreasing function of \( t \).

That the three conditions (i), (ii) and (iii) as required are satisfied follows easily from this definition.
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