On the Structure and Closure-Condition of the Hydrodynamic Model
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Basing on a general formulation of the hydrodynamic model for semiconductor devices [1], a consistent approach to the solution of the model equations is proposed, along with a method for selecting the closure condition. The definition of the coefficients of the hydrodynamic and energy-transport models is then re-examined in order to make a comparison between them possible. Finally, the closure condition is discussed and compared with others proposed in the literature.¹
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1. INTRODUCTION

The hydrodynamic (HD) model has become a useful tool for the simulation of semiconductor devices. Based for instance on the discretization scheme depicted in [2], one- and two-dimensional implementations have become available [3, 4], which in turn have been exploited to further investigate some physical aspects [5, 6]. More recently, the implementation has been extended to three dimensions and the physical model incorporates the lattice temperature as well [7]. Comparisons with Monte Carlo analysis and experimental results (see, e.g., [1, 5, 6]) show that the distribution of the electric potential, carriers' concentration, and average energy in realistic structures can be obtained at an acceptable computational burden, thus making the model considerably helpful in the design of VLSI integrated circuits. For instance, phenomena such as velocity overshoot and impact ionization are simulated to such an extent as to provide a quantitative indication of substrate currents and breakdown voltages. The spatial distribution of the average energy of the particles made available by the model can be exploited for the estimate of carrier injection into the gate oxide (the injection typically occurs when the carrier average energy becomes considerably larger than that of the lattice, which is referred to as carrier heating). The usefulness of the hydrodynamic model makes it desirable to deepen the investigation on both the mathematical and physical aspects of it. It is also useful to compare its features with those of other models incorporating the description of the carrier average energy, such as the energy-transport (ET) model [8].

An important point of interest, related to the so-called closure condition, is inherent in the derivation of the model's equations as moments of the Boltzmann Transport Equation (BTE). The problem can qualitatively be illustrated with reference to a moment of any rank, say $M$. It is found that one of the terms of the equations contains a moment of the distribution function of higher rank than $M$, i.e., the unknown of the equation of rank $M + 1$ [1]. Since each equation is then linked to the higher-rank one, the number of unknowns in the set of equations for the moments of rank 0 through $M$ always exceeds the number of equations themselves. To prevent the resulting system of PDE's from being underdetermined, it is necessary to add a further equation
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containing the first \( M + 1 \) moments of the distribution function at most, but not the moment of rank \( M + 2 \). This equation constitutes the closure condition, and may be derived either by simplifying the equation of rank \( M + 1 \) or by invoking some physical reasoning independent of the derivation of the moments themselves. In the case of the hydrodynamic model the moments of rank \( M = 0, 1, \) and \( 2 \) are used, and for the closure condition it is typically assumed that the heat flux of the carriers is proportional to the gradient of the carrier temperature (Fourier law) where, in turn, the thermal conductivity depends on the carrier temperature via the Wiedmann-Franz law. It is important to point out that in general, due to the form of the moment equations, the closure condition determines the structure (or at least some coefficients) of the PDE constituting the highest-rank moment. A carelessly-chosen condition may then make the solution deviate from that obtained by a direct method, such as the Monte Carlo one. One example of this is the so-called spurious velocity overshoot, whose sensitivity to the coefficient of the closure condition has been analyzed in [5]. Attempts to eliminate this phenomenon have been made, e.g., by compensation, namely by selecting a mobility model such that the overshoot is almost exactly canceled [9]. Sounder investigations based on the Scattering Matrix Approach (SMA) showed that the Wiedmann-Franz law becomes inaccurate near the carrier-temperature peaks [10]—which is where the overshoot occurs—pointing out the necessity of improving the closure condition. An attempt in this direction has recently been proposed in [11].

Sections 2 and 3 are devoted to illustrating and analyzing the structure of the moments method, to the purpose of determining a general scheme for its numerical solution and discussing the closure condition. Two examples of application are given in section 4, with reference to the drift-diffusion model and to an extended form of the hydrodynamic model. In section 5 the energy-transport model is illustrated and compared with the hydrodynamic one. Further discussion on the closure condition is carried out in section 6 and, finally, the conclusions are drawn in section 7.

2. THE MOMENT EQUATIONS

Following the derivation of [1], the expression of the moment of rank \( M \geq 1 \) of BTE, over the Brillouin zone and for the conduction band of a semiconductor, reads

\[
\text{div}(n \mathcal{R}_{M+1}) + n \left( \frac{q}{h} \frac{\mathcal{V}_M}{\mathcal{R}_M} + \mathcal{V}_M \right) = -n \mathcal{N}_M \cdot \left( \frac{\mathcal{R}_M - \mathcal{R}_M^\text{eq}}{\mathcal{R}_M} \right). \tag{1}
\]

The meaning of the symbols is illustrated in the following:

\[
\mathcal{R}_{M+1} = \frac{1}{M_C} \sum_{r=1}^{M_C} \left( \mathcal{R}_M c_n \right)_r, \quad \mathcal{V}_M = \frac{1}{M_C} \sum_{r=1}^{M_C} \mathcal{V}_{M r}, \tag{2}
\]

and

\[
\mathcal{V}_M = \frac{1}{M_C} \sum_{r=1}^{M_C} \mathbf{v}_{n r} \cdot \text{grad} \mathcal{R}_{M r}, \tag{3}
\]

where \( M_C \) is the number of absolute minima of the conduction band and

\[
\mathbf{v}_{n r} = \frac{\int_{B_r} \mathbf{u} f, \, d^3 k}{\int_{B_r} f, \, d^3 k}, \quad \mathbf{c}_{n r} = \mathbf{u} - \mathbf{v}_{n r} \tag{4}
\]

is the average velocity of the electrons in the region \( B_r \) (valley) around the \( r \)th minimum (in turn, \( \mathbf{u} \) and \( \mathbf{c}_{n r} \) are the group and random velocities, and \( f, \) is the restriction of the distribution function \( f \) to \( B_r \)). The bar over the symbols in (1), (2), and (3) indicates the statistical average; more precisely it is

\[
\mathbf{\overline{R}}_{M r} = \frac{1}{n_r} \int_{B_r} \mathbf{R}_M f, \, d^3 k, \quad \mathbf{\overline{R}}_{M c_n} = \frac{1}{n_r} \int_{B_r} \mathbf{R}_M c_{n r} f, \, d^3 k, \tag{5}
\]

where \( \mathcal{R}_M \) is a symmetrical tensor of rank \( M \) made of the wave vector \( \mathbf{k} \),

\[
\mathcal{R}_0 = 1, \quad \mathcal{R}_M = \mathbf{k} \mathbf{k} \ldots \mathbf{k}, \quad M = 1, 2, \ldots \tag{6}
\]

\( M \) times

and \( n_r \) is the electron concentration in \( B_r \). Similarly,
it is

$$\mathcal{M}_r(F) = \frac{1}{n_r} \int_{B_r} \mathcal{M}_r f_r \, d^3 k,$$  

(7)

where $F$ is the electric field and $\mathcal{M}$ a symmetrical tensor of rank $M$ made of the sum of $M$ terms:

$$\mathcal{M}(F) = F_{kk} \ldots k + k_{kk} \ldots k + \ldots + k_{kk} \ldots k F_{kk} + k_{kk} \ldots k.$$  

(8)

Finally, $n = \sum n_r$ in (1) represents the total electron concentration, while $\mathcal{N}_{2M}$ at the right hand side is a diagonal tensor of rank $2M$ whose physical dimension is that of a frequency. The definition of $N_{2M}$ is given by (57). Its entries are expressed by integrals involving the scattering probability and some moments of the distribution function. The inverse of $\mathcal{N}_{2M}$ may be regarded as the macroscopic relaxation time in the moment of rank $M$. Since some of the quantities involved in its definition are unknown, $\mathcal{N}_{2M}$ is in itself unknown. In the solution scheme, which solves the system of moments by iteration, $\mathcal{N}$ at the current iteration is typically approximated as a function of the moments of rank $0$ through $M$, whose values are taken from the previous iteration.

In equilibrium, the term in parentheses at the right hand side of (1) vanishes. Moreover, it is $\nu_n = 0$ whence $\mathcal{G}_M = 0$. It follows

$$\text{div}(n \mathcal{G}_{M+1}) + \frac{q}{\hbar} \mathcal{G}_M = 0.$$  

(9)

Since the divergence term in the moment equations represents the diffusive effect, one sees that, from a macroscopic viewpoint, the equilibrium condition is achieved by a balance between the drift term, proportional to the carrier concentration and linearly dependent on the electric field, and the diffusive term due to the spatial non-uniformity of the concentration and/or the random velocity of the carriers. Another observation is that $\mathcal{G}_M = 0$ when $M$ is odd. The hypotheses under which the above model has been derived are:

1. The restriction to $B_r$ of the collision term of the BTE is expressed as

$$C_r = C'_r - \sum_{s=1}^{M_r} \frac{f_r - \bar{f}_{rs}}{\tau_{rs}},$$  

(10)

where $C'_r$ represents the interband-transition term and $\tau_{rs}$ is the microscopic relaxation time for the transitions between the $r$th and $s$th valley. The terms intravalley and intervalley denote the transitions with $s = r$ and $s \neq r$, respectively. The corresponding frequencies are

$$\nu_{rs} = \frac{1}{\tau_{rs}}.$$  

(11)

2. The frequencies associated to the interband-transition terms are assumed negligible with respect to the $\nu_{rs}$.

3. All $M_C$ minima of the conduction band are equivalent to each other and the electrons are equally distributed among the valleys, whence

$$n_r = \frac{1}{M_C} n.$$  

(12)

One sees, in fact, that the averaging factor in (2), (3) is $M_C$.

4. The behaviour of the distribution function at the boundary $\Gamma_r$ of each valley is of the form

$$f_r(x, k, t) \to 0 \quad \text{as} \quad k \to k(\Gamma_r).$$  

(13)

This assumption simplifies the form of $\mathcal{G}_M$ because it eliminates a term when integrating by parts (the same result could be obtained by exploiting the periodicity of the crystal).

5. If the boundary conditions vary in time, their maximum frequency is much lower than $\nu_{rs}$. This makes it possible to neglect the time derivative $\partial \mathcal{G}_M / \partial t$ and assume a steady-state approximation. It is worth reminding that this argument does not apply to the case $M = 0$, hence the time derivative must be retained there unless the boundary conditions are truly static.

To complete this section it is worth indicating the form of the moment of rank $0$

$$\frac{\partial n}{\partial t} + \text{div}(n v_n) = C_n,$$  

(14)

representing the continuity equation for $n$. It is easily seen that all intervalley and intravalley transitions (collectively indicated as intraband transitions) cancel out in the derivation of (14), whose right hand side is thus made of the interband transitions.
only. This is in contrast to what happens in all the other moments (1) where, thanks to the simplifying hypothesis on the frequencies associated to the collision mechanisms, only the intravalley terms are retained.

3. SOLUTION SCHEME

The structure of the moments equations (1) lends itself to the adoption of a solution scheme which will be illustrated in this section. The aim is that of transforming each pair of two consecutive first-order PDEs into a second-order PDE. Since the grouping starts from the lowest-rank moment \( M = 0 \), the pairs will be labeled \((0, 1), (2, 3), \ldots, (M, M + 1), \ldots\), with \( M \) even. For the sake of simplicity, the steady-state case will be considered. It must be pointed out that the discussion here focuses on the form of the equations and, later on, on the closure condition. In this context it is no limitation to assume the simplification of a single, spherical and parabolic valley \( E(k) \) centered in the origin of space \( k \). The non-parabolicity of the band may be taken into account by embedding it into the coefficients, the latter to be determined by a direct solution of the BTE. This has been shown in [12] using the Monte Carlo method, and later on in [13] using the method based on the spherical-harmonic expansion [14]. The anisotropy of the band, in turn, is averaged when adding up the contributions of the valleys.

Letting \( M_c = 1 \), \( E(k) = \hbar^2 k^2/(2m) \), from the definition of the group velocity

\[
u = \frac{1}{\hbar} \text{grad}_k E(k)
\]

one finds

\[
h \mathbf{k} = m \mathbf{u} = m(v_n + c_n).
\]

In the above, \( m \) is the (scalar) effective mass of the electron. From (4), (5), and (16) it is easily found

\[
nv_n = \frac{\hbar}{m} \int_B \mathbf{k} f \, d^3 k = \frac{\hbar}{m} n \mathbf{v}.
\]

Letting \( M_c = 1 \) in (3) and using a vector identity one gets

\[
n \mathbf{v}_M = nv_n \cdot \text{grad} \mathbf{v}.
\]

Using (14) to replace \( \text{div}(nv_n) \) at the right hand side, and rearranging the terms in (1), one finds

\[
- \text{div}(n \mathbf{v}_{M + 1} + n \mathbf{v}_M v_n)
= n \frac{q}{\hbar} \mathbf{v} + n \mathbf{v}_M \cdot (\mathbf{v}_M - \mathbf{v}_M) - C_{n \mathbf{v}_M}.
\]

Finally, replacing \( M \) with \( M + 1 \) in (1) and remembering that \( \mathbf{v}_{M+1} = 0 \), one finds the second equation of the pair in the form

\[
-n \mathbf{v}_{M+2} \cdot \mathbf{v}_M - \frac{\hbar}{m} n \mathbf{v} \cdot \text{grad} \mathbf{v}_M
= \text{div}(n \mathbf{v}_{M+2}) + n \frac{q}{\hbar} \mathbf{v}_{M+1}.
\]

The second term at the left hand side of (20) is usually referred to as convective term. For \( M = 0 \) it is

\[
\mathbf{v}_0 = \mathbf{v}_{0 \mathbf{v}} = 1, \quad \mathbf{v}_0 = 0, \quad \mathbf{v}_1 = \mathbf{F},
\]

\[
n \mathbf{v}_1 = c_n = 0
\]

whence, remembering (17), the pair \((0, 1)\) reads

\[
\text{div}(nv_n) = C_n
\]

\[
- \mathbf{v}_2 \cdot nv_n - nv_n \cdot \text{grad} v_n
= \text{div} \left( \frac{\hbar}{m} n \mathbf{v}_2 \right) + \frac{q}{m} n \mathbf{F}.
\]

Eq. (22) is of course the steady-state form of (14). As for (23), the second term at the left hand side (i.e., the convective term for \( M = 0 \)) is negligible when the velocity regime of the carriers is subsonic [15], which is typically the case of Silicon devices operating at room temperature. No indication is available in the literature, at least in the authors' knowledge, about the magnitude of the convective term of rank \( M + 1, M = 2, 4, \ldots \). It will be assumed here that in the subsonic regime the convective term is negligible for all odd moments; this hypothesis must of course be corroborated by a direct solution of the BTE. The transformation of the pair (19), (20) into a second-order equation is now easily accomplished if one notes that \( n \mathbf{v}_{M+1} \) is proportional to the argument of the divergence operator at the left hand side of (19). In fact, letting
$M_C = 1$ in (2), (4), (5), one gets

$$n \bar{\mathcal{R}}_{M+1} + n \bar{\mathcal{M}} M \mathbf{v}_n = \int_B \mathcal{M}_M \mathbf{c}_n f \, d^3 k + \int_B \mathcal{M}_M \mathbf{v}_n f \, d^3 k$$

$$= \int_B \mathcal{M}_M \mathbf{u} f \, d^3 k.$$  \hspace{1cm} (24)

Then, from (17),

$$\int_B \mathcal{M}_M \mathbf{u} f \, d^3 k = \frac{\hbar}{m} \int_B \mathcal{M}_{M+1} f \, d^3 k$$

$$= \frac{\hbar}{m} n \bar{\mathcal{M}}_{M+1}.$$  \hspace{1cm} (25)

Finally, extracting $\bar{\mathcal{M}}_{M+1}$ from (20) and replacing into (19), one finds ($M$ even):

$$\text{div} \left[ (\mathcal{M}_2_{M+2})^{-1} \cdot \left( \text{div} \left( \frac{\hbar}{m} n \mathcal{R}_{M+2} + \frac{q}{m} n \bar{\mathcal{M}}_{M+1} \right) \right) \right]$$

$$= \frac{q}{\hbar} \mathcal{M}_M + n \mathcal{M}_2 M \cdot \left( \bar{\mathcal{M}}_M - \mathcal{M}_2 M \right) - C_n \bar{\mathcal{M}}_M.$$  \hspace{1cm} (26)

The terms of the above second-order equation must now be analyzed. To this purpose one admits that, when solving (26) for a given $M$, some quantities be available either from the solution at different $M$s, or from the previous iterate of the same $M$ or, finally, from independent information (like Poisson’s equation, the equilibrium regime, or the closure condition). By way of example, for $M = 0$ the above becomes

$$\text{div} \left[ (\mathcal{M}_2)^{-1} \cdot \left( \text{div} \left( \frac{\hbar}{m} n \mathcal{R}_2 \right) + \frac{q}{m} n \mathbf{F} \right) \right] = - C_n,$$

$$\frac{\hbar}{m} n \mathcal{R}_2 = \int_B \mathbf{c}_n \mathbf{e}_n f \, d^3 k,$$  \hspace{1cm} (27)

where $\mathbf{F}$ and $\mathcal{R}_2$ are taken from Poisson’s equation and from the moment of rank 2, respectively, and $C_n$ is expressed as a function of $n$. The inverse relaxation time $\mathcal{M}_2$, as discussed in section 2, is approximated as a function of the moments themselves. Eq. (27) can then be solved for $n$, which is to be considered the primary unknown. The average velocity $\mathbf{v}_n$, which in this scheme is to be considered the secondary unknown, is finally recovered from (23). Turning now to the general case $M \geq 2$, it will be assumed that $\mathcal{M}_2 M, \mathcal{M}_2 M+2, \mathcal{M}_M, C_n$, and $\mathbf{F}$ are given in (26). The next step of the analysis consists in replacing (16) in the remaining quantities $\mathcal{M}_M, \mathcal{M}_{M+1}, \mathcal{M}_M, \mathcal{M}_M+2$, and evaluating the maximum rank of the tensor products of the form $\mathbf{v}_n \ldots \mathbf{v}_n$ and $\mathbf{c}_n \ldots \mathbf{c}_n$ appearing in each of them. The result is summarized in Table 1. The mixed products such as $\mathbf{v}_n \mathbf{c}_n \ldots$ are not reported for the sake of conciseness. Now, all products of the form $\mathbf{v}_n \ldots \mathbf{v}_n$ are given since $\mathbf{v}_n$ is taken from the solution of the pair (0, 1). All mixed products $\mathbf{v}_n \mathbf{c}_n \ldots$ are given as well: in fact, the number of $C_n$s here is smaller than $M$, hence they form the unknowns of lower-rank equations. The remaining products are of the form $\mathbf{c}_n \ldots \mathbf{c}_n$. That of rank $M$ (appearing in $\mathcal{M}_M M+1, \mathcal{M}_M$, and $\mathcal{M}_M M+2$) must be taken as primary unknown, while that of rank $M+1$ (appearing in $\mathcal{M}_M M+2$) forms a part of the secondary unknown; finally, the product of rank $M+2$, which also appears in $\mathcal{M}_M M+2$, is a higher-rank unknown which links the current pair ($M, M+1$) to the next one. Comparing with (27), one sees that product $\mathbf{c}_n \mathbf{c}_n$ constitutes such a link there. It is also worth observing that no contribution of rank 1 stems from $\mathcal{M}_2$; this is a special case and is due to the fact that $\mathbf{c}_n = 0$.

The above discussion lends itself to the determination of a closure condition which is intrinsic to the scheme itself. To this purpose it is useful to base the reasoning on (20). There one sees in fact that the “link” appears at the right hand side within the argument of the divergence operator. The secondary unknown, in turn, is present at both sides, namely, in algebraic form on the left and within the divergence operator on the right. The idea is that of obtaining the closure by neglecting the divergence of terms of rank higher than $M$ in $\mathbf{c}_n$. To accomplish this one must use (2), (5), and (16) to get

$$n \bar{\mathcal{R}}_{M+2} = \left( \frac{m}{\hbar} \right)^{M+1}$$

$$\times \int_B (\mathbf{v}_n + \mathbf{c}_n) \ldots (\mathbf{v}_n + \mathbf{c}_n) \mathbf{c}_n f \, d^3 k.$$  \hspace{1cm} (28)

The terms to be neglected can be grouped to form
two tensors, namely
\[ n\mathcal{T}_{M+2} = \left( \frac{m}{\hbar} \right)^{M+1} \int_B c_n \ldots c_n \frac{f}{M+2 \text{ factors}} \text{ d}^3k \] (29)
and
\[ n\mathcal{T}_{M+2} = \left( \frac{m}{\hbar} \right)^{M+1} \times \int_B (v_n c_n c_n \ldots c_n + c_n x_n c_n \ldots c_n + \ldots + c_n \ldots c_n x_n c_n) c_n f \text{ d}^3k. \]
\[ M + 1 \text{ terms of } M + 1 \text{ factors each} \] (30)

The closure condition then reads
\[ \text{div}(n \mathcal{T}_{M+2} + \mathcal{T}_{M+2}) = 0. \] (31)

It is worth noting that the closure condition proposed above involves only the sum of the derivatives of a few unknowns. This must be regarded as an advantage since it is likely to limit the perturbation induced by the closure condition onto the system to be solved. On the other hand, an expression in divergence form is in itself insufficient to fully determine the argument \( g^\prime_t + g^\prime_t \). It follows that specifying further conditions is necessary when such an argument must be calculated. This will be discussed in a few examples of section 4. Another observation is that, due to definition (29), the link between the current pair and the next one would be eliminated by prescribing the divergence of \( \mathcal{T}_{M+2} \) only. Neglecting the divergence of \( \mathcal{T}_{M+2} \) as well has the advantage of rendering (20) algebraic in the secondary unknown, thus simplifying somewhat the solution of (26).

4. EXAMPLES

The theory depicted in section 3 will be applied here to two special cases. In the first one, the system to be solved is made of the pair (0, 1) only and leads to (22), (23) or, equivalently, to (27). Comparing (29), (30) with the second of (27) one finds \( \mathcal{T}_2 = \mathcal{R}_2 \), \( \mathcal{F}_2 = 0 \), whence the closure condition (31) reduces to \( \text{div} \mathcal{F}_2 = 0 \). It is customary to introduce a rank 2 tensor \( \mathcal{F}_n \) such that
\[ nk_B \mathcal{F}_n = h n \mathcal{R}_2 = m \int_B c_n c_n f \text{ d}^3k, \] (32)

where \( k_B \) is Boltzmann’s constant. Tensor \( \mathcal{F}_n \) is dimensionally a temperature and is referred to as the \( n \text{ temperature tensor} \) of the electrons. The closure condition can then be rewritten as \( \text{div} \mathcal{F}_n = 0 \). In the typical operating conditions the departure of \( \mathcal{F}_n \) from the scalar form is negligible [10], such that one may assume \( \mathcal{F}_n = T_n \mathcal{F}_2 \) and the closure condition becomes \( \text{grad} T_n = 0 \). The electron temperature then reduces to a constant \( T_n^{eq} \) which, due to the boundary conditions, is set equal to the lattice temperature. As for the left hand side of (23), one must now evaluate the inverse macroscopic relaxation time \( \mathcal{A}_2^\prime \). In principle, this tensor could be calculated in terms of the microscopic quantities [1]. In the frame of the simplified model discussed here, however, it is customary to reduce it to a scalar by letting \( \mathcal{A}_2^\prime = (1/\tau_{pn}) \mathcal{F}_2 \). The quantity \( \tau_{pn} > 0 \) is called \( \text{momentum-relaxation time} \) and is determined experimentally. Letting
\[ \mu_n = \frac{q}{m} \tau_{pn}, \quad D_n^{eq} = \frac{k_B T_n^{eq}}{q} \mu_n, \]
(22), (23) take the form
\[ \text{div} \mathcal{J}_n = n U, \quad \mathcal{J}_n = q \mu_n n \mathcal{F} + q D_n^{eq} \text{ grad} n. \] (33)

The first two quantities defined in (33) are called \( \text{mobility and diffusivity of the electrons, respectively.} \)
The third one is the electron-current density. The last one is called \( \text{net recombination rate}. \)

Due to its form, the model defined by (34) is referred to as \( \text{drift-diffusion model}. \) In the second case to be considered, the system is made of the two pairs (0, 1), and (2, 3). The first one leads to (22), (23) while the second, letting \( M = 2 \) in (19) and (20) and neglecting the convective term, yields for us

\[ -\text{div}(n \mathcal{R}_3 + n \mathcal{F}_2 v_n) \]
\[ = n \frac{q}{\hbar} \bar{\mathcal{F}}_2 + n \mathcal{A}_2 \cdot (\bar{\mathcal{F}}_2 - \bar{\mathcal{F}}_2^{eq}) - C_n \bar{\mathcal{F}}_2, \] (35)
\[ -n \mathcal{A}_6 \cdot \bar{\mathcal{F}}_3 = \text{div}(n \mathcal{R}_4) + n \frac{q}{\hbar} \bar{\mathcal{F}}_3. \] (36)

One finds
\[ n \bar{\mathcal{F}}_2 = \left( \frac{m}{\hbar} \right)^2 \int_B (v_n + c_n)(v_n + c_n) f \text{ d}^3k \] (37)
which, thanks to (32), yields
\[ \mathcal{F}_2 = \frac{m}{\hbar^2} (mv_n + k_B \mathcal{T}_n) = \frac{2m}{\hbar^2} \mathcal{T}_n. \] (38)

Tensor \( \mathcal{T}_n = (mv_n + k_B \mathcal{T}_n)/2 \) is dimensionally an energy and is referred to as energy tensor of the electrons. For the drift terms one finds
\[ n \frac{q}{\hbar} \nabla_2 = qn \frac{m}{\hbar^2} (Fv_n + v_n F) \] (39)
in (35) and
\[ n \frac{q}{\hbar} \nabla_3 = qn \frac{m^2}{\hbar^2} \left[ n(Fv_n + v_n Fv_n + v_n v_n F) + \int_B (F \epsilon_n + \epsilon_n F \epsilon_n + \epsilon_n \epsilon_n F) f d^3k \right] \] (40)
in (36). The tensors defining the closure condition are found from (29), (30) as
\[ n \mathcal{A}_2 = \left( \frac{m}{\hbar^2} \right)^2 \int_B (Fv_n + v_n Fv_n + v_n v_n F) f d^3k \] (41)
and
\[ n \mathcal{A}_4 = \left( \frac{m}{\hbar^2} \right)^2 \int_B (v_n \epsilon_n + \epsilon_n \epsilon_n \epsilon_n \epsilon_n f d^3k \] (42)

Taking into account the fact that \( \mathcal{C}_n = 0 \), the remaining part of \( n \mathcal{A}_4 \) we find to be
\[ n \mathcal{A}_4 = n( \mathcal{A}_4 - \mathcal{A}_4 - \mathcal{F}_4 ) \]
\[ = \left( \frac{m}{\hbar^2} \right)^2 \int_B (v_n \epsilon_n + \epsilon_n \epsilon_n \epsilon_n \epsilon_n f d^3k \] (43)

Finally, due to (31), the first term on the right hand side of (36) simplifies to
\[ \text{div}(n \mathcal{A}_4) = n \text{div}(\mathcal{A}_4) \]
\[ + (\mathcal{A}_4 + \mathcal{A}_4 + \mathcal{A}_4) \cdot \text{grad} \, n. \] (44)

The tensor nature of the above equations is still quite complicated when considering the problem of their solution in realistic cases. Further manipulations are then introduced to decrease the tensors’ rank. First, the already mentioned simplifications \( \mathcal{T}_n = T_n \mathcal{F}_2, \mathcal{A}_2 = (1/\tau_{pn}) \mathcal{F}_2 \) are kept, whence (22), (23) become

\[ \text{div} \mathcal{J}_n = qU, \quad \mathcal{J}_n = q \mu_n n \mathcal{F} + qD_{eq} \text{grad} (nT_n/T_{eq}). \] (45)

In the above, the symbols are those defined in (33). For pair (2, 3) the simplifications are achieved in a similar manner by letting \( \mathcal{A}_4 = (1/\tau_{pn}) \mathcal{F}_4, \mathcal{A}_4 = (1/\tau_{pn}) \mathcal{F}_4, \tau_{pn}, \tau_{qa} > 0 \). This approximation is expected to hold in realistic devices because the carriers can be regarded as a slowly drifting gas [12]. Then, the trace only of (35) is considered; from (38) and (39) one finds
\[ \text{tr}(\mathcal{F}_2) = \frac{m}{\hbar^2} (mv_n^2 + 3k_B T_n) = \frac{2m}{\hbar^2} w_n, \]
\[ \text{tr}(n \frac{q}{\hbar} \nabla_3) = qn \frac{2m}{\hbar^2} F \cdot v_n = -\frac{2m}{\hbar^2} F \cdot \mathcal{J}_n, \] (46)

where \( w_n \) is the average kinetic energy of the electrons, defined as
\[ w_n = \text{tr}(\mathcal{A}_2) = \frac{1}{2} mv_n^2 + \frac{3}{2} k_B T_n, \]
\[ w_{eq} = \text{tr}(\mathcal{A}_2^{eq}) = \frac{3}{2} k_B T_{eq} \] (47)

Thanks to (46), the right hand side of (35) yields a scalar. The manipulation of the left hand side becomes easier if one remembers that for (24), (25) it is \( n \mathcal{A}_3 + n \mathcal{F}_2 \mathcal{V}_n = (h/m)n \mathcal{F}_3 \), whence
\[ \text{tr}[\text{div}(n \mathcal{A}_3 + n \mathcal{F}_2 \mathcal{V}_n)] \]
\[ = \frac{h}{m} \text{tr}[\text{div} \int_B \mathcal{F} f d^3k] \]
\[ = \frac{h}{m} \sum_j \frac{\partial}{\partial x_j} \int_B f k_j \sum_i k_i^2 d^3k \]
\[ = \left( \frac{m}{\hbar} \right)^2 \text{div} \int_B (v_n^2 + \epsilon_n^2 + 2v_n \cdot \epsilon_n) \]
\[ (v_n + \epsilon_n) f d^3k. \] (48)

Observing that \( (v_n \cdot \epsilon_n) \epsilon_n = (\epsilon_n \epsilon_n) \cdot v_n \) and defining a vector
\[ \mathbf{P}_n = (w_n + k_B T_n) v_n + \frac{m}{2} \epsilon_n^2 \epsilon_n, \] (49)
the last term of (48) we find transforms into
\[(2m/h^2)\text{div}(nP_n)\].

Eq. (35) then becomes
\[\text{div}(nP_n) = C_n w_n - n \frac{w_n - w^\text{eq}_n}{\tau_{wn}} + F \cdot J_n. \quad (50)\]

Vector \(P_n\) is dimensionally an energy times a velocity and may be thought of as an energy flux. In turn, the three terms on the right hand side of (50) are energies per unit volume and time. The first one accounts for the variation in the average kinetic energy of the electrons due to the interband transitions, the second for that due to the intervalley transitions. The third one, which accounts for the variation due to the electric field, is usually referred to as Joule heating. The denominator \(\tau_{wn}\) of the second term is called energy-relaxation time of the electrons. It is worth observing that the definition—and symbol as well—of the energy flux differ from that given in [1] (Eq. (133)), where the convective part of the energy was kept separated from the other terms. The definition given here must be preferred because it is consistent with the general structure of the solution method (see (24), (25)).

Turning now to (36) and remembering the simplification on the inverse relaxation time, one finds for the left hand side the expression
\[-(2m^2/h^3)n^q \tau_{qn}\]. The trace of the second term on the right hand side is easily found by observing that, due to symmetry, the sum can be carried out via any two vectors of the triplets, hence
\[\text{tr} \left( \frac{q}{h} \mathcal{F}_3 \right) = \frac{2m}{h^3} n [(w_n + k_B T_n)q F + m(v_n v_n) \cdot q F]. \quad (51)\]

The last part to be treated is the first term on the right hand side of (36), given by (44). It is worth remembering that, since the closure expression (31) involves the divergence only, further information must be supplemented in order to fully specify the sum \(\mathcal{B}_n + \mathcal{F}_n\) appearing in (44). For instance, in the drift-diffusion model it was taken \(\mathcal{F}_n = T_n \mathcal{F}_2\). For consistency a similar condition will be used here, that is, \(\mathcal{B}_n + \mathcal{F}_n = \beta_n \mathcal{F}_n\). This assumption can be corroborated by the same argument used above to introduce the scalar relaxation times. From the closure condition \(\text{div}(\beta_n \mathcal{F}_n) = \beta_n \text{div} \mathcal{F}_n + \mathcal{F}_n \cdot \text{grad} \beta_n = 0\) it then follows \(\beta_n = \text{const.}\). The right hand side of (44), in turn, simplifies to \(\text{div}[n(\mathcal{B}_n + \beta_n \mathcal{F}_n)]\). To calculate its trace, care must be taken because of the asymmetry introduced by the last vector \(e_n\) to the right in the definition (43) of \(n \mathcal{B}_n\). To this purpose, it is worth observing that the divergences have always been calculated as \(\text{div} \mathcal{B}_n \cdot \nabla\), i.e., with the derivative operator acting from right to left over the last index of the tensor’s entries. For consistency, one must then use the last \(e_n\) to the right in (43) for calculating the divergence, and any two vectors of the triplets in the symmetrical sum in parenthesis to calculate the trace. Observing that \((e_n \cdot v_n)e_n = (v_n v_n) \cdot (e_n e_n)\) and letting \(\beta_n = (2/3)\gamma_n (m/h^3)(k_B T_n^\text{eq})^2\) \((\gamma_n\) a number), one gets
\[\text{tr} \left( \text{div} \left( n \mathcal{B}_n + \beta_n n \mathcal{F}_n \right) \right) = \frac{2m}{h^3} \text{div} \left[ n k_B T_n \left( \frac{1}{2} m v_n^2 \mathcal{F}_2 + m v_n v_n \right) \right] + \gamma_n (k_B T_n^\text{eq})^2 \text{grad} n. \quad (52)\]

Combining with (51), the second equation of pair (2, 3) finally results in
\[- \frac{m}{\tau_{qn}} n P_n = \text{div} \left[ n k_B T_n \left( \frac{1}{2} m v_n^2 \mathcal{F}_2 + m v_n v_n \right) \right] + \gamma_n (k_B T_n^\text{eq})^2 \text{grad} n + n[(w_n + k_B T_n)q F + m(v_n v_n) \cdot q F]. \quad (53)\]

In this way, the energy flux \(P_n\) (in which, due to the last term of (49), the maximum rank of the tensor products is 3) has been expressed in terms of the primary unknown \(T_n\) (rank 2) and of the lower-rank quantities \(n\) and \(v_n\). The denominator \(\tau_{qn}\) of the left hand side of (53) can be thought of as the relaxation time associated to the energy flux. One sees that (53) is rather more complicated than the usual Fourier law by which the standard hydrodynamic model is typically closed. For this reason, the model constituted by (45), (50), and (53) is to be regarded as a more complete form of the hydrodynamic model.

In equilibrium, \(v_n\) and \(P_n\) vanish. However, if the doping in the semiconductor is non-uniform it is still \(\text{grad} n \neq 0\). Eqs. (45), (53) then reduce, respectively, to
\[k_B T_n^\text{eq} \text{grad} n = -qn F, \quad \frac{3}{2} \gamma_n k_B T_n^\text{eq} \text{grad} n = -qn F, \quad (54)\]
whence $\gamma_n = 5/2$. Further discussion will be carried out in section 6. Here it is worth adding that, in the standard operating mode, (53) can somewhat be simplified. The thermal part $(3/2)k_BT_n$ of the average kinetic energy is in fact dominant with respect to the drift part $(1/2)mV_n^2$. Using the same argument as the one adopted to simplify $\mathcal{F}_n$, $\mathcal{M}_2$, $\mathcal{M}_4$, and $\mathcal{M}_6$, we neglect $V_n^2$ with respect to its trace, to find

$$-\frac{m}{\tau_{qn}}n\mathbf{P}_n = \nabla \left[ n \left( \frac{1}{2}mV_n^2k_BT_n + \frac{5}{2}(k_BT_n)^2 \right) \right] + \frac{n}{2}k_BT_nq\mathbf{F}. \quad (55)$$

### 5. THE COEFFICIENTS IN THE HD AND ET MODELS

Starting from the general expressions of [1], the coefficients

$$\mathcal{N}_2 = \frac{1}{\tau_{pn}}\mathcal{F}_2, \quad \mathcal{M}_2 = \frac{1}{\tau_{wn}}\mathcal{F}_4, \quad \mathcal{M}_6 = \frac{1}{\tau_{qn}}\mathcal{F}_6 \quad (56)$$

of the hydrodynamic model can now be written in terms of the moments introduced in section 4, and of other integrals involving the microscopic relaxation time $\tau = 1/\nu$ of the BTE. The latter has been introduced in (10) and is considered here for a single valley. The starting point is Eq. (101) of [1], which reads

$$\mathcal{N}_{2M} \cdot \left( \mathcal{F}_M - \overline{\mathcal{F}}_M \right) = \mathcal{N}_{2M} \cdot \left( \mathcal{F}_M - \overline{\mathcal{F}}_M \right), \quad (57)$$

supplemented with the definitions

$$\mathcal{F}_M = \frac{1}{n} \int_B \mathcal{F}_M f d^3k, \quad \overline{\mathcal{F}}_M = \frac{1}{n} \int_B \mathcal{F}_M f_{eq} d^3k \quad (58)$$

and

$$\mathcal{N}_{2M} \cdot \mathcal{F}_M = \frac{1}{n} \int_B \mathcal{F}_M v f d^3k, \quad \mathcal{N}_{2M} \cdot \overline{\mathcal{F}}_M = \frac{1}{n} \int_B \mathcal{F}_M v_{eq} f d^3k. \quad (59)$$

Inserting (56), (58), (59) into (57) one finds the general expression

$$\frac{1}{n} \int_B \mathcal{F}_M f d^3k - \frac{1}{n} \int_B \mathcal{F}_M f_{eq} d^3k = \tau_{2M} \frac{1}{n} \int_B \mathcal{F}_M f - \mathcal{F}_{eq} d^3k \quad (60)$$

whence, letting $M = 2$, we obtain

$$\frac{1}{n} \int_B \mathcal{k} f d^3k - \frac{1}{n} \int_B \mathcal{k} f_{eq} d^3k = \tau_{2M} \frac{1}{n} \int_B \mathcal{k} f - \mathcal{F}_{eq} d^3k. \quad (61)$$

while, letting $M = 1$ and $M = 3$, and remembering that $f_{eq}(k)$ is even, we obtain

$$\int_B \mathcal{k} f d^3k = \tau_{2M} \int_B \mathcal{k} f - \mathcal{F}_{eq} d^3k, \quad (62)$$

Assuming now that the valley is spherical and parabolic, and taking the trace of (61), one finds

$$n(w_n - w_{eq}) = \tau_{wn} \int_B \frac{1}{2}mu^2f - \mathcal{F}_{eq} d^3k. \quad (63)$$

Similarly, from (62),

$$n\mathbf{v}_n = \tau_{pn} \int_B \frac{1}{2}mu^2f - \mathcal{F}_{eq} d^3k, \quad (64)$$

Remembering the general expression (10) of the scattering term and the meaning of the right hand side of (14), one sees that the scattering processes incorporated in $\mathcal{F}$ of (63)–(64) are the intraband transitions (typical examples are phonon, impurity, and electron-electron scattering). The interband transitions, in turn, are embedded in $C_n$ of (14). Examples of application of the hydrodynamic model where $C_n$ accounts for Shockley-Read-Hall, Auger, and impact-ionization transitions are given, e.g., in [6, 16]. It will be shown in section 6 that the ratio $\tau_{qn}/\tau_{pn}$ appears in the expression of the heat flux and thermal conductivity. The two relaxation times have been calculated by the method of [14] and are shown in Fig. 1.
In recent years, a transport model involving the moments up to order 2 of the BTE has been proposed, which is referred to as energy-transport model [8]. In the following, the features of the energy-transport model will be re-examined within the general frame of the moment method. It will be shown that, although the form of the equations looks similar to that of the hydrodynamic model, more complications are actually hidden in the coefficients of the odd moments. Since the analysis is similar for the carrier- and energy-continuity equations, for the sake of simplicity the $M = 1$ case only will be considered. The corresponding moment turns out to be [1]

$$-\int_B \mathbf{f}_1 \, d^3k = \int_B \tau \mathbf{u} \cdot \nabla x f_0 \, d^3k$$

$$-\frac{q}{h} \int_B \tau \mathbf{u} \cdot (\mathbf{F} \cdot \nabla x f_0) \, d^3k,$$  \hspace{1cm} (65)

where

$$f_0 = \langle f \rangle = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi \mathbf{f} \sin \theta \, d\theta \, d\varphi \hspace{1cm} (66)$$

is the average value of the distribution function on a surface at constant $k$ in the $k$ space, with $d\Omega = \sin \theta \, d\theta \, d\varphi$ the elementary solid angle, and

$$f_1 = f - f_0.$$

Introducing the diagonal tensors

$$n(\mathbf{S}_n)_{ii} = -q \int_B \frac{\delta f_0}{\delta E} u_i^2 \, d^3k,$$

$$n(\mathbf{h}_n)_i = \int_B u_i^2 \frac{\partial \tau}{\partial x_i} \, d^3k,$$

and

$$n(\mathbf{S}_n)_{ii} = \int_B f_0 u_i^2 \, d^3k, \quad n(\mathbf{h}_n)_i = \int_B u_i^2 \frac{\partial \tau}{\partial x_i} \, d^3k,$$  \hspace{1cm} (69)

(65) becomes

$$-n\mathbf{v}_n = n\mathbf{S}_n \cdot \mathbf{F} + \nabla \cdot (n\mathbf{S}_n) - n\mathbf{h}_n. \hspace{1cm} (70)$$

Assuming that $f_0$ has enough symmetry to transform $\mathbf{S}_n$ and $\mathbf{B}_n$ into scalars, (68) and the first equation of (69) yield

$$n\mu_n^e = -\frac{q}{3} \int_B \frac{\delta f_0}{\delta E} \tau u_i^2 \, d^3k, \quad nB_n = \frac{1}{3} \int_B f_0 u_i^2 \, d^3k.$$  \hspace{1cm} (71)

Introducing the definitions $\mathbf{J}_n^e = -q n\mathbf{v}_n$, $\mathbf{J}_n^{\eta} = -q n\mathbf{h}_n$, (70) yields a transport equation of the form

$$\mathbf{J}_n^e = q \mu_n^e n\mathbf{F} + q \nabla (B_n n) + \mathbf{J}_n^{\eta}.$$  \hspace{1cm} (72)

It may be observed that the only term containing the electric field in (72) is $q \mu_n^e n\mathbf{F}$. Hence, the definition (71) of mobility in the energy-transport model is readily compared with the corresponding one in the hydrodynamic model, given by $q \tau_{pn}/m$ with $\tau_{pn}$ given by (64). As far as quantity $B_n$ in (71) is concerned, the standard derivation of the model relates it to the carrier temperature. It should be pointed out, however, that $B_n$ contains the convective term as well, as can be shown by splitting the group velocity in the
usual way, i.e. \( \mathbf{u} = \mathbf{c}_n + \mathbf{v}_n \):

\[
nB_n = \frac{1}{3} \int_B f_0 (c_n^2 + v_n^2 + 2 \mathbf{c}_n \cdot \mathbf{v}_n) \tau \, d^3k
\]

\[
= \frac{1}{3} \int_B f_0 c_n^2 \tau \, d^3k + \frac{1}{3} v_n^2 \int_B f_0 \tau \, d^3k.
\]  \( (73) \)

If we set

\[
\mu_{nc}^e = \frac{q}{m} \int_B f_0 c_n^2 \tau \, d^3k, \quad T_n^e = \frac{m}{3k_B} \int_B f_0 c_n^2 \, d^3k
\]

the first integral at the right hand side of (73) transforms into

\[
\frac{1}{3} \int_B f_0 c_n^2 \tau \, d^3k = n \mu_{nc}^e \frac{k_B T_n^e}{q},
\]  \( (75) \)

while letting

\[
\bar{\tau} = \frac{1}{3} \int_B f_0 \tau \, d^3k
\]

transforms the second integral into

\[
\frac{1}{3} v_n^2 \int_B f_0 \tau \, d^3k = n \bar{\tau} v_n^2.
\]  \( (77) \)

By replacing (75), (77) into (72), and neglecting the convective term \( q \bar{\tau} v_n \cdot \text{grad} \, v_n \), the transport equation in the energy-transport model takes the form

\[
J_n^e = q \mu_{nc}^e n \mathbf{F} + n \text{grad}(\mu_{nc}^e k_B T_n^e) + \mu_{nc}^e k_B T_n^e \text{grad} \, n + q v_n \text{grad}(\bar{\tau} v_n) + J_{nh}^e,
\]  \( (78) \)

6. FURTHER DISCUSSION
ON THE HD MODEL

The starting point for the discussion is the expression of the energy flux \( \mathbf{F}_n \). It is worth a reminder that the solution scheme replaces \( n \mathbf{F}_n \) (taken from (53) or from its simplified form (55)) into the left hand side of (50). So doing, the rank-3 unknown \( \mathbf{F}_n \) is eliminated and the equation is solved for the rank-2 unknown \( T_n^e \). After that, the right hand side of (53) or (55) is known whence \( \mathbf{F}_n \) is determined. Finally, from the definition (49) of \( \mathbf{F}_n \) one may recover its rank-3 portion \( (m/2)c_n^2 \mathbf{c}_n \) (the above corresponds to the more familiar procedure of solving the first of (45) for \( n \), determining \( \mathbf{J}_n \) from the second, and recovering \( \mathbf{v}_n \) from \( \mathbf{J}_n = -q \mathbf{n} \mathbf{v}_n \). Using
the rank-3 portion of $P_n$ multiplied by $n$,

$$Q_n = n \frac{m}{2} c_n^* c_n, \quad (81)$$

and combining (49) and (55), one finds

$$Q_n = -\frac{5}{2} k_B T_n n v_n$$

$$- \frac{\tau_{nn}}{m} \text{grad} \left[ n \frac{1}{2} m v_n^2 k_B T_n + \frac{5}{2} (k_B T_n^{eq})^2 \right]$$

$$- \frac{\tau_{nn}}{m} \frac{5}{2} k_B T_n q F$$

(consistently with section 4, $(3/2) k_B T_n \gg (1/2) m v_n^2$ has been assumed in (49)). It is interesting to compare the above expression with others, taken from the literature. To this purpose, (82) is first rearranged following a few steps listed below; in the procedure, the first three definitions in (33) and the expression (45) of the current density are used.

1. The first and third terms on the right hand side of (82) are combined to yield

$$\left( \frac{\tau_{nn}}{\tau_{pn}} - 1 \right) \frac{5}{2} k_B T_n n v_n$$

$$+ \frac{\tau_{nn}}{\tau_{pn}} \frac{\mu_n}{q} \frac{5}{2} k_B T_n \text{grad}(n k_B T_n). \quad (83)$$

2. In turn, the second term yields

$$- \frac{\tau_{nn}}{\tau_{pn}} \frac{\mu_n}{q} \left[ \frac{1}{2} m v_n^2 \text{grad}(n k_B T_n) \right. \right.$$  

$$+ \frac{1}{2} n k_B T_n \text{grad}(m v_n^2)$$

$$+ \frac{5}{2} (k_B T_n^{eq})^2 \text{grad } n \right]. \quad (84)$$

3. Eqs. (83) and (84) are then added up. The first term in (84) can be neglected with respect to the last in (83) because the thermal part of the average kinetic energy is dominant. The second term in (84), which equals $-\tau_{nn} k_B T_n n v_n \text{grad } v_n$, is neglected because it is proportional to the convective part of the current density (compare with (23)). The remaining terms yield

$$Q_n = \frac{5}{2} \left( \frac{\tau_{nn}}{\tau_{pn}} - 1 \right) k_B T_n n v_n$$

$$+ \frac{5}{2} \frac{\tau_{nn}}{\tau_{pn}} \frac{\mu_n}{q} k_B^2 \times \left[ T_n \text{grad } T_n + \left( T_n^2 - (T_n^{eq})^2 \right) \text{grad } n \right]. \quad (85)$$

This expression for $Q_n$ is more convenient because it does not contain $v_n^2$, and is therefore taken as a starting point for the comparisons. The first issue is that of showing that the limiting case of (85) is consistent with the results of irreversible thermodynamics. This consistency must be sought since, as demonstrated in [17], the extension of the isothermal device equations is possible in order to incorporate heat conduction and generalized heat sources and sinks. To this purpose, letting

$$\sigma_n = q \mu_n, \quad \text{and using again the expression (45) of the current density, gives for (85)}$$

$$U_n = -\sigma_n \frac{k_B T_n}{q} \mathbf{F} + \frac{k_B}{q^2} \frac{\sigma_n T_n}{(\tau_{nn}/\tau_{pn}) - 1} \text{grad } T_n$$

$$+ \frac{k_B}{q^2} \frac{\tau_{nn} T_n^2 - \tau_{nn} (T_n^{eq})^2}{\tau_{nn} - \tau_{pn}} \text{grad log } n. \quad (87)$$

In the above, $\sigma_n$ is the electrical conductivity of the electrons, while $U_n$ and $Q_n$ are referred to as thermal current and heat flux, respectively. By taking now the limiting case $n = \text{const}$ and letting

$$L_{EE} = -\sigma_n \frac{k_B T_n}{q}, \quad L_{ET} = \frac{k_B}{q^2} \frac{\sigma_n T_n}{(\tau_{nn}/\tau_{pn}) - 1}, \quad L_{TT} = \frac{k_B}{q^2} \frac{\sigma_n T_n}{(\tau_{nn}/\tau_{pn}) - 1} \quad (88)$$

(45) and (88) take the more compact form

$$J_n = L_{EE} \mathbf{F} + L_{ET} \text{grad } T_n,$$

$$U_n = L_{TT} \mathbf{F} + L_{TT} \text{grad } T_n. \quad (89)$$

The coefficients (88) fulfill the Kelvin-Onsager rela-
The thermal conductivity of the electrons, in turn, is given by
\[ \kappa_n = \frac{L_{TE}L_{ET}}{L_{EE}} - L_{TT} = \frac{k_B^2}{q^2} \frac{\sigma_n T_n}{(\tau_{pn}/\tau_{qn}) - 1} \]  
(90)

Letting
\[ \frac{1}{(\tau_{pn}/\tau_{qn}) - 1} = \frac{5}{2} + g_n, \quad g_n = \frac{7\tau_{qn} - 5\tau_{pn}}{2(\tau_{pn} - \tau_{qn})}, \]

(91)

(90) provides the usual expression of the Wiedmann-Franz law. Finally, replacing (85) back into (49) one expresses the energy-flux density \( nP_n \) as
\[ nP_n = \frac{5}{2} \tau_{qn} T_n n v_n + \frac{5}{2} \tau_{pn} k_B^2 \sigma_n \]
\[ \times \left[ T_n \text{ grad } T_n + \left( T_n^2 - (T_n^{eq})^2 \right) \text{ grad } \log n \right]. \]

(92)

The above expression can be compared with the corresponding one in [12] (Eq. (17)). This is readily done if one neglects the convective part of the average kinetic energy in the definition of temperature there (Eq. (9)), and assumes a parabolic band. One then sees that both expressions of the energy-flux density are proportional to the factor \( T_n \), and that the convective part of it (i.e., that proportional to \( n v_n \) in (92)) is identical in the two cases. The other parts of the models (compare with Eqs. (13)–(15) of [12]) are also the same if recombination is neglected. In the traditional hydrodynamic model, the heat flux is expressed by means of Fourier's law \( Q_n = -\kappa_n' \text{ grad } T_n \), where \( \kappa_n' \) is such that \( \kappa_n'/\sigma_n T_n \) = const. This expression of \( Q_n \) is used for determining the last term at the right hand side of (49) and, in this respect, is viewed as the closure condition of the model. However, a number of difficulties can easily be envisaged in such a scheme. First, replacing Fourier's law directly into (49) implies letting \( \tau_{qn} = \tau_{pn} \) in the convective part of \( nP_n \). Second, taking \( \kappa_n'/\sigma_n T_n \) = const is in contrast with (90) where, at constant \( n \), \( \tau_{pn}/\tau_{qn} \) may still depend on \( T_n \) hence on position. Further difficulties arise from the mathematical viewpoint, since a slight change in \( g_n \) induces large relative variations around zero in the coefficient of the highest-order operator in (50).

This may in fact be the case because \( g_n \) ranges around \(-2\) [5]. This problem does not occur if one uses the model proposed here and replaces \( nP_n \) taken from (55) or (92) into the left hand side of (50). Moreover, a fitting parameter such as \( g_n \) of the standard hydrodynamic model is not needed anymore, since all coefficients are expressed in terms of the relaxation times.

A final comment is now necessary about the non-convective part of \( nP_n \) in (92), which turns out to be different from that of [12]. Specifically, the substitution
\[-T_n \text{ grad } T_n \leftrightarrow T_n \text{ grad } T_n \]
\[ + \left( T_n^2 - (T_n^{eq})^2 \right) \text{ grad } \log n \]  
(93)
is necessary in order transform one equation into the other. This is easily traced back to the different closure condition of [12] which, using the current symbols and neglecting as usual the convective part of the average kinetic energy, reads
\[ \frac{\epsilon_n \epsilon_n \epsilon_n \epsilon_n}{3} = \frac{5}{3} (\epsilon_n \epsilon_n)^2. \]

(94)

Using (94) gives rise to cancellation of a few terms in the derivation of \( nP_n \), which does not occur when using (31). In the model presented here the heat flux depends on \( \text{ grad } T_n \), \( \text{ grad } n \) and \( \mathbf{F} \). Among other things, such dependence may qualitatively explain the shift between the positions where \( Q_n = 0 \) and \( \text{ grad } T_n = 0 \) occur, found by a full solution of the BTE [10]. One may also notice that in realistic cases the signs of \( \text{ grad } T_n \) and \( \text{ grad } n \) are opposite. As a consequence, the two terms may partially compensate each other in case of rapid spatial variations in the unknowns. Of course, extensive experimenting is still necessary in order to investigate the features of the model and complete the discussion about the closure condition.

In a recent paper, the derivation of the hydrodynamic model has been reworked from the thermodynamic viewpoint, using the entropy principle [19]. Among the outcomes of that theory is a constitutive relation for \( Q_n \) (Eq. (33)) whose convective part is identical to that of (85). The non-convective part, in turn, is made identical to that of (85) using the substitution (93). This hints that the closure conditions of [12] and [19] yield the same expressions for \( nP_n \) and \( Q_n \). This is indeed true as proven by direct calculation\(^2\). A final observation is that, since the

\(^2\) R. Thoma, personal communication.
heat flux in the uniform case can be calculated in a relatively easy way by a direct solution of the BTE, its expression $Q_n = -(5/2)(1 - \tau_{q_n}/\tau_{p_n})k_BT_n n v_n$ constitutes an alternative means for estimating $\tau_{q_n}(k)$. 

7. CONCLUSIONS

The structure of the moment equations has been analyzed for the purpose of deriving a general solution scheme. Each pair of two consecutive first-order PDEs is transformed into a second-order PDE (Eq. (26)) labeled $(M, M + 1)$, $M$ even, whose unknown is a rank $M$ tensor. Each pair is linked to the next one through a tensor of rank $M + 2$, hence in any finite set of such pairs the number of unknowns exceeds the number of equations. A closer insight shows that the link is eliminated by neglecting the divergence of a rank $M + 2$ tensor, this leading to the closure condition (31). The latter, supplemented with additional information (such as the diagonal nature of the tensor involved), renders a closed set of equations. As interesting feature of the closure condition is that it is intrinsic to the equations; in other terms, it can be stated for any set of consecutive pairs in a formal way. Another observation is that the grouping of the equations into pairs automatically pinpoints the closure condition at an even-rank tensor. This is consistent with the suggestion of closing at the fourth rank instead of using Fourier’s law, that has recently been proposed in [11]. However, a comparison with the results of [11] is beyond the extent of this paper.

As an example of application, the first two pairs $(0, 1), (2, 3)$ have been examined after simplifying their tensor nature by assuming scalar relaxation times and taking the trace. It is worth noting that, by this procedure, an even-rank equation like (26) gives rise to an equation whose unknown is a scalar. This is particularly useful in view of the application of standard discretization techniques such as the Box Integration Method (see, e.g., [2]). The closure condition (31) yields the standard drift-diffusion model for $M = 0$, and a more complete form of the hydrodynamic model for $M = 2$.

Next, the form of the coefficients of (26) has briefly been examined and compared with that of the energy-transport model. It has been shown that the coefficients in the two cases are essentially different. Due to this, it has little meaning to carry out a comparison of the two models adopting the same mobility and/or diffusivity for both. This, in fact, would mask the differences inherent in the definition of the latter.

Finally, the more complete form of the hydrodynamic model proposed here has been compared with those of [12] and [19]. It has been shown that the closure condition here gives rise to a different form of the non-convective part of the heat flux (85) and, consequently, of the energy-flux density (92). This brings about the necessity of numerical experiments in order to assess the importance of each term in realistic situations. Formally, the presence of both grad $n$ and grad $T_n$ in (92) hints the possibility of a partial compensation in case of rapid spatial variations in the unknowns. Other features of the model are in common with those of [12] and [19], and confirm the insufficiency of the Fourier law in this framework. In particular, they are the presence of a convective part of the heat flux and a factor $\tau_{q_n}/\tau_{p_n}$ in the expression of the energy-flux density. Within the approximation of the model, factor $\tau_{q_n}/\tau_{p_n}$ is a function of the moments and impurity concentrations, hence of position. Finally, all coefficients are expressed in terms of the relaxation times, without resorting to independent information such as the Wiedmann-Franz law.
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