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ABSTRACT

In this paper, the central limit theorems for the density estimator and for the integrated square error are proved for the case when the underlying sequence of random variables is nonstationary. Applications to Markov processes and ARMA processes are provided.
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1. Introduction

Let \( \{X_i = (X_i^{(1)}, \ldots, X_i^{(p)}), i \geq 1\} \) be a sequence of random variables with continuous d.f.’s (distribution functions) \( F_i(x), i \geq 1, x \in \mathbb{R}^p \).

Assume that the processes satisfies the absolute regularity condition

\[
\max_{j \geq 1} \mathbb{E}\left\{ \sup_{A \in \sigma(X_{i \geq j + m})} |P(A | \sigma(X_i, 1 \leq i \leq j)) - P(A) | \right\} = \beta(m) \to 0 \text{ as } m \to \infty.
\]  

(1.1)

Here \( \sigma(X_i, 1 \leq i \leq j) \) and \( \sigma(X_i, i \geq j + m) \) are the \( \sigma \)-fields generated by \( (X_1, \ldots, X_j) \) and \( (X_{j + m}, X_{j + m + 1}, \ldots) \) respectively. Also recall that the sequence \( \{X_i\} \) satisfies the strong mixing condition if

\[
\max_{j \geq 1} \mathbb{E}\left\{ \sup_{A \in \sigma(X_i, 1 \leq i \leq j), B \in \sigma(X_i, i \geq j + m)} |P(A \cap B) - P(A)P(B) | \right\} = \alpha(m) \to 0 \text{ as } m \to \infty,
\]

and it satisfies the \( \varphi \)-mixing condition if

\[
\max_{j \geq 1} \mathbb{E}\left\{ \sup_{A \in \sigma(X_i, 1 \leq i \leq j), A \in \sigma(X_i, i \geq j + m)} |P(A | B) - P(A) | \right\} = \varphi(m) \to 0 \text{ as } m \to \infty.
\]

Since \( \alpha(m) \leq \beta(m) \leq \varphi(m) \), it follows that if \( \{X_i\} \) is absolutely regular, then it is also strong mixing and if \( \{X_i\} \) is \( \varphi \)-mixing, it is also absolutely regular.

Suppose that the distribution function \( F_n \) has a density \( f_n \), and \( F_n \) converges to a distribu-
tion function $F$ which admits a density $f$, and let $f_n^*$ be an estimator of $f$ based on $X_1, \ldots, X_n$ defined below in (2.2).

In this paper, we establish the central limit theorems for the estimator $f_n^*$ and for the integrated mean square error (I.M.S.E.) $I_n$ defined by

$$I_n = \int_{\mathbb{R}^p} \{f_n^*(x) - f(x)\}^2 dx.$$  \hspace{1cm} (1.2)

An additional asymptotic property of the I.M.S.E. is also studied in (2.5).

Several authors have proved central limit theorems for $f_n^*$ and $I_n$ when $\{X_n, n \geq 1\}$ is a sequence of independent and identically distributed random variables (see, e.g., Csörgő and Révész [2], Rosenblatt [11] and Hall [8]). Later Takahata and Yoshihara [15] proved the central limit theorem for $I_n$ when $\{X_n, n \geq 1\}$ is an absolutely regular strictly stationary sequence. See also Tran [16, 17] and Roussas and Tran [13], and for a general theory, we refer to an excellent monograph of Devroye and Györfi [5]. We may also mention the results of Roussas [12] for stationary Markov processes which are Doeblin recurrent and also the results of Doukhan and Ghindès [6] on the estimation in a Markov chain.

In this paper using some of the ideas of Takahata and Yoshihara [15], we prove the central limit theorem for $f_n^*$ and $I_n$ when the sequence is not stationary.

In section 5, we give applications of our results to Markov processes and ARMA processes for which the initial measure is not necessary to be the invariant measure. Under suitable conditions, any initial measure converges to the invariant measure. We estimate the density of this invariant measure by the estimator $f_n^*$ defined below in (2.2).

2. Asymptotically Unbiased Estimation of the Invariant Density

Let $K(x)$ be a bounded, non-negative function on $\mathbb{R}^p$ such that

$$\int K(x)dx = 1, \quad \int x(i)K(x)dx = 0 \quad \text{and} \quad \int x(i)x(j)K(x)dx = 2\tau \delta_{ij}, \quad 1 \leq i, j \leq p, \quad \text{and} \quad \lim_{|x| \to \infty} K(x) = 0.$$  \hspace{1cm} (2.1)

Here $x = (x^{(1)}, \ldots, x^{(p)})$, $dx = dx^{(1)} \cdots dx^{(p)}$, $|x| = \sup_{1 \leq j \leq p} |x^{(j)}|$, $\tau$ is a constant which does not depend on $i$ and $j$, and $\delta_{ij} = 1$ if $i = j$, and $= 0$, otherwise.

We define the estimator $f_n^*$ of $f$ by

$$f_n^*(x) = (nh^p)^{-1} \sum_{i=1}^{n} K\left(\frac{x - X_i}{h}\right)$$  \hspace{1cm} (2.2)

where $h = h(n)$ is a sequence of positive constants such that $n^{\gamma/2}h^p \to \infty$, $0 < \gamma < 1$ and $h^p(\log n)^2 \to 0$ as $n \to \infty$ and $h \to 0$.

Let $F_{i,j}$ be the d.f. of $(X_i, X_j)$.

**Theorem 2.1:** Suppose the sequence $\{X_i\}$ is absolutely regular with rates satisfying

$$\beta(m) = O(\rho^m) \quad \text{for some} \quad 0 < \rho < 1.$$  \hspace{1cm} (2.3)

Furthermore, assume that for any $j - i > 1$, there exists a continuous d.f. $F_{j-i}^*$ on $\mathbb{R}^{2p}$ with marginals $F$ such that

...
\[ \left\| F_{i,j} - F^*_{j-i} \right\| = O(\rho_0^i), \quad 1 \leq i < j \leq n, \quad n \geq 1 \text{ for some } 0 < \rho_0 < 1 \]  
where \( \left\| \right\| \) denotes the norm of total variation. Then we have

\[ \int E(f_n^*(x) - f(x))^2 \, dx \to 0 \text{ as } n \to \infty. \]  

**Proof:** We have

\[ \int E(f_n^*(x) - f(x))^2 \, dx \]

\[ \leq \left| \int \left( \int \left( \frac{1}{nh^P} \sum_{i=1}^{n} K\left( \frac{x-y_i}{h} \right) - f(x) \right)^2 Q_n(dy_1,\ldots,dy_n) \right) \, dx \right| \]

\[ - \int \left( \int \left( \frac{1}{nh^P} \sum_{i=1}^{n} K\left( \frac{x-y_i}{h} \right) - f(x) \right)^2 Q^*_n(dz_1,\ldots,dz_n) \right) \, dx \]

\[ + 2 \int \left( \int \left( \frac{1}{nh^P} \sum_{i=1}^{n} K\left( \frac{x-y_i}{h} \right) - \int K\left( \frac{xy_i}{h} \right) f(y_i) \, dy_i \right)^2 Q^*_n(dz_1,\ldots,dz_n) \right) \, dx \]

\[ + 2 \int \left( \frac{1}{nh^P} \sum_{i=1}^{n} \int K\left( \frac{x-y_i}{h} \right) f(z_i) \, dz_i - f(x) \right)^2 \, dx \]

\[ = I_1 + I_2 + I_3 \]  

where \( Q_n \) is the d.f. of \((X_1,\ldots,X_n)\) and \( Q^*_n \) is the d.f. of \((X^*_1,\ldots,X^*_n)\) where \( (X^*_i, i \geq 1) \) is a strictly stationary sequence of random variables which is absolutely regular with a rate satisfying (2.3), for which the d.f. function of \( X^*_1 \) is \( F \) and the d.f. function of \((X^*_1,X^*_2)\) is \( F^*_{1-1} \).

We can write

\[ I_1 \leq 2 \left| \int \int (nh^P)^{-1} \sum_{i=1}^{n} K\left( \frac{x-y_i}{h} \right) (dF_i(y_i)) f(x) \, dx \right| \]

\[ + (nh^P)^{-2} \sum_{1 \leq i \neq j \leq n} \left| \int \int K\left( \frac{x-y_i}{h} \right) K\left( \frac{x-y_j}{h} \right) (dF_i, j(y_i,y_j) - dF^*_{j-i}(y_i,y_j)) \, dx \right| \]

\[ + \left| \int \int \left( nh^P \right)^{-2} \left( \sum_{i=1}^{n} K\left( \frac{x-y_i}{h} \right) \right)^2 (dF_i(y_i) - dF(y_i)) \, dx \right| \]

\[ \leq 2 \left| \sum_{i=1}^{n} \int \left( \int K(u_i) f(y_i + hu_i) \, du_i \right) (dF_i(y_i) - dF(y_i)) \right| \]

\[ + (nh^P)^{-2} \sum_{1 \leq i \neq j \leq n} \left| \int \int K\left( \frac{x-y_i}{h} \right) K\left( \frac{x-y_j}{h} \right) (dF_i, j(y_i,y_j) - dF^*_{j-i}(y_i,y_j)) \, dx \right| \]

\[ + (nh^P)^{-2} \sum_{i=1}^{n} \int \int K\left( \frac{x-y_i}{h} \right)^2 (dF_i(y_i) - dF(y_i)) \, dx. \]

From the decompositions

\[ \sum_{i=1}^{m} = \sum_{i=1}^{m} + \sum_{i=m+1}^{n} \]

and
where \( m = \lfloor n^{1 - \gamma/2} \rfloor \) (\( \lfloor a \rfloor \) is the integer part of \( a \)), we have by using (2.4)

\[
I_1 \leq O(n^{-\gamma/2}) + O(n^{1 + \gamma/2}h^p) - 1
\]

and \( I_1 \) converges to zero as \( n \to \infty \) by using (2.4).

Next

\[
I_2 \leq \left| \sum_{1 \leq i \neq j \leq n} \left[ \sum_{m < |j-i| < n} + \sum_{1 \leq j < i \leq n} \right] \int K^2(\frac{x-x_i}{h})f(x)dx - n^{-1}h^{-p} \int K(\frac{x-x}{h})f(x)dx \right|^2 dx
\]

where \( C > 0 \). From Lemma 6.8\(^2\), we deduce

\[
h^{-p} \int K^2(\frac{x-x_i}{h})f(x)dx \to f(x) \int K^2(x)dx \text{ as } n \to \infty
\]

and

\[
h^{-p} \int K(\frac{x-x_i}{h})f(x)dx \to f(x) \text{ as } n \to \infty.
\]

As \( (nh^p) \to \infty \) when \( n \to \infty \), we deduce that \( I_2 \) converges to zero as \( n \to \infty \).

From the condition of absolute regularity and Lemma 6.3, we can write

\[
\text{Cov}
\left( K\left( \frac{x-X_i^*}{h} \right), K\left( \frac{x-X_j^*}{h} \right) \right) \leq 2\beta^{\delta/(2+\delta)}(j-i)[E( | K\left( \frac{x-X_i^*}{h} \right) |^{2+\delta})^{2/(2+\delta)}
\]

where \( C \) is some constant > 0.

Thus

\[
(nh^p)^{2/(2+\delta)}\left[ \sum_{1 \leq i \neq j \leq n} \text{Cov}
\left( K\left( \frac{x-X_i^*}{h} \right), K\left( \frac{x-X_j^*}{h} \right) \right) \right]
\]

\[
\leq (n^{-1}h^{-2p/(2+\delta)}) \sum_{i=1}^{n} \sum_{j=1}^{n} (n-j)2C\beta^{\delta/(2+\delta)}(j-i)[E( | K\left( \frac{x-X_i^*}{h} \right) |^{2+\delta})^{2/(2+\delta)}
\]

\[
\leq 2C \sum_{i=1}^{\infty} \beta^{\delta/(2+\delta)}(i) \left[ h^{-p}E[ | K\left( \frac{x-X_i^*}{h} \right) |^{2+\delta})^{2/(2+\delta)} = I_2^*. \right.
\]

From Lemma 6.8, the above expression converges (as \( n \to \infty \)) as

\[
2C \sum_{i=1}^{\infty} \beta^{\delta/(2+\delta)}(i) \left( \int f(x) \int K(x)dx \right)^{2/(2+\delta)}
\]

Thus

\[
I_2^2 \leq 4n^{-1}(h^p)^{\delta/(2+\delta)}I_2^*.
\]

It follows that \( I_2^2 \) converges to zero and from (2.8)-(2.10) that \( I_2 \) converges to zero.

Finally, again from Lemma 6.8, we deduce that \( I_3 \to 0 \) as \( n \to \infty \).

Thus \( I_1 + I_2 + I_3 \to 0 \) as \( n \to \infty \) and Theorem 2.1 is proved.

\(^2\)The proofs of Lemmas 6.1-6.9 are discussed in the Appendix.
Theorem 2.2: Suppose the sequence \( \{X_i\} \) satisfies the conditions of Theorem 2.1. Then, at every continuity point \( x \) of \( f \), we have

\[
E(f_n^*(x)) \rightarrow f(x) \quad \text{as} \quad n \to \infty \quad (2.11)
\]

\[
E(f_n^*(x) - f(x))^2 \to 0 \quad \text{as} \quad n \to \infty. \quad (2.12)
\]

Proof: Since the proof of (2.12) is similar to that of (2.5), we only prove (2.11).

We have

\[
E(f_n^*(x) - f(x)) = (nh)^{-1} \sum_{i=1}^{n} \int K(\frac{x - y_i}{h}) f_i(y_i) dy_i - f(x)
\]

\[
= (nh)^{-1} \sum_{i=1}^{n} \int K(\frac{x - y_i}{h}) f_i(y_i) dy_i - f(x) + (nh)^{-1} \sum_{i=1}^{n} \int K(\frac{x - y_i}{h}) f_i(y_i) dy_i - f(x).
\]

The first term converges to zero from condition (2.4) and the second term converges to zero from Lemma 6.8.

3. Asymptotic Normality of the Estimator \( f_n^*(x) \)

Denote

\[
\sigma^2_1(x) = f(x) \int K^2(x) dx. \quad (3.1)
\]

Theorem 3.1: Suppose the sequence \( \{X_i\} \) satisfies the conditions of Theorem 2.1, then at every continuity point \( x \) of \( f \), \( (nh)^2 [f_n^*(x) - E(f_n^*(x))] \) converges in law to the normal distribution with mean 0 and variance \( \sigma^2_1(x) \).

Proof: First we prove that

\[
E[(nh)^{-1} [f_n^*(x) - E(f_n^*(x))]^2] \text{ converges to } \sigma^2_1(x). \quad (3.2)
\]

We have

\[
E[(nh)^{-1} [f_n^*(x) - E(f_n^*(x))]^2]
\]

\[
= (nh)^{2} \sum_{i=1}^{n} \left[ K(\frac{x - y_i}{h}) - \int K(\frac{x - z_i}{h}) f_i(z_i) dz_i \right]^2 \mathcal{Q}_n(dy_1, \ldots, dy_n)
\]

\[
= (nh)^{-1} \sum_{i=1}^{n} \left[ K(\frac{x - y_i}{h}) - \int K(\frac{x - z_i}{h}) f_i(z_i) dz_i \right]^2 f_i(y_i) dy_i
\]

\[
+ (nh)^{-1} \sum_{1 \leq k \neq j \leq n} \left( K(\frac{x - y_i}{h}) - \int K(\frac{x - z_i}{h}) f_i(z_i) dz_i \right) \times \left( K(\frac{x - y_j}{h}) - \int K(\frac{x - z_j}{h}) f_j(z_j) dz_j \right) F_i,j(dy_i, dy_j) = J_1 + J_2.
\]

It follows from (2.4) that

\[
J_1 \rightarrow f(x) \int K^2(x) dx \quad \text{as} \quad n \to \infty. \quad (3.3)
\]
Now, define $A_{i,j}$ by
\[
A_{i,j} = \int \left[ K\left( \frac{x-y_i}{h} \right) - \int K\left( \frac{x-z_i}{h} \right) f_i(z_i) \, dz_i \right] \left[ K\left( \frac{x-y_j}{h} \right) - \int K\left( \frac{x-z_j}{h} \right) f_j(z_j) \, dz_j \right] \times F_{i,j}(dy_i, dy_j).
\]
Letting $k = k_n = (\log n)^2$, where $[a]$ denotes the integer part of $a$, we have
\[
J_2 \leq (nh^p)^{-1} \left( \sum_{1 \leq i \neq j \leq n} \left| A_{i,j} \right| + \sum_{1 \leq i \neq j \leq n} \left| A_{j,i} \right| \right)
\]
\[
\leq h^{-p} k M^2 h^{2p} + h^{-p} \sum_{i=k+1}^{n} [\beta(i+1)]^{\delta/(2+\delta)} (M_2 + \delta)^{2/(2+\delta)}
\]
where $M = \sup_{x \in \mathbb{R}} |K(x)|$ and $M_2 + \delta = \sup_{n \geq 1} \max_{1 \leq i \leq n} E \left| K\left( \frac{x-X_i}{h} \right) \right|^{2+\delta}$. As $h^p (\log n)^2 \to 0$ as $n \to \infty$, we deduce $h^p k \to 0$ as $n \to \infty$. From (3.3), we deduce also that $h^{-p} [\beta(k+1)]^{\delta/(2+\delta)} \to 0$ as $n \to \infty$. Consequently,
\[
J_2 \to 0 \quad \text{as } n \to \infty. \quad (3.4)
\]
From (3.3) and (3.4) we have (3.2).

Now let $c_0$ be a sufficient large number such that
\[
\beta(m) = o(n^{-2})
\]
where $m = m_n = [c_0 \log n]$. Further, let $\ell = \ell_n = \lfloor n^{-1-\gamma} \rfloor$ and $q = q_n = \lfloor n/\ell + m \rfloor$. Define a sequence $\{(a', \alpha''), i = 1, \ldots, q\}$ of pairs of integers inductively as follows:
\[
a'_0 = 0, \quad a'_i = a'_{i-1} + m, \quad a''_i = a'_i + \ell - 1, \quad (i = 1, 2, \ldots, q).
\]
Defining $A_j$ by
\[
A_j = K\left( \frac{x-X_j}{h} \right) - E\left( \left( K\left( \frac{x-X_j}{h} \right) \right) \right).
\]
Using Lemma 6.1 (in Appendix), and Lemma 4 of Takahata and Yoshihara [15], we have
\[
E\left( \exp \left\{ \frac{it}{n^{1/2}h^n/2} \sum_{j=1}^{n} A_j \right\} \right) \sim \prod_{\alpha=1}^{q} E\left( \exp \left\{ \frac{it}{n^{1/2}h^n/2} \sum_{j=1}^\ell A_j \right\} \right) + Cq \beta(m)
\]
\[
= \left\{ 1 - \frac{t^2}{2nh} E \left( \sum_{j=1}^{\ell} A_j \right)^2 + O\left( \frac{t^3}{n^{3/2}h^3 p/2} \right) \right\}^{q} + o(n^{-2+\gamma})
\]
\[
= \exp \left\{ -\frac{t^2}{2} \frac{q}{nh} E \left( \sum_{j=1}^{\ell} A_j \right)^2 + O\left( \frac{q}{n^{3/2} h^{3p/2}} \right) + o(n^{-2+\gamma}) \right\}^{q} + o(n^{-2+\gamma}).
\]
Thus by (3.2)
\[
\lim_{n \to \infty} \frac{q}{nh} E \left( \sum_{j=1}^{\ell} A_j \right)^2 = \sigma_1^2(x).
\]
The results follows.
4. Asymptotic Normality of the Integrated Square Error $I_n$

We assume that
(i) $\int |x^{(i)} x^{(j)} x^{(k)}| K(x) dx \leq M < \infty$ for each $i, j$ and $k$ ($1 \leq i, j, k \leq p$),
(ii) the density functions $f^{*}_{j}(x, y)$ of $F^{*}_{j}(x, y)$ exist for each $j$,
(iii) second partial derivatives of $f(x)$ and $f^{*}_{j}(x, y)$ exist, are uniformly bounded and satisfy the Lipschitz condition of order one. Furthermore, all the second order partial derivatives of $f(x)$ and of $f^{*}_{j}(x, y)$ belong to the ball in $L^1(\mathbb{R}^P)$, and in $L^1(\mathbb{R}^P \times \mathbb{R}^P)$ respectively.

Denote
\[
\sigma^2 = \int \{[\Delta f(x)]^2\} f(x) dx - [\int \{\Delta f(x)\} f(x) dx]^2
\]
\[
+ 2 \sum_{i=1}^{\infty} \left( \int \{\Delta f(x)\Delta f(y)\} dF^{*}_{i}(dx, dy) - [\int \{\Delta f(x)\} f(x) dx]^2 \right),
\]
where $\Delta = \sum_{i=1}^{p} \frac{\partial^2}{\partial x^{(i)}}$ is Laplacian,
\[
\tau^2 \sigma_3^2 = \left\{ \int f^2(x) dx \right\} \left\{ \int K(u)K(u+v) du \right\}^2 dv,
\]
and let
\[
d(n) = \begin{cases} 
\frac{1}{n^2h^2 - 2} & \text{if } nh^{p+4} \to \infty \\
nh^{p/2} & \text{if } nh^{p+4} \to 0 \\
n^{(p+8)/2(p+4)} & \text{if } nh^{p+4} \to \lambda \quad (0 < \lambda < \infty).
\end{cases}
\]
(Note that $\tau$ in (4.2) is the same as in (2.1)).

Then our main result is the following:

**Theorem 4.1:** Suppose that the conditions of Theorem 2.1 hold. Then $\sigma_2 > 0$ and $\sigma_3 > 0$ exist, and
\[
d(n) \{I_n - E(I_n)\} \Rightarrow \begin{cases} 
\frac{2\tau \sigma_2 Z}{\sqrt{n}} & \text{if } nh^{p+4} \to \infty \\
\frac{2\tau \sigma_3 Z}{\sqrt{n}} & \text{if } nh^{p+4} \to 0 \\
\frac{(r\tau^2 \sigma_3^2 \lambda^4/(p+4) + 2\sigma_3^2 \lambda - p/(p+4))^{1/2}}{\sqrt{n}} & \text{if } nh^{p+4} \to \lambda \quad (0 < \lambda < \infty).
\end{cases}
\]
in distribution where $Z$ has the standard normal distribution.

**Proof:** For brevity, we use the following notations
\[
H_{i,j}(x, y) = \int \left\{K\left(\frac{u-x}{h}\right) - E\left(K\left(\frac{u-X_i}{h}\right)\right)\right\} \left\{K\left(\frac{u-y}{h}\right) - E\left(K\left(\frac{u-X_j}{h}\right)\right)\right\} du, \quad 1 \leq i, j \leq n
\]
\[
\tilde{H}_{i,j}(x_i, X_j) = H_{i,j}(x_i, X_j) - E(H_{i,j}(x_i, X_j))
\]
\[
K_j = \int \left\{K\left(\frac{x-X_j}{h}\right) - E\left(K\left(\frac{x-X_j}{h}\right)\right)\right\} \{E(f^*_n(x)) - f(x)\} dx, \quad 1 \leq j \leq n.
\]

First, we decompose $I_n - E(I_n)$ as follows:
\[
I_n - E(I_n) = 2(n^2h^{2p})^{-1} \sum_{1 \leq i < j \leq n} \tilde{H}_{i,j}(x_i, X_j)
\]
\[ + 2(nh^p)^{-1} \sum_{j=1}^{n} K_j + (n^2h^{2p})^{-1} \sum_{j=1}^{n} \left[ \int \left( K\left( \frac{x-X_j}{h} \right) - E\left( K\left( \frac{x-X_j}{h} \right) \right) \right)^2 dx \right] \]

\[ - \int E\left( K\left( \frac{x-X_j}{h} \right) - E\left( K\left( \frac{x-X_j}{h} \right) \right) \right)^2 dx \]

\[ = I_1 + I_2 + I_3. \quad (4.7) \]

The main part of the proof of the theorem is broken into proofs of the following four propositions. The first proposition uses Dvoretzsky's theorem \[7\] and Proposition 3.1 of Takahata and Yoshihara \[15\].

Let \( c_1 \) be a sufficiently large number such that

\[ \beta(m) = O(n^{-8}) \]

where \( m = m_n = [c_1 \log n] \).

Further, let \( r = r_n = \lceil n^4 \rceil \) and \( k = k_n = \lceil n/(r + m) \rceil \). Define a sequence \( \{(a_i, b_i), i = 1, \ldots, k\} \) of pairs of integers inductively as follows:

\[ b_0 = 0, \quad a_i = b_{i-1} + m, \quad b_i = a_i + r - 1 \quad (i = 1, 2, \ldots, k). \]

Let \( \mathcal{F}_\alpha = \sigma(X_i; 1 \leq i \leq a_\alpha - m), (\alpha = 1, 2, \ldots, k) \).

Put

\[ T_{\alpha} = T_{\alpha n} = \sum_{i = a_\alpha}^{b_\alpha} \sum_{j = 1}^{a_\alpha - m} H_{i, j}(X_i, X_j), \quad \alpha = 1, \ldots, k \quad (4.7') \]

and

\[ U_n = \sum_{\alpha = 1}^{k} (T_{\alpha n} - E(T_{\alpha n})), \quad S_n = \sum_{1 \leq i < j \leq n} \tilde{H}_{i, j}(X_i, X_j). \]

**Proposition 4.1:** If the conditions of Theorem 4.1 are satisfied, then \((nh^{3p}/2)^{-1} S_n \) converges in law to the normal distribution with mean 0 and variance \( \sigma_3^2 \) defined in (4.2).

**Proof:** Let \( s_n = \text{Var} U_n \). If we prove

\[ s_n^{-1} \sum_{\alpha = 1}^{k} E(T_{\alpha} | \mathcal{F}_\alpha) \rightarrow 0 \text{ in probability as } n \rightarrow \infty, \quad (4.8) \]

\[ (s_n^2)^{-1} \sum_{\alpha = 1}^{k} [E(T_{\alpha}^2 | \mathcal{F}_\alpha) - (E(T_{\alpha} | \mathcal{F}_\alpha))^2] \rightarrow 1 \text{ in probability as } n \rightarrow \infty, \quad (4.9) \]

and

\[ (s_n^4)^{-1} \sum_{\alpha = 1}^{k} E(T_{\alpha}^4) \rightarrow 0 \text{ as } n \rightarrow \infty, \quad (4.10) \]

then, it will follow from Dvoretzky's theorem \[7\] that \( s_n^{-1} U_n \) converges in law to a \( N(0, 1) \) random variable.

The proofs of (4.8) and (4.9) are given in Lemma 6.4 and that of (4.10) in Lemma 6.7 in the Appendix.

Proposition 4.1 will now follow if we show that

\[ 2s_n^2(n^2h^{3p})^{-1} = \sigma_3^2(1 + o(1)) \quad (4.11) \]

and

\[ s_n^{-2} E(S_n - U_n)^2 \rightarrow 0 \text{ in probability as } n \rightarrow \infty. \quad (4.12) \]

(4.11) and (4.12) are proved in Lemmas 6.4 and 6.6, respectively (see Appendix).
Proposition 4.2: If conditions of Theorem 4.1 are satisfied and if \( nh^{p+4} \rightarrow \infty \) as \( n \rightarrow \infty \), then \( nh^{-2}I_2 \) converges in law to the normal distribution with mean 0 and variance \( 2\pi^2\sigma^2 \) defined in (4.1).

Proof: We first prove that 
\[
E(nh^{-4}I_2^2) \text{ converges to } 2\pi^2\sigma^2 \text{ as } n \rightarrow \infty.
\] (4.13)

We have 
\[
E(nh^{-4}I_2^2) = 4(nh^{2p+4})^{-1}E\left(\sum_{j=1}^{n} K_j\right)^2.
\] (4.14)

First, we prove that 
\[
\lim_{n \to \infty} n^{-1} \sum_{1 \leq i < j \leq n} E((h^{2p+4})^{-1}E(K_i K_j) - C_{j-i}) = 0
\] (4.15)

where 
\[
C_\ell = \pi^2 \int \int \left\{ \Delta f(x) \Delta f(y) \right\} F_\ell^*(dx, dy) - \left[ \int \Delta f(x) f(x)dx \right]^2, \quad \ell > 1.
\]

We can write
\[
E(K_i K_j) = \int \int \left\{ \int \left( K\left(\frac{x-y_i}{h}\right) - E\left(\frac{x-y_i}{h}\right) \right) \left( f_n^*(x) - f(x) \right) dx \right\} \left\{ f_n^*(x) - f(x) \right\} dx
\]
\[
\left[ \int \left\{ K\left(\frac{x-y_j}{h}\right) - E\left(\frac{x-y_j}{h}\right) \right\} \left( f_n^*(x) - f(x) \right) dx \right\] F_{i,j}(dy_i, dy_j).
\]

Since 
\[
E(f_n^*(x) - f(x)) = (nh^{p-1}) \sum_{i=1}^{n} \int K\left(\frac{x-u}{h}\right) dF_i(u) - dF(u)
\]
\[
+ (nh^{p-1}) \sum_{i=1}^{n} \int K\left(\frac{x-u}{h}\right) dF(u) - f(x)
\]

= \(O(n^{-\gamma}) + h^2\pi\Delta f(x) + O(h^3) \) (from conditions (2.4) and (i)-(iii)), we obtain 
\[
E(K_i K_j) = \int \int \left\{ \int \left( K\left(\frac{x-y_i}{h}\right) - E\left(\frac{x-y_i}{h}\right) \right) \left( h^2\pi f(x) + O(h^3) + O(n^{-\gamma}) \right) dx \right\}
\]
\[
\left[ \int \left\{ K\left(\frac{x-y_j}{h}\right) - E\left(\frac{x-y_j}{h}\right) \right\} \left( h^2\pi f(x) + O(h^3) + O(n^{-\gamma}) \right) dz \right] F_{i,j}(dy_i, dy_j).
\]

Put 
\[
C_\ell^* = \int \int \left[ \int \left( K\left(\frac{x-y}{h}\right) - E\left(\frac{x-y}{h}\right) \right) \left( h^2\pi f(x) \right) dx \right] \left[ \int \left( K\left(\frac{z-X_i}{h}\right) - E\left(\frac{z-X_i}{h}\right) \right) \left( h^2\pi f(z) \right) dz \right] dF_{i,j}(dy, du)
\]

which implies that 
\[
n^{-1} \sum_{1 \leq i < j \leq n} E(K_i K_j) - \sum_{i=1}^{n} (n-i)C_i^* n^{-1} \sum_{1 \leq i < j \leq m} E(K_i K_j) - \sum_{i=1}^{m} (n-i)C_i^* n^{-1} \sum_{m < i \leq n} E(K_i K_j) - \sum_{i=m+1}^{n} (n-i)C_i^* \]

\[
\leq n^{-1} \sum_{1 \leq i \leq m} E(K_i K_j) - \sum_{i=1}^{m} (n-i)C_i^* \]

\[
+ n^{-1} \sum_{m < j \leq n} E(K_i K_j) - \sum_{i=m+1}^{n} (n-i)C_i^*.
\]
\[
\leq n^{-1} \left| (h^{2p} + 4)^{-1} \sum_{1 \leq j-i \leq m} \int \int \left[ \sum_{1 \leq j-i \leq m} \left\{ E(K(x-y_i)) - E(K(x-y_i)) \right\} h^{2}\Delta f(x)dx \right] \right|
\]

\[
\times \left[ \int \left\{ E(K(z-y_j)) - E\left(K\left(\frac{z-X_j}{h}\right)\right) \right\} h^{2}\Delta f(z)dz \right] F_{i,j}(dy_i, dy_j) - \sum_{i=1}^{m} (n-i)C_i^* \right|
\]

\[
+ m\left[ O(h) + O((n^{7}h)^{-1}) + O(h^{2}) + O((n^{7}h)^{-1}) + O(n^{-27}) \right]
\]

\[
+ n^{-1} \left| (h^{2p} + 4)^{-1} \sum_{m < j-i \leq n} E(K_iK_j) - \sum_{i=m+1}^{n} (n-i)C_i^* \right|
\]

\[
= I_n + J_n + L_n, \text{ say.}
\]

From condition (2.4), we deduce

\[
I_n = mO(n^{-1}).
\]

Also

\[
J_n = m[O(h) + O((n^{7}h)^{-1})].
\]

From condition (2.3), we have

\[
L_n = O(p^m).
\]

For \( \epsilon > 0 \), let \( m \) be fixed such that

\[
L_n < \epsilon/3. \tag{4.16}
\]

We can find \( n_0 \) sufficiently large such that for any \( n > n_0 \)

\[
J_n < \epsilon/3 \text{ and } I_n < \epsilon/3. \tag{4.17}
\]

From (4.16) and (4.17) we deduce that

\[
\lim_{n \to \infty} \left| \sum_{1 \leq i < j \leq n} E(K_iK_j) - C_j^*_{j-i} \right| = 0. \tag{4.18}
\]

From Remark 2 in Takahata and Yoshihara [15], we deduce

\[
\lim_{n \to \infty} \left| \sum_{1 \leq i < j \leq n} (C_j^* - C_j^*_{j-i}) \right| = 0 \tag{4.19}
\]

(4.18) and (4.19) entail (4.15).

Following the arguments similar to deriving (4.18) and (4.19), we obtain

\[
\lim_{n \to \infty} \left| (nh^{2p} + 4)^{-1} \sum_{i=1}^{n} E(K_i)^2 - C_0 \right| = 0 \tag{4.20}
\]

where

\[
C_0 = \int \left\{ \Delta f(x) \right\}^2 f(x)dx - \left[ \int \{ \Delta f(x) \} f(x)dx \right]^2.
\]

Finally we have

\[
E(nh^{-4}I_2) - 2\tau^2 \sigma_2^2 \leq 2n^{-1} \left| \sum_{1 \leq i \neq j \leq n} (h^{2p} + 4)^{-1} E(K_iK_j) - \sum_{i=1}^{n} (n-i)C_i \right|
\]

\[
+ \sum_{i=n+1}^{+\infty} |C_i| + \sum_{i=1}^{n} \sum_{k=i}^{+\infty} |C_k| = A_n + B_n + C_n, \text{ say.}
\]
From (4.15) and (4.20), $A_n \to 0$ as $n \to \infty$ and from Lemma 6.3 in the Appendix and condition (2.3) we easily deduce that $B_n \to 0$ and $C_n \to 0$ as $n \to \infty$.

This proves (4.13).

Now using Lemma 6.9 (in Appendix) and Lemma 4 of Takahata and Yoshihara [15]

$$E\left(\sum_{j=1}^{n} K_j\right)^3 \leq C \left(\sum_{j=1}^{n} E(K_j^6)^{1/3}\right) \leq C n^{3/2} h^{3(p+2)}$$

where $C$ is some constant $>0$.

Hence, using Lemma 6.1 (in Appendix) we have

$$E\left(\exp\left\{it\frac{1}{n^{1/2}h_p + 2} \sum_{j=1}^{n} K_j\right\}\right) \sim \prod_{\alpha=1}^{k} E\left(\exp\left\{it\frac{1}{n^{1/2}h_p + 2} \sum_{j=a_{\alpha}}^{b_{\alpha}} K_j\right\}\right) + Ck\beta(m)$$

$$= \left\{1 - \frac{t^2}{2 nh^{2(p+2)}} \left(\sum_{j=1}^{r} K_j\right)^2 + O\left(\frac{|t^3|}{n^{3/2}h^{3(p+2)/2}} \left|\sum_{j=1}^{r} K_j\right|^3\right)\right\}^k + o(n^{-1})$$

Thus by (4.13)

$$\lim_{n \to \infty} \frac{1}{nh^{2(p+2)}} E\left(\sum_{j=1}^{r} K_j\right)^2 = 2r^2 \sigma^2_2$$

The result follows.

**Proposition 4.3:** If $nh^{p+4} \rightarrow \lambda$, $(0 < \lambda < \infty)$ as $n \rightarrow \infty$, then $n^{(p+8)/2(p+4)} I_2(n)$ and $n^{(p+8)/2(p+4)} n^{-2} h^{-2} P_n$ are asymptotically uncorrelated as $n \rightarrow \infty$.

**Proof:** By Lemma 6.1, Schwarz’s inequality and (6.3), we have

$$|E(nh^{p} I_2 S_n)| \leq \sum_{i=1}^{n} \sum_{1 \leq i < k \leq n} |E(K_i \tilde{H}_{j,k}(X_j, X_k))|$$

$$\leq \left\{ \sum_{\max(|i-j|, |j-k|, |k-i|) \leq m} \max(|i-j|, |j-k|, |k-i|) > m \right\} |E(K_i \tilde{H}_{j,k}(X_j, X_k))|$$

$$\leq C \sup_{1 \leq i \leq n} \|K_i\|_2 \max \|\tilde{H}_{j,k}(X_j, X_k)\|_2 + n^3 \beta(m)$$

$$\leq C \sup_{1 \leq i \leq n} \|K_i\|_2 \leq C h^{p+2} + C n^{(p+4)/2(p+1)} n^{-2} h^{-2} P_n$$

since $\sup_{1 \leq i \leq n} \|K_i\|_2 \leq C h^{p+2}$ where $\|K_i\|_2 = (E(K_i^2))^{1/2}$ and $C$ is a constant $>0$.

From (4.21), we deduce

$$E(n^{(p+8)/2(p+4)} I_2 n^{(p+8)/2(p+4)} n^{-2} h^{-2} P_n)$$

$$\leq C n^{1 + \frac{4}{p+4}} n^{-2} h^{-2} P_n^{-1} h^{-p} n h^{p} + 2 h^{m^2}$$

$$= \frac{C h^{m^2}}{(nh^{p+4})^{p/p+4}}$$

From $nh^{p+4} \rightarrow \lambda$ as $n \rightarrow \infty$ and $m = O(\log n)$, we deduce that
which proves Proposition 4.3.

**Proposition 4.4:** If the conditions of Theorem 4.1 are satisfied, then

$$\text{Var}(I_3) = O(n^{-3} h^{-2p}).$$

**Proof:** Let

$$M_i = \int \left\{ K\left( \frac{x-X_i}{h} \right) - E\left( K\left( \frac{x-X_i}{h} \right) \right) \right\}^2 dx.$$ 

From Lemma 2 in Hall [8], it follows that

$$\sup_{1 \leq i \leq n} E(M_i^2) = O(h^{2p}).$$

By Lemma 4 of Takahata and Yoshihara [15], we have

$$n^{-4} h^{4p} \text{Var}(I_3) = E \left[ \sum_{j=1}^{n} \{ M_j - E(M_j) \} \right]^2 \leq C \sup_{1 \leq j \leq n} \| M_j - E(M_j) \|_2^2$$

$$\leq C \sup_{1 \leq j \leq n} \| M_j \|_3^2 \leq Cn h^{2p}$$

and Proposition 4.4 is proved.

---

**5. Applications**

**5.1**

Consider a sequence \( \{X_i, i \geq 1\} \) of \( \mathbb{R}^p \)-valued random variables which is a Markov process with transition probability \( P(x; A) \) where \( A \in \mathcal{B} \), \( \mathcal{B} \) is the Borel σ-field of \( \mathbb{R}^p \) and \( x \in \mathbb{R}^p \).

Recall that the Markov process is *geometrically ergodic* if it is ergodic and if there exists \( 0 < \rho < 1 \) such that

$$\| P^n(x; \cdot) - \mu(\cdot) \| = O(\rho^n) \text{ for all a.s. } x \in \mathbb{R}^p$$

(5.1)

where \( \mu \) is the invariant measure and \( P^n \) the \( n \)-step transition probability.

We say that the process \( \{X_i, i \geq 1\} \) has \( \nu \) for initial probability measure if the law of probability of \( X_1 \) is defined by \( \nu \) and for any \( i > 1 \), the law of probability \( P_i \) of \( X_i \) is defined by \( \nu P^{i-1} \).

For any probability measure \( \nu \) and any transition probability \( Q \) we denote by \( Q \otimes \nu \) the probability measure defined on \( \mathbb{R}^{2p} \) by

$$Q \otimes \nu(A \times B) = \int_H Q(x; A)\nu(dx) \text{ for any } A \times B \in \mathcal{B} \times \mathcal{B}.$$ 

The Markov process is called *strongly aperiodic* if for any \( x \in \mathbb{R}^p \), the transition probability \( P(x; \cdot) \) is equivalent to the Lebesgue measure.

The Markov process is called *Harris recurrent* if there exists a σ-finite measure \( \nu \) on \( \mathbb{R}^p \) with \( \nu(\mathbb{R}^p) > 0 \) such that \( \nu(A) > 0 \) implies \( P(x; X_i \in A \text{ i.o.}) = 1 \) for all \( x \in \mathbb{R}^p \).

**Theorem 5.1:** Let \( \{X_i, i \geq 1\} \) be a Markov process which is strongly aperiodic, Harris
reccurrent, and geometrically ergodic. Suppose that

\( (j) \) the invariant measure \( \mu \) has a density \( f \) which admits bounded second partial derivatives which are integrable, and furthermore

\[
\int |x^{(j)}| f(x) \, dx < \infty,
\]

\[
\int |x^{(j)}| \frac{\partial}{\partial x^{(j)}} f(x) \, dx < \infty, 1 \leq j \leq p.
\]

\( (jj) \) the transition probability \( P(\cdot) \) has a transition density \( p(x; y) \) which admits bounded third partial derivatives. Moreover, the first and second derivatives are bounded and integrable with respect to \( y \) for each \( x \); they also satisfy

\[
\int |y^{(j)}| p(x; y) \, dy < \infty
\]

\[
\int |y^{(j)}| \frac{\partial}{\partial y^{(j)}} p(x; y) \, dy < \infty
\]

\[
\sup_{n \in \mathbb{N}^*} \int |y^{(j)}| p^{(n)}(x; y) \, dy \leq A |z^{(j)}|, 1 \leq j \leq p, x \in \mathbb{R}^p
\]

where \( A \) is some constant > 0 and \( p^{(n)} \) is the transition density of \( P^n \). Then, for any initial measure \( \nu \), the conclusions of Theorems 2.1, 2.2, 3.1 and 4.1 hold for the nonparametric estimator \( f_n^* \) defined in (2.2).

**Proof:** From Theorems 2.1, 2.2 and 3.1, we have only to prove (2.3) and (2.4).

First we prove (2.3). From Davydov [4] and the condition of strong aperiodicity, we have

\[
\beta(m) = \sup_n \int P_n(dx) \| P^m(x; \cdot) - P_{m+n}(\cdot) \|
\]

\[
\leq \sup_n \int P_n(dx) \| P^m(x; \cdot) - \mu(\cdot) \| + \| P_{m+n}(\cdot) - \mu(\cdot) \|.
\]

As the process is geometrically ergodic, we can find \( 0 < \rho < 1 \) such that

\[
\| P^m(x; \cdot) - \mu(\cdot) \| = O(\rho^m) \text{ for all a.s. } x \in \mathbb{R}^p.
\]

From Theorem 2.1 of Nummelin and Touminen [10], we deduce

\[
\beta(m) = O(\rho^m)
\]

which is the same as (2.3).

Now, we prove (2.4). We have from (5.2)

\[
\| P^m \otimes P_n - P^m \otimes \mu \| = 2 \sup_{A \times B \in \mathcal{B} \times \mathcal{B}} \left| \int P^m(x; A)P_n(dx) - \int P^m(x; A)\mu(dx) \right|
\]

\[
\leq 2 \sup_{A \times B \in \mathcal{B} \times \mathcal{B}} |P^m(x; A)| \left| \int P_n(dx) - \mu(dx) \right|
\]

\[
\leq 2 \| P_n - \mu \| = O(\rho^n)
\]
that is

\[ \| P^n \otimes P_n - P^m \otimes \mu \| = O(\rho^n). \tag{5.4} \]

Thus the conclusions of Theorems 2.1, 2.3 and 3.1 hold.

To prove Theorem 4.1, we have only to verify the conditions (i)-(iii) of Section 4, but they are easy consequences of conditions (i) and (ii) of Theorem 5.1.

**Example 5.2:** We consider an ARMA process

\[ X_i = aX_{i-1} + b\epsilon_i + \epsilon_{i-1}, \quad i \in \mathbb{N} \tag{5.5} \]

where \( X_0 \) admits a strictly positive density, \( \{\epsilon_i, i \in \mathbb{N}\} \) is a sequence of independent and identically distributed (i.i.d.) \( \mathbb{R}^p \)-valued random variables with strictly positive density such that \( E(\epsilon_i) = 0 \), and \( a \) and \( b \) are real numbers such that \( |a| < 1 \).

If the density function \( g \) of \( \epsilon_0 \) has three bounded first partial derivatives such that the first and second derivatives are integrable and satisfy

\[ \int |y^{(j)}| g(y)dy < \infty \text{ and } \int |y^{(j)}| \frac{\partial}{\partial y^{(j)}} g(y)dy < \infty, \quad 1 \leq j \leq p \]

and if moreover, the density of the invariant measure satisfies condition (j) in Theorem 5.1, then the conditions of Theorem 5.1 are satisfied for the process defined in (5.5), because we have here a particular case of Markov process satisfying our conditions. The law of the process on which observations are taken is defined by the initial measure (i.e., the measure which defines the law of \( X_0 \)) and the transitional measures (defined from the formula (5.5)). From the fact that regardless of which is the initial measure, the density function of the measure of \( X_n \) converges to the density function of the invariant measure, it is clear that if the process defined by (5.5) satisfies the above conditions of derivability, we can estimate the density \( f \) of the invariant measure by the estimator \( f^*_n \) defined in (2.2) for any initial measure of \( X_0 \) which admits a strictly positive density. Moreover, we can also apply the central limit theorem to \( f^*_n \) and \( I_n \) to study the confidence regions based on these statistics. For example, if the initial measure is Gaussian, then \( X_0 \) admits strictly positive density.

### 5.2 Applications to \( \varphi \)-mixing Markov processes

**Theorem 5.2:** Let \( \{X_i\}_{i \geq 1} \) be a Markov process which is aperiodic and Doeblin recurrent. Suppose that conditions (j) and (jj) of Theorem 5.1 are satisfied. Then, for any initial measure, the conclusions of Theorems 2.1, 2.2, 3.1 and 4.1 hold for the nonparametric estimator \( f^*_n \).

**Proof:** From Theorem 4.1 of Davydov [4] the process \( \{X_i\} \) is geometrically \( \varphi \)-mixing which implies geometrically absolute regularity. The proof is now similar to Theorem 5.1.

**Example 5.2:** We consider the process

\[ X_i = f(X_{i-1}) + \epsilon_{i-1}, \quad i \in \mathbb{N}^* \tag{5.6} \]

where \( X_0 \) admits some strictly positive density and \( \{\epsilon_i, i \in \mathbb{N}\} \) is a sequence of i.i.d. \( \mathbb{R}^p \)-valued random variables with strictly positive density such that \( E(\epsilon_i) = 0 \) and \( f \) is a bounded continuous function.

If the density function \( g \) of \( \epsilon_0 \) and the function \( f \) admit the three bounded first partial derivatives and if the density of the invariant measure has bounded second derivatives which are integrable and the first derivatives are also integrable, then we are in the same situation as Theorem 5.2.
We can also under these conditions, estimate the density \( f \) by \( f_n^* \) for any initial measure which admits a strictly positive density.

6. Appendix

The Lemmas (6.1 to 6.3) are well known results and their proofs are not given.

**Lemma 6.1:** Let \( \mathbf{Y}_1, \ldots, \mathbf{Y}_n \) be random \( \mathbb{R}^p \) vectors satisfying an absolutely regular condition with mixing rate \( \beta(m) \).

Let \( h(x_1, \ldots, x_k) \) be a bounded Borel measurable function, i.e., \( |h(x_1, \ldots, x_k)| \leq C_1 \), then

\[
|E(h(\mathbf{Y}_{i_1}, \ldots, \mathbf{Y}_{i_k})) - \int \cdots \int h(x_1, \ldots, x_k)dF^{(1)}(x_1, \ldots, x_j)dF^{(2)}(x_{j+1}, \ldots, x_n)| \leq 2C_1\beta(i_{j+1} - i_j)
\]

where \( F^{(1)} \) and \( F^{(2)} \) are respectively d.f.'s of \( (\mathbf{Y}_{i_1}, \ldots, \mathbf{Y}_{i_j}) \) and \( (\mathbf{Y}_{i_{j+1}}, \ldots, \mathbf{Y}_{i_k}) \) for \( i_1 < i_2 < \ldots < i_k \).

This Lemma is an extension of Lemma 2.1 of Yoshihara [18] and is proved in Harel and Puri [9].

**Lemma 6.2:** (Takahata and Yoshihara [14]). Let \( \mathbf{Y}_1, \ldots, \mathbf{Y}_n \) be a random vector as in Lemma 6.1. Let \( h(y,z) \) be a Borel measurable function such that \( |h(y,z)| \leq C_1 \) for all \( y \) and \( z \). Let \( Z_1 \) be a \( \sigma(\mathbf{X}_i; 1 \leq i \leq k) \)-measurable random variable, and \( Z_2 \) be a \( \sigma(\mathbf{X}_i; i \geq k+m) \)-measurable random variable. Further let \( H(y) = E(h(y, Z_2)) \) then

\[
E \left| E(h(Z_1, Z_2) | \sigma(\mathbf{X}_i; 1 \leq i \leq k) \right| - H(Z_1) \right| \leq 2C_1\beta(m).
\]

**Lemma 6.3:** (Davydov [3]). Let \( \mathbf{Y}_1, \ldots, \mathbf{Y}_n \) be \( \mathbb{R}^p \)-valued random vectors satisfying a strong mixing condition with rate \( \alpha(m) \). If \( \| \mathbf{Y}_i \|_s \) exists for all \( i \) and \( s > 2 \) and \( E(\mathbf{Y}_i) = 0, i \geq 1 \), then

\[
E \left| \mathbf{Y}_i \mathbf{Y}_j \right| \leq C_2\alpha^{-1 - \frac{1}{2} - \frac{1}{s} - \frac{1}{t}(j-i)} \| \mathbf{Y}_i \|_s \| \mathbf{Y}_j \|_t, i \leq j, s > 2, t > 2
\]

(6.1)

where \( C_2 \) is a constant \( > 0 \), and of course, if the sequence \( \{\mathbf{Y}_i\}_{i \geq 1} \) is absolutely regular with rate \( \beta(m) \), the inequality (6.1) holds when we replace \( \alpha^{-1 - \frac{1}{2} - \frac{1}{s} - \frac{1}{t}(j-i)} \) by \( \beta^{-1 - \frac{1}{2} - \frac{1}{s} - \frac{1}{t}(j-i)} \).

In what follows, we always assume that the conditions of Theorem 4.1 are satisfied and \( C \) denotes a universal constant.

Let \( \{\tilde{\mathbf{X}}_i\}_{i \geq 1} \) be independent random vectors each having the same d.f. as that of \( \mathbf{X}_i \).

Put

\[
C_{i,k}^{(1)}(x,y) = \int H_{i,j}(u,x)H_{i,k}(y)df_i(u)
\]

where \( H_{i,j} \) is defined in (4.5), and

\[
\mathbf{Y}_{\alpha,i}(x) = \sum_{j=1}^{a_{\alpha}-m} H_{i,j}(x, \mathbf{X}_j), \ \alpha = 1, \ldots, k.
\]

Let \( Q_\alpha \) be the distribution of \( (\mathbf{X}_{\alpha_1}, \ldots, \mathbf{X}_{b_\alpha}) \).

From Hall [8] and Lemma 6.1, the following are easily obtained:

\[
EH_{i,j}(\tilde{\mathbf{X}}, \tilde{\mathbf{X}}) = 0, \ E(H_{i,j}(\tilde{\mathbf{X}}_i, \tilde{\mathbf{X}}_j) | \tilde{\mathbf{X}}_i) = 0 \ a.s.
\]

(6.2)
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\[
\max_{1 \leq i \neq j \leq n} E(H_{i,j}^2(\tilde{X}_i, \tilde{X}_j)) = O(h^{2k+1}) \quad (6.3)
\]

\[
\max_{1 \leq i, j \leq n} \sup_{x, y} H_{i,j}(x, y) = O(h^p) \quad (6.4)
\]

\[
\max_{1 \leq i, j \leq n} E(H_{i,j}^2(X_i, X_j)) \leq Ch^{2p} \quad (6.5)
\]

\[
|E(H_{i,j}(X_i, X_j))| \leq Ch^p \beta(|i - j|) \text{ for all } i \text{ and } j. \quad (6.6)
\]

\[
E(G_{j,k}^{(i)}(\tilde{X}_j, \tilde{X}_k)) = 0, \quad E([G_{j,k}^{(i)}(\tilde{X}_j, \tilde{X}_k)]^2) = O(h^{7p}) \quad (6.7)
\]

\[
|E(G_{j,k}^{(i)}(X_j, X_k))| \leq C\beta^2(|k - j|)h^{7p/2}. \quad (6.8)
\]

The proofs of Lemmas 6.4-6.7 are in general similar to the proofs of Lemmas 5-8 in Takahata and Yoshihara [15]. For reasons of brevity and to avoid repetitious arguments, we give brief outlines of the proofs.

**Lemma 6.4:** As \( n \to \infty \)

\[
\sigma_n^2 \sim \frac{1}{2} n^2 h^{3p} \sigma_3^2 \quad (6.9)
\]

where \( \sim \) means that the ratio of the two sides \( \to 1 \) as \( n \to \infty \).

**Proof:** We have

\[
\sigma_n^2 = E \left( \sum_{\alpha=1}^{k} T_\alpha \right)^2 - \left\{ E \left( \sum_{\alpha=1}^{k} T_\alpha \right) \right\}^2
\]

where \( T_\alpha \) is defined in (4.7'). By (6.5) we note that

\[
|E \left( \sum_{\alpha=1}^{k} T_\alpha \right)| \leq \sum_{\alpha=1}^{k} \sum_{i=a_\alpha}^{b_\alpha} \sum_{j=1}^{a_\alpha-m} |E(H_{i,j}(X_i, X_j))| \leq Cn^2 \beta(m) = o(n^{-6}). \quad (6.10)
\]

Now consider

\[
E \left( \sum_{\alpha=1}^{k} T_\alpha \right)^2 = \sum_{\alpha=1}^{k} E(T_\alpha)^2 + 2 \sum_{a \geq \alpha \leq \alpha' \leq k} E(T_\alpha T_{\alpha'}) = I_{11} + I_{12}.
\]

By Lemma 6.1,

\[
E(T_\alpha T_{\alpha'}) \leq Cr^2 n^2 \beta(m)
\]

which implies

\[
I_{12} = o(n^{-1}). \quad (6.11)
\]

By Lemma 6.1, we have

\[
I_{11} = E(T_\alpha^2) = E \left( \sum_{i=a_\alpha}^{b_\alpha} Y_{\alpha,i}(X_i) \right)^2 \sim E \left( \int \left( \sum_{i=a_\alpha}^{b_\alpha} Y_{\alpha,i}(x_i) \right)^2 dQ_{\alpha}(x_{\alpha_1}, \ldots, x_{\alpha_k}) \right) + Cr^2 n^2 \beta(m)
\]

\[
= \sum_{i=a_\alpha}^{b_\alpha} \int E(Y_{\alpha,i}^2(x_i)) dF_i(x_i) + 2 \sum_{a_\alpha \leq i < j \leq b_\alpha} E(\int E(Y_{\alpha,i}(X_i)Y_{\alpha,j}(X_j)) dQ_{\alpha}(x_{\alpha_1}, \ldots, x_{\alpha_k})) + o(n^{-5})
\]
By (6.8) we have

$$J_{1,\alpha} = \sum_{i=\alpha}^{b_{\alpha}} \sum_{j=1}^{a_{\alpha}-m} \int E(H_{t,j}^2(x_i,x_j))dF_i(x_i)$$

$$+ 2 \sum_{1 \leq j < j' \leq a_{\alpha} - m} \int E(H_{i,j}(x_i,x_j)H_{i,j'}(x_i,x_j))dF_i(x_i)$$

$$\leq \sum_{i=\alpha}^{b_{\alpha}} \sum_{j=1}^{a_{\alpha}-m} E(H_{i,j}^2(\tilde{\mathbf{x}}_i,\tilde{\mathbf{x}}_j)) + 2 \sum_{1 \leq j < j' \leq a_{\alpha} - m} E(G_{j,j'}^{(i)}(\mathbf{x}_j,\mathbf{x}_{j'}))$$

$$= \sum_{i=\alpha}^{b_{\alpha}} \sum_{j=1}^{a_{\alpha}-m} E(H_{i,j}^2(\tilde{\mathbf{x}}_i,\tilde{\mathbf{x}}_j)) + O(h^{7p/2}).$$

From Lemma 3 of Hall [8], we obtain

$$E(H_{i,j}^2(\tilde{\mathbf{x}}_i,\tilde{\mathbf{x}}_j)) \sim h^{3p}\left\{ \int f_i(x)j(x)dx \right\}\left\{ \int K(u)K(u+v)du \right\}^2 dv.$$

Thus

$$J_{1,\alpha} \sim h^{3p}\sum_{i=\alpha}^{b_{\alpha}} \sum_{j=1}^{a_{\alpha}-m} \left\{ \int f_i(x)j(x)dx \right\}\left\{ \int K(u)K(u+v)du \right\}^2 dv + O(h^{7p/2})$$

$$= h^{3p}\sum_{i=\alpha}^{b_{\alpha}} \sum_{j=1}^{a_{\alpha}-m} D_{i,j} + O(h^{7p/2}).$$

On the other hand, by Lemma 6.1, (6.2), (6.5) and (6.7) we get

$$|J_{2\alpha}| \leq o(nrh^{3p}).$$

Thus

$$I_{11} = \sum_{\alpha=1}^{k} (J_{1\alpha} + J_{2\alpha}) = h^{3p} \sum_{\alpha=1}^{k} \sum_{i=\alpha}^{b_{\alpha}} \sum_{j=1}^{a_{\alpha}-m} D_{i,j} + O(h^{7p/2}) + o(nrh^{3p})$$

and from condition (2.4) and Lemma 6.8, we can obtain

$$I_{11} = \frac{n^2}{2} h^{3p} \sigma_3^2(1 + o(1)).$$

Now (6.9) follows from (6.11) and (6.12) and the proof is complete.

**Lemma 6.5:**

$$s_n^{-1} \sum_{\alpha=1}^{k} E\{T_{\alpha} \mid \mathcal{F}_{\alpha}\} \rightarrow 0 \text{ in probability as } n \rightarrow \infty.$$  \hspace{1cm} (6.13)

$$s_n^{-2} \sum_{\alpha=1}^{k} E\{T_{\alpha}^2 \mid \mathcal{F}_{\alpha}\} - (E\{T_{\alpha} \mid \mathcal{F}_{\alpha}\})^2 \rightarrow 1 \text{ in probability as } n \rightarrow \infty.$$  \hspace{1cm} (6.14)

**Proof:** By Lemma 6.2 and (6.2), we obtain
\[
E \left| \sum_{\alpha=1}^{k} E\{T_{\alpha} | \mathcal{F}_{\alpha}\} \right| \leq \sum_{\alpha=1}^{k} \sum_{i=a_{\alpha}}^{b_{\alpha}} \sum_{j=1}^{a_{\alpha}-m} \{ | E(H_{i,j}(X_{i},X_{j})) | + C\beta(m) \} \\
\leq Cn^{2}\beta(m) = o(n^{-1}s_{n}).
\]

(6.13) follows.

To prove (6.14), it suffices to show that
\[
I_{21} = s_{n}^{-2} \sum_{\alpha=1}^{k} E \left| E\{T_{\alpha}^{2} | \mathcal{F}_{\alpha}\} \right|^{2} \rightarrow 0 \text{ as } n \rightarrow \infty,
\]
and
\[
I_{22} = s_{n}^{-2} \sum_{\alpha=1}^{k} \{E \left| E\{T_{\alpha} | \mathcal{F}_{\alpha}\} \right|^{2} \rightarrow 0 \text{ as } n \rightarrow \infty.
\]

(6.15) follows since by Lemmas 6.1 and 6.2, we obtain after some computations that
\[
I_{21} \leq Cn^{3}r\beta(m) = o(n^{-1}s_{n}^{2}).
\]

On the other hand, by Lemma 1 (after some computations) we get
\[
|E\{E[H_{i,j}(X_{i},X_{j})] \mathcal{F}_{\alpha}\} E\{H_{l,p}(X_{l},X_{p}) | \mathcal{F}_{\alpha}\} | \leq C \beta(m)
\]
which implies
\[
\sum_{\alpha=1}^{k} E(E(T_{\alpha} | \mathcal{F}_{\alpha})^{2} \leq Cn^{3}r\beta(m) + o(n^{-1}s_{n}^{2})
\]
(6.17)

(6.16) follows from (6.10) and (6.17).

**Lemma 6.6:**
\[
s_{n}^{-2}E(S_{n} - U_{n})^{2} \rightarrow 0 \text{ as } n \rightarrow \infty.
\]

**Proof:** Since
\[
S_{n} - U_{n} = \sum_{\alpha=1}^{k} \sum_{i=a_{\alpha}}^{b_{\alpha}} \sum_{j=a_{\alpha}-m+1}^{a_{\alpha}-1} \{H_{i,j}(X_{i},X_{j}) - E(H_{i,j}(X_{i},X_{j}))\}.
\]

The proof follows by showing that
\[
\sum_{\alpha=1}^{k} \sum_{i=a_{\alpha}}^{b_{\alpha}} \sum_{j=a_{\alpha}-m+1}^{a_{\alpha}-1} |E(H_{i,j}(X_{i},X_{j}))| \leq cn^{3/4}(\log n)^{2}h^{3p/2}
\]
and
\[
E\left( \sum_{\alpha=1}^{k} \sum_{i=a_{\alpha}}^{b_{\alpha}} \sum_{j=a_{\alpha}-m+1}^{a_{\alpha}-1} H_{i,j}(X_{i},X_{j}) \right) \leq 2k^{2}c[mr + r^{2}m^{2}\beta m] + m^{4} = o(s_{n}^{2}).
\]

**Lemma 6.7:**
\[
\sum_{\alpha=1}^{k} E(T_{\alpha})^{4} = o(s_{n}^{4}) \text{ as } n \rightarrow \infty.
\]
Proof: Since from (4.7'), $|T_{\alpha}^4| \leq Cn^4r^4$, it follows from Lemma 6.1 that

\[ E(T_{\alpha}^4) \leq E \left\{ \left( \sum_{i=1}^{b_{\alpha}} Y_{\alpha,i}(x_i) \right)^4 \right\} + Cn^4r^4\beta(m) \]

\[ = \sum_{i=1}^{b_{\alpha}} E(Y_{\alpha,i}(x_i))dQ_{\alpha} + \int \sum_{a_{\alpha} \leq i, i' \leq b_{\alpha}} \int E(Y_{\alpha,i}(x_i)Y_{\alpha,i'}(x_{i'}))dQ_{\alpha} \]

\[ + 2 \sum_{a_{\alpha} \leq i, i' \leq b_{\alpha}} \int E(Y_{\alpha,i}(x_i)Y_{\alpha,i'}(x_{i'}))dQ_{\alpha} \]

\[ + \sum_{a_{\alpha} \leq i_1, i_2, i_3 \leq b_{\alpha}} \int E(Y_{\alpha,i_1}(x_{i_1})Y_{\alpha,i_2}(x_{i_2})Y_{\alpha,i_3}(x_{i_3}))dQ_{\alpha} \]

\[ + \sum_{a_{\alpha} \leq i_1, i_2, i_3, i_4 \leq b_{\alpha}} \int E(\prod_{d=1}^{4} Y_{\alpha,i_d}(x_{i_d}))dQ_{\alpha} + o(n^{-1}) \]

\[ = I_{\alpha,1} + I_{\alpha,2} + I_{\alpha,3} + I_{\alpha,4} + I_{\alpha,5} + o(n^{-1}). \]

Using Lemmas 6.1 and 6.4, Hölder’s inequality and Schwartz’s inequality, we get after some computations

\[ \sum_{\alpha=1}^{k} I_{\alpha,j} = o(s_n^4), \quad 1 \leq j \leq p \]

which implies (6.21).

Lemma 6.8: (Cacoullos [1]). Suppose $M(y)$ is a Borel scalar function on $\mathbb{R}^p$ such that

\[ \sup_{y \in \mathbb{R}^p} |M(y)| < \infty \]  \hfill (6.22)

\[ \int |M(y)| \, dy < \infty \]  \hfill (6.23)

\[ \lim_{|y| \to \infty} |y|^p M(y) = 0. \]  \hfill (6.24)

Let $g(y)$ be another scalar function on $\mathbb{R}^p$ such that

\[ \int |g(y)| \, dy < \infty. \]  \hfill (6.25)

and define

\[ g_n(x) = (h^{-p}) \int M \left( \frac{y}{h} \right) g(x - y) \, dy. \]
Then at every point $x$ of continuity of $g$

$$\lim_{n \to \infty} g_n(x) = g(x) \int M(y) dy. \quad (6.26)$$

**Proof:** Choose $\delta > 0$ and split the region of integration in two regions $|y| \leq \delta$ and $|y| > \delta$. Then we have

$$|g_n(x) - g(x)\int M(y) dy| = |h^{-p}\int [g(x-y) - g(x)]M(Y/h)dy|$$

$$\leq \max_{|y| \leq \delta} |g(x-y) - g(x)| \int |M(y)| dy + \int |g(x-y)| \int \frac{|y|}{h^p} |M(Y/h)| dy$$

$$+ \int |g(x-y)| |y| \int |M(y)| dy$$

$$\leq \max_{|y| \leq \delta} |g(x-y) - g(x)| \int |M(y)| dy$$

$$+ \delta^{-p} \sup_{|y| \geq \delta/h} |y|^p |M(y)| \int |g(y)| dy + |g(x)| \int |M(y)| dy$$

$$= I_1 + I_2 + I_3.$$

From the continuity of $g$ at $x$ and (6.23), $I_1$ tends to 0 if we let first $n \to \infty$ and then $\delta \to 0$. From (6.24) and (6.25), $I_2$ tends to 0 and from (6.23), $I_3$ tends to 0 as $n \to \infty$. The proof follows.

**Lemma 6.9:** We have

$$E(K_j^6) = O(h^{6(p+2)}), \quad j \geq 1 \quad (6.27)$$

where $K_j$ is defined in (4.6).

**Proof:** Define

$$B_j = \int K\left(\frac{x - X_j}{h}\right) \{E(f_n(x)) - f(x)\} dx.$$
\[ \leq Ch^{k(p+2)} \text{ where } C \text{ is some constant } > 0. \]

The desired results follow immediately on noting that

\[
E(K^6_j) = E(B_j^6) - 6E(B_j^5)E(B_j) + 15E(B_j^4)E^2(B_j) - 20E(B_j^3)E^3(B_j) \\
+ 15E(B_j^2)E^4(B_j) - 5E^6(B_j).
\]
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