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The nanoelectronic modeling (NEMO) program is the result of a three-year development effort involving four universities and the former Corporate Research and Development Laboratory of Texas Instruments, now Applied Research Laboratory, Raytheon TI Systems, to create a comprehensive quantum device modeling tool for layered semiconductor structures. Based on the non-equilibrium Green function formalism, it includes the effects of quantum charging, bandstructure and incoherent scattering from alloy disorder, interface roughness, acoustic phonons, and polar optical phonons. NEMO addresses the diverse needs of two different types of users: (i) the engineer/experimentalist who desires a black-box design tool and (ii) the theorist who is interested in a detailed investigation of the physics. A collection of models trade off physical content with speed and memory requirements. Access to this comprehensive theoretical framework is accommodated by a Graphical User Interface (GUI) that facilitates device prototyping and \textit{in situ} data analysis. We describe a hierarchical software design that allows rapid incorporation of theory enhancements while maintaining a user-friendly GUI, thus satisfying the conflicting criteria of ease of use and ease of development. The theory and GUI modules share data structures that define the device structure, material parameters, and simulation parameters. These data structures may contain general data such as integer and real numbers, option lists, vectors, matrices and the labels for both batch and GUI operation. NEMO generates the corresponding GUI elements at run-time for display and entry of these data structures.
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INTRODUCTION

At the inception of NEMO in 1993, quantum transport programs were in their infancy as compared to the physical comprehensiveness of semiclassical Monte Carlo simulators. The existing software only addressed a limited range of quantum devices and quantum transport theory. The NEMO project was conceived to create a single software package that would simultaneously include bandstructure effects, self-consistent charging effects, and incoherent scattering effects, and be flexible enough to model a wide variety of device designs.

Texas Instruments and the collaborating universities evaluated a number of different formalisms (see Fig. 1) and chose the Non-equilibrium Green Function (NEGF) approach as the most general and flexible alternative. The multiple sequential scattering algorithm was incorporated within the NEGF formalism and the other approaches were eventually dropped. The theory [1, 2] implemented in NEMO and simulation results [3–5] generated with NEMO can be found in other publications.

This paper addresses the software engineering aspects of writing NEMO in terms of the basic software design and some of the most important software methods we used to facilitate the tasks of both the programmer and the user. The first section reviews the fundamental program design. This is followed by a discussion of the event-driven methodology used to construct the simulation parameters user interface. The next section reviews the method used to transfer data between NEMO data structures, files, and the graphical user interface. The concluding section summarizes the development environment and software tools used to construct NEMO.

FUNDAMENTAL PROGRAM DESIGN

The basic content of the NEMO software is shown in Figure 2. At the heart lies the NEGF formalism and open system boundary conditions. The next shell lists the physical models which may be included within several different approximations. The outer shell lists the software algorithms and features that support the interior calculation code.
BATCH VS. GUI PROGRAM DESIGN

In its original form, NEMO was a command-line program. This “NEMO-Batch” version was later augmented with a Graphical User Interface (GUI) that provides graphical methods for entry of input parameters, plots calculation results both during and after the calculation, and allows the user to compare data and calculations all in the same program. Unlike NEMO-Batch, which performs the simulation without interruption until completion, the NEMO-GUI program allows the user to start, interrupt, and abort calculations at any time.

Despite the obvious advantages of the GUI interface, NEMO-Batch was still very useful. Since it excludes all GUI-related functionality, NEMO-Batch uses less memory, runs faster, and is easier to port to different computer platforms than NEMO-GUI. Consequently, we devised a method to retain the NEMO-Batch code as the heart of the NEMO-GUI program. To completely understand how NEMO operates, we must examine the design of both the batch and GUI versions of NEMO.

Figure 3(a) illustrates the fundamental operation of NEMO-Batch. The Input Deck is a text file that contains the input parameter required for the calculation. The user calls NEMO-Batch on a command line using the filename of the Input Deck as the sole argument. NEMO-Batch reads and processes the Input Deck, runs the computation, stores the results in output data files, and then exits. A NEMO-Batch run can perform the calculation for a single bias point or a sequence of bias points. While a current vs. voltage calculation is a standard output, many other outputs are available, including charge density, band profile, and transmission coefficients.

As shown in Figure 3(b) the NEMO-GUI operation includes most of the NEMO-Batch code. This design requires a separation of the GUI and batch code into different modules. The NEMO-GUI compilation includes all of the program modules whether they are batch or GUI-related. The NEMO-Batch compilation excludes purely GUI modules from the executable. There are some cases where a mixture of batch and GUI code is unavoidable, particularly in message routines and the functions that plot and store calculation results during the calculation. For those situations, a preprocessor-defined flag effectively deletes GUI-related code from any routines with a mix of batch-GUI code.

Both NEMO-Batch and NEMO-GUI use the same verification procedures to check the validity of the input parameters. The validation routine determines the parameters required for the requested calculation and checks for their presence in the input deck. If any material or model parameters are missing, NEMO provides default values from its internal database. In this manner, users can either accept the default parameters or input their own parameters. This feature addresses the needs of the device physicist who wants detailed control over the calculation process and the device engineer who only wants to determine general device behavior as quickly as possible.

Even though they use the same validation routines, NEMO-Batch and NEMO-GUI have very different means of responding to validation errors. For NEMO-Batch, the validation routine only needs to check parameters read from the Input Deck. If an error occurs in the verification procedure, NEMO-Batch must exit and report the error to a log file.

NEMO-GUI not only checks the Input Deck values, but also validates parameters as the user enters them into the GUI. If an error occurs for either case, NEMO-GUI displays an error message with advice on why the error occurred and how to remedy the problem. The user must input the correct information before starting the calculation or saving the input parameters. This procedure ensures that an Input Deck created using NEMO-GUI will be valid for NEMO-Batch operation. Consequently, even when using NEMO-Batch for the calculation, NEMO-GUI provides the most convenient method to construct the input deck.
FIGURE 3 Basic design of NEMO program for (a) batch and (b) GUI operation. Input parameters are classified as device structure parameters, material parameters, and model parameters. Device structure parameters specify the device geometry, layer composition, and any other external physical parameters such as the terminal connections and temperature. Material parameters include the band structure information such as effective mass, energy gaps, and band offsets. Model parameters specify the theoretical models used for the calculation such as band structure, charge self-consistency, scattering models, simulation domains, and grids.

SIMULATION PARAMETER INPUT METHODOLOGY

NEMO incorporates a wide spectrum of models with varying tradeoffs between accuracy and speed. This range of models is essential given the large range of devices we wish to model for different scientific and engineering applications.

The downside of this flexibility is that NEMO has over 100 simulation parameters, many of
which interact in complex ways. In traditional simulators, the user must comprehend all of the simulation parameters, carefully select the essential parameters for a particular study, and ensure that all parameter values are self-consistent. This can be a daunting task for even the simplest simulation.

It is equally difficult for the programmer to deal with for two reasons: (1) New models and parameters added to the simulator must be reflected in the GUI as quickly as possible, and (2) simulation parameters should only be defined in a single module accessed by both the theory and the GUI to ease the code maintenance.

Our approach to this problem was to create the GUI interface at run-time based on a hierarchical system of simulation parameters. These simulation parameters are defined in a single module shared by the GUI and theory code. A key advantage to this method is that it insulates changes in the simulation parameter set from changes in the GUI and vice versa. The next section reviews the method used to create the run-time GUI interface.

The most basic level of the hierarchy directs the choice of fundamental models such as the potential, band structure, and scattering models. NEMO determines the data structures required by these models and creates a new GUI interface. The GUI displays default choices that the user can either accept or change.

When the user prompts NEMO to accept these parameters, NEMO tests for valid user input and enforces consistency between interacting parameters. For example, if one parameter value must be larger than another parameter, NEMO forces adherence to this rule.

After validating the selected options, NEMO determines the data structures required by the next level on the hierarchy, creates and displays a new GUI interface, and repeats the process until the parameter set is sufficient to run the simulation. If the user goes back to any portion of the hierarchy to select new options, parameters at higher levels of the hierarchy remain intact, while parameters at the lower levels are added and subtracted as appropriate.

This event-driven procedure only presents the parameters needed by the selected models. All other parameters are either hidden or are disabled from user entry. Limiting the parameter display in this manner greatly reduces the sheer number of simulation parameters presented to the user. Since NEMO provides default values for all simulation parameters, the user can often specify a few of the top-level parameters and then prompt NEMO to use the default values for the remainder of the hierarchy. In most cases, this approach generates a reasonable simulation. Nevertheless, the user has the option of adjusting all parameters down to the lowest level of the hierarchy, thus fulfilling a primary goal of NEMO to give the user full control over all aspects of the simulation.

DATA TRANSFER AND RUN-TIME GUI CREATION

The NEMO program must transfer large amounts of information between data structures, files, and the GUI. For a small program, it is sufficient to write customized routines for these operations, but this approach became impractical as NEMO grew in size. To resolve this problem, we designed a generic algorithm for transferring information to and from data structures. In addition to transferring information, this same algorithm creates portions of the GUI at run-time for parameter entry. A detailed description of this algorithm is beyond the scope of this paper, but due to its importance to NEMO and its utility to both the user and the programmer, we will highlight the basic features.

We refer to this process as the MemberDescriptor algorithm. We defined a MemberDescriptor data structure that contains all of the information needed to translate values between a data structure member and its destination. The MemberDescriptor includes a character string identifier, the
memory location of a data structure member relative to the data structure address, and an enumerated flag that defines the data type (number, character string, option list, etc.). Each data structure has at least one associated MemberDescriptor array. Each element of the MemberDescriptor array corresponds to one of the data structure members. To transfer information from the data structure, the translation routine uses the base address of the data structure and the MemberDescriptor array to derive the values of each data structure member. The inverse of this procedure transfers values from either the GUI or a file into each data structure member.

For example, assume we wish to transfer the value of an integer data structure member to a file. The translation routine adds the relative position of the integer data structure to the base address of the data structure. To determine the actual integer value, the translator casts the contents of the memory location to an integer. The derived integer value is stored in the file in the general format:

\[ \text{<identifier> = <value>} \]

where the \(<\text{identifier}>\) is the character string identifier set in the MemberDescriptor data structure and \(<\text{value}>\) is the integer number. Reversing this process inputs the same information from the file and stores the integer value into the data structure.

This procedure is used in many programs as a generic method for file input and output [6]. For NEMO, we extended the algorithm to transfer information between the GUI and the internal data structures. Figure 4 illustrates how data values are transferred between data structures and a GUI panel consisting of an option list, a text box, a check box, and a graphics plot with adjustable cursors.

For the simulation parameter input method discussed in the last section, we use the MemberDescriptor algorithm to create the GUI interface for each hierarchy. This dynamic design vastly enhances the usability of the GUI compared to a traditional static design that would require a fixed set of GUI elements throughout the program operation.

The MemberDescriptor approach saves a great deal of time and trouble for the programmer. Adding a new data structure no longer requires customized code to transfer values between data structures, files, and the GUI. Only a new MemberDescriptor array is needed. In fact, even software team members who are totally ignorant of GUI programming techniques can effectively "program" the GUI in this manner.

FIGURE 4 Generic data transfer between NEMO data structures, the GUI, and files. The structure and representations of the simulation parameters in the GUI and the files are fully specified in the data structures.
DEVELOPMENT ENVIRONMENT

The following summarizes key elements of the environment used to create the NEMO simulator:

**Programming Language** Most of the program was coded using ANSI C with some FORTRAN 77 and FORTRAN 90 code used in modules that required the greatest speed.

**Development Platforms** Code development occurred on Unix workstations either using HP Apollo or SGI platforms. We also ported NEMO to the Sun, IBM, and Linux Unix platforms.

**Program Library System** To facilitate code sharing and revision updates, we utilized a standard program library system called RCS (Revision Control System). The RCS system manages a check-out and check-in system that only allows one programmer to edit a file at a time. The RCS system also stores changes between code versions and can recover any previous version of the project.

**Graphical User Interface** The NEMO GUI was written in Motif which uses C-callable routines to create and control GUI objects on a wide variety of Unix platforms.

**GUI Tools** The static elements of NEMO were designed using the XDesigner software tool. The spreadsheet table and the 2D, 3D, and contour plot tools were programmed using the 3rd party XRT Widget set.

**Run-time Debugger** NEMO relies heavily on dynamic memory creation techniques that are extremely difficult to debug with conventional debuggers. The Purify debugger provided the means to find memory violations incurred at run-time and greatly simplified the task of tracking down these errors.

**Parallelization** NEMO-Batch has been parallelized using MPI (Message Passing Interface) at the outer loop of current-voltage characteristics. Individual bias points are computed in parallel.

CONCLUSION

We have presented highlights of the NEMO software project germane to construction of a large-scale device simulator. It is hoped that these methods will prove useful to other groups engaged in similar types of software projects, whether or not they pertain to quantum device simulations.
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