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In a previous paper [1], we derived formulae for estimating the storage requirements of the Rectangular and L-shaped Corner Stitching data structures [2, 3] for a given layout. These formulae require the computation of quantities called violations, which are geometric properties of the layout. In this paper, we present optimal $O(n \log n)$ algorithms for computing violations, where $n$ is the number of rectangles in the layout. These algorithms are incorporated into a software tool called CLOTH MEASURE. Experiments conducted with CLOTH MEASURE show that it is a viable tool for estimating the memory requirements of a layout without having to implement the corner stitching data structures, which is a tedious and time-consuming task.
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1. INTRODUCTION

When a CAD systems designer is considering the adoption of an existing software tool or algorithmic technique for his/her CAD system, it is useful if additional data regarding the performance characteristics and resource requirements of that tool/technique are available. Examples of such quantities include computation time on established benchmarks, memory and hard disk requirements, OS requirements, etc. In this paper, we provide a tool for estimating the storage requirements of the Rectangular Corner Stitching (RCS) and L-shaped Corner Stitching (LCS) data structures on a given layout. Memory requirements are particularly relevant in the context of VLSI layouts because of the large number of components contained in a single layout. If the amount of memory required by a layout using a particular data structure exceeds the memory available on the system, it may not be possible to process the layout on that system. Even if there is sufficient memory, the amount of memory required by the layout could have some bearing on the runtime of the software. (For example, a data structure which uses less memory might require less disk swaps than a data structure which requires more memory). Thus, the estimator proposed in this paper would be used...
up-front by a CAD systems designer on sample layouts available to the designer. The designer will choose a data structuring technique for his/her application based, in part, on the information provided by the memory estimator and on the available hardware.

Next, we mention why a memory estimator is needed for corner stitching: unlike simpler data structures such as arrays and linked lists, it is not trivial to manually estimate the storage requirements of RCS and LCS. For example, if \( n \) items are inserted into a linked list, then the amount of storage required is \( n \) multiplied by the number of bytes required by a single list node. Corner stitching has the unique property that the insertion of \( n \) rectangles does not imply that there are \( n \) nodes in the data structure. The exact total number of nodes in the data structure is considerably more than \( n \) and depends on the relative positions of the \( n \) rectangles, and in LCS, on the order in which they are inserted!

We begin by reviewing the corner stitching data structure. Corner stitching is a data structuring technique proposed by Outsterhout [2] for representing rectangular tiles in interactive VLSI layout editing systems and was used to implement the Magic system [4]. It was preferred over other data structures for VLSI layouts such as linked lists [5], bins [6, 7] and neighbor pointers [8] because it allows fast, localized algorithms for a variety of interactive and batch operations [2]. Corner stitching was subsequently extended to trapezoidal tiles by Marple et al. and was used to implement the Tailor system [9]. Marple et al. compared corner stitching with linked lists, K-D trees, and quad trees. Although there were certain advantages and disadvantages associated with each data structure, corner stitching was, on balance, found to be the most appropriate. See [9] for a detailed discussion on the pros and cons of each data structure. Corner stitching was later extended to curved tiles, by Séquin and Facanha [10]. Both extensions are similar to the original data structure in that “the topological and conceptual issues remain virtually unchanged” [10]. The difference is that, in order to accommodate tiles of more complex shapes than rectangles, “the low-level geometric operations are replaced with procedures that are more sophisticated and more difficult to implement” [10]. Blust and Mehta [3] extended the corner stitching data structure of Ousterhout so that, in addition to representing rectangular tiles, it also represented \( L \)-shaped tiles. This extension required a modification of the topology of the corner stitching data structure. It was seen that the LCS data structure, while retaining the advantages of corner stitching over simpler data structuring methods, required less memory than the alternative approach of partitioning each \( L \)-shaped object into two rectangular objects and then using RCS. Implementing the corner stitching data structure is a rather tedious task as indicated by the following quote [10] attributed to John Ousterhout, the inventor of the Corner Stitching data structure:

“Corner-Stitching is pretty straightforward at a high level, but it can become much more complicated when you actually sit down to implement things, particularly if you want the implementation to run fast…”

Our own experience supports this opinion. Further, we note that the LCS data structure is even more complex than the RCS data structure, which only exacerbates the problem.

In view of this, we have provided, in a previous paper [1], a general formula for the memory requirements of each of the RCS and LCS data structures on a given layout. These formulae require knowledge about certain geometric properties of the layout called violations of the \( CV \) property [1]. However, [1] does not describe how to compute violations. Therefore, in this paper, we present optimal algorithms to compute violations of the \( CV \) property in a layout. This results in a software tool CLOTH MEASURE for estimating the storage requirements of a layout without having to implement or run the Corner Stitching data structure. Thus, these techniques are expected to be useful to a CAD System designer in choosing
which data structure to use (without having to purchase, adapt, or implement it locally) for his/her layout.

In Section 2, we review definitions of the CV property and its violations. Section 3 describes the algorithms for computing violations of the CV property. Finally, Section 4 provides experimental performance data of CLOTH MEASURE.

2. REVIEW OF THE CV PROPERTY AND ITS VIOLATIONS

In this section, we review definitions and concepts presented in [1] that are relevant to our discussion.

2.1. The CV Property

A layout consisting of solid, rectangular tiles is said to have the CV property iff

1. No two solid tiles touch each other and
2. No two horizontal edges of these tiles are collinear and mutually visible; i.e., it is not possible to draw a horizontal line segment through two horizontal edges without the segment intersecting a third solid tile.

2.2. Violations of the CV Property

We first classify the violations of the CV property as follows:

1. A horizontal violation is said to occur between two solid tiles $A$ and $B$ iff there exists a horizontal segment $h$ such that

(a) A segment of a horizontal side of $A$ and a segment of a horizontal side of $B$ are contained in $h$, and
(b) No portion of any other tile is contained in $h$.

There are four types of horizontal violations as shown in Figure 1.

(a) Same side, no touching ($sn$) horizontal violation: Both $A$ and $B$ are on the same side of the horizontal segment, and $A$ and $B$ do not touch each other. Let $h_{sn}$ denote the number of such violations in the layout.

(b) Same side, touching ($st$) horizontal violation: Both $A$ and $B$ are on the same side of the horizontal segment, and $A$ and $B$ touch each other. Let $h_{st}$ denote the number of such violations in the layout.

(c) Opposite side, no touching ($on$) horizontal violation: $A$ and $B$ are on opposite sides of the horizontal segment, and $A$ and $B$ do not touch each other. Let $h_{on}$ denote the number of such violations in the layout.

(d) Opposite side, touching ($ot$) horizontal violation: $A$ and $B$ are on opposite sides of the horizontal segment, and $A$ and $B$ touch each other. Let $h_{ot}$ denote the number of such violations in the layout.

Figure 2 shows three cases where there is no horizontal violation between $A$ and $B$. Note

(a) $A$ segment of a horizontal side of $A$ and a segment of a horizontal side of $B$ are contained in $h$, and
(b) No portion of any other tile is contained in $h$.

There are four types of horizontal violations as shown in Figure 1.
that, in each case, there is a violation between $A$ and $B$ if $C$ is removed.

2. **Vertical** violations are of two types:

(a) A same side (ss) vertical violation is said to occur between two solid tiles $A$ and $B$ iff there exists a vertical segment $v$ such that

(i) $v$ is the union of a vertical side of $A$ and a vertical side of $B$,

(ii) $A$ and $B$ are on the same side of $v$.

Let $v_s$ denote the number of such violations in the layout. Figure 3(a) shows a same-side vertical violation between $A$ and $B$, while, in Figure 3(b), there is no violation between $A$ and $B$. This is because $v$ is not the union of vertical sides of $A$ and $B$.

(b) A **vertical group** of tiles is a maximal list of solid tiles $(T_1, T_2, \ldots, T_m)$ such that there exists a vertical segment $v$ where

(i) $v$ is the union of vertical sides of $T_i$ for $1 \leq i \leq m$, and

(ii) $T_i$, for $1 \leq i \leq m$, are on the same side of $v$.

$v$ is known as the **common side** of the vertical group.

An opposite side (os) vertical violation is said to occur between two vertical groups $G$ and $H$ iff there exists a vertical segment $v$ such that

(i) $v$ is the intersection of the common side of $G$ and the common side of $H$,

(ii). $G$ and $H$ are on opposite sides of $v$,

(iii). $v$ consists of more than one point.

Let $v_o$ denote the number of such violations in the layout. Figure 4(a) shows three vertical groups (I), (II), and (III). There is an opposite-side, vertical violation between (I) and (II) and (I) and (III). Figure 4(b) also shows three vertical groups (each of which consists of exactly one rectangle). There is no opposite-side vertical violation between any pair of groups.

**Lemma** A layout satisfies the CV property if and only if it does not contain any of the violations described above.

**Proof** Proved in [1].

Figure 5 shows a layout, consisting of 19 solid tiles and 26 vacant tiles, that violates the CV property. We first enumerate the horizontal violations:

1. **sn** violations: (C, G), (G, J), (J, Q), (D, H), (O, R).

2. **st** violations: (B, C).

3. **on** violations: (G, I), (E, I), (R, S).

4. **ot** violations: (A, B), (C, D), (G, H), (I, L), (L, N), (J, K), (K, M), (O, P), (Q, R)

Next, we enumerate the vertical violations:

1. **same side** violations: (A, B), (A, B), (G, H), (I, L), (L, N), (J, K), (J, K), (K, M), (O, P),
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**FIGURE 3** (a) Same-side, vertical violation. (b) No same-side vertical violation between $A$ and $B$.
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**FIGURE 4** (a) Opposite-side, vertical violations. (b) No opposite-side vertical violations.
FIGURE 5 Example layout with violations

(O, P). Note that there are two violations (A, B), (J, K), and (O, P) because, in each pair, both the left vertical sides and right vertical sides of each rectangle are involved in a same side violation.

2. Opposite side violations: (AB, C), (E, F), (ILN, JKM), (ILN, OP).

So, \( h_{sn} = 5 \), \( h_{ht} = 1 \), \( h_{on} = 3 \), \( h_{ot} = 9 \), \( v_s = 10 \), and \( v_0 = 4 \); i.e., the total number of violations in the layout is 32.

2.3. Memory Requirements of RCS and LCS for Arbitrary Circuits

The following theorems which are proved in [1] provide formulas for the memory requirements of the RCS and LCS data structures. These formulas require knowledge of the number of each type of violation in the layout.

**Theorem 1** The RCS data structure representing a set of \( n \) solid, rectangular tiles with \( k \) violations of the CV property requires \( 28(4n + 1 - k) \) bytes.

**Theorem 2** The LCS data structure requires between \( 82n - 18k \) and \( 103n + 28 - (25 - 3 \beta) k \) \( \beta \)

\[ \beta = \frac{h_{ht} + v_0 + h_{on} + h_{tn}}{k}. \]  

3. ALGORITHMS FOR COMPUTING VIOLATIONS

The input to our algorithms for computing violations is a list of \( n \) non-overlapping rectangles. The algorithms for computing vertical and horizontal violations require lists of vertical and horizontal sides of the input rectangles, respectively. These are trivially obtained from the list of input rectangles. It is assumed that each vertical side is stored as a structure with four data items \((x, y_1, y_2, left)\) where \( x \) refers to the position of the side and \((y_1, y_2)\) represents the vertical range of the side. The Boolean variable \( left \) is 1 if the side is the left side of a rectangle and 0 if it is the right side of a rectangle. Similarly, each horizontal side is stored as a structure with four data items \((y, x_1, x_2, top)\). The Boolean variable \( top \) is 1 if the side represents an upper side of a rectangle and 0, if it represents a bottom side of a rectangle. Since each rectangle has two vertical and two horizontal sides, the total number of vertical or horizontal sides is \( 2n \).

3.1. Computing Horizontal Violations

We begin with a simple observation:

**Lemma 2** Horizontal violations only take place between horizontal sides with the same y-coordinates.

**Proof** Follows from the definition of horizontal violations.

**Definition** A chain is a maximal set of horizontal sides such that the horizontal segment joining the leftmost left endpoint to the rightmost right endpoint of all sides in the set does not cut a vertical side (though it may touch a vertical side). We will say that an object is cut by a line, if that line splits it into two objects, one on each side of the line. An object is touched by a line if they intersect, but no portion of the object lies on one of the sides of the line.
Figure 6 shows three chains. Chain 1 consists of the lower horizontal side of 1 and the upper sides of 2 and 3; chain 2 consists of the lower side of 5 and the upper sides of 4 and 6; chain 3 consists of the upper side of 7. Note that each chain is maximal; if more horizontal sides are added to any chain, then the horizontal segment mentioned in the definition of a chain cuts either A or B or both.

**Lemma 3** Horizontal violations only take place among horizontal sides belonging to the same chain.

**Proof** Suppose there is a horizontal violation between two sides in different chains. Then, these sides must either touch each other or be visible to each other. However, since they must be separated by a vertical side from the definition of a chain, and since rectangles do not overlap, both these scenarios are impossible.

**Algorithm ComputeHorizViols** outlines a plane-sweep algorithm for computing horizontal violations. The algorithm consists of three steps. Details of Steps 2(b) and 2(c) are provided later:

**Algorithm ComputeHorizViols**

1. Initialize $T$, a balanced search tree to the empty tree. $T$ represents, in left-to-right order, the horizontal cross-section of rectangles that are cut by a horizontal sweepline. Rectangles that are touched (but not cut) by the sweepline are not included in $T$. Since rectangles do not overlap, nor do their horizontal cross-sections in $T$. Hence, the $x$-coordinate of the left endpoint of the cross section may be used as the key on which $T$ is maintained.

2. Next, a horizontal sweepline moves from the bottom of the plane towards the top of the plane. In order to facilitate the planesweep algorithm, we first sort the array of horizontal sides so that side $h_1$ precedes side $h_2$ if and only if one of the following is true:

   \[
   h_1.y < h_2.y, \quad h_1.y = h_2.y \quad \text{and} \quad h_1.x_1 < h_2.x_1
   \]

   This results in all horizontal sides with the same $y$-coordinate being stored contiguously as a single group in the array. Moving the sweepline is achieved by moving from one group of horizontal sides with the same $y$-coordinate to the next. For each $y$-coordinate $y_i$ at which the top or bottom horizontal side of a rectangle is encountered, do the following:

   (a) Delete all horizontal sides at $y_i$ that are the top sides of their rectangles from $T$. These rectangles are only touched, but not cut by the sweepline at $y_i$.

   (b) Identify all chains at $y_i$. Details are discussed separately.

   (c) Compute violations in each chain at $y_i$. Details are discussed separately.

   (d) Insert all horizontal sides at $y_i$ that are bottom sides of their rectangles into $T$. These rectangles may be cut later when the sweepline is moved up.

3. Output $h_{tot}$, $h_{om}$, $h_{st}$ and $h_{nt}$.

**Step 2(b) Identify Chains:** We identify chains by traversing a set of all horizontal sides with the same $y$-coordinate from left to right. This is facilitated by the manner in which horizontal sides are sorted. Each side is searched for in the search tree. Since rectangles do not overlap, the element will not be found; and the search will lead to an external node (represented by a null pointer) in the tree. A chain consists of all sides in this set that lead to the same external node; that is all sides that are between the same pair of rectangle cross-sections formed by the sweepline. All sides in a chain occur contiguously because horizontal sides are sorted in left to right order of their left endpoints. To determine whether two sides are in...
the same chain, we associate a Boolean variable \textit{mark} with each tree pointer. \textit{mark} is initialized to 0. When the first side in a chain is encountered, the search leads to a null tree pointer. The variable \textit{mark} associated with this pointer, which was 0, is set to 1. Each subsequent side in the same chain encounters the same pointer, and therefore, the associated variable \textit{mark}, which is now 1. This indicates that the new side belongs to the current chain. The first side in the next chain encounters another null pointer whose variable \textit{mark} is 0. This signals that the current chain is complete. The variable \textit{mark} associated with this chain is reset to 0; and the algorithm proceeds to identify the next chain in the group.

Figure 7 shows the balanced search tree corresponding to the sweepline and rectangles of Figure 6. The sweepline cuts rectangles \textit{A} and \textit{B}; so their \textit{x₁} coordinates are stored in the tree. The other rectangles are touched, but not cut, by the sweepline and therefore not included in the tree. Any attempt to search for the \textit{x₁} coordinates of the horizontal sides contained in the sweepline in the tree will lead to one of the three external nodes of the tree. Sides of rectangles 1, 2, and 3 lead to external node \textit{E₀}; sides of rectangles 4, 5, and 6 lead to external node \textit{E₁}; the single side of rectangle 7 leads to external node \textit{E₂}. Each set of sides forms a chain.

\textbf{Step 2(c) Identify violations within a chain:} To identify violations among sides in a chain, we move a set of three sides of the chain from left to right. Let \textit{s₁}, \textit{s₂}, and \textit{s₃} represent these three sides from left to right. Note that \textit{s₂} does not always immediately follow \textit{s₁}, but \textit{s₃} always immediately follows \textit{s₂}. Since the array of horizontal sides is sorted so that all sides with the same \textit{y} field are sorted in increasing order of \textit{x₁}, we have \textit{s₁} \cdot \textit{x₁} ≤ \textit{s₂} \cdot \textit{x₁} ≤ \textit{s₃} \cdot \textit{x₁}. Figure 8 identifies all possible cases (Excluding symmetric cases). Table I describes the action to be taken in each case. We interpret the action “move \textit{s₁} to position \textit{i}” to mean that \textit{s₁} is now the side in position \textit{i} of the array, and that \textit{s₂} and \textit{s₃} are the sides in positions \textit{i} + 1 and \textit{i} + 2, if these sides are part of the current chain. Similarly, the action “move \textit{s₂} to position \textit{i}” (Case 1) means that \textit{s₂} is now the side in position \textit{i} and \textit{s₃} is the side in position \textit{i} + 1, if these sides are part of the current chain. In this case, \textit{s₁} is not moved. In

![FIGURE 7 Snapshot of the search tree.](image)

![FIGURE 8 Three cases in Step 2(c) of Algorithm ComputeHorizVioIs.](image)
some cases, either $s_3$ or both $s_2$ and $s_3$ are not defined (Cases 3 and 4). This happens when the current chain has run out of sides. Side $s_3$ is not relevant in Case 1, and is not shown. It can be verified that the correct action is taken for each case.

**Lemma 4** The computational complexity of Algorithm Compute Horiz Viols is $\Theta(n \log n)$, where $n$ is the number of rectangles in the layout.

**Proof** Steps 1 and 3 of the algorithm both take $\Theta(1)$ time. Step 2 requires the $2n$ horizontal sides to be sorted. This is accomplished in $\Theta(n \log n)$ time. Excluding insertion into, deletion from, or searching of $T$, $\Theta(1)$ time is spent on each side in Steps 2(a), 2(b), and 2(d). At most $n$ insertions to, $n$ deletions from, and $2n$ searches of $T$ are made during the course of the algorithm. Each of these operations takes $\Theta(\log n)$ time. Hence, the complexity of the algorithm excluding step 2(c) is $\Theta(n \log n)$.

Step 2(c) computes the number of violations for each chain. Each case of Step 2(c) (listed in Tab. I) takes $\Theta(1)$ time. Furthermore, each case increments the count of one of the four horizontal violations, except when the end of the chain is reached. An exception to this is Case 2, which is encountered only when there is a horizontal violation between $s_2$ and $s_3$. The number of times Case 2 is encountered is bounded by the number of horizontal violations in the layout. The total complexity of Step 2(c) is therefore $\Theta(h + c)$, where $h$ is the total number of horizontal violations in the layout and $c$ is the total number of chains in the layout. If $h$ exceeds $3n + 1$, then, from Theorem 1, RCS requires negative memory, which is not possible. So, $h$ is $O(n)$. $c$ cannot exceed the number of horizontal sides and is $O(n)$. Step 2(c) consumes $O(n)$ time and the entire algorithm requires $\Theta(n \log n)$ time.

**3.2. Computing Vertical Violations**

We begin with two simple observations:

**Lemma 5** Vertical violations only take place between vertical sides with the same $x$ coordinates.

**Proof** Follows from definition of vertical violations.

**Lemma 6** The common side of a vertical group is composed of a sequence of vertical sides such that each pair of adjacent vertical sides has a same-side vertical violation.

**Proof** Follows from definition of vertical violations.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Conditions</th>
<th>Actions</th>
</tr>
</thead>
</table>
| 1     | a          | $s_1.x_2 > s_2.x_1$  
$s_1.x_2 \leq s_2.x_2$  
if $(s_1.x_2 = s_2.x_2)$ move $s_1$ to posn immediately after $s_2$  
else move $s_1$ to $s_2$'s position  
moves $s_2$ position to the right  
No violations between $s_1$ and $s_2$ |
|       | b          | $s_1.x_2 > s_2.x_2$  
$s_2.x_1 = s_3.x_1$  
move $s_2$ position to the right  
Move $s_1$ to $s_2$'s position |
| 2     | $s_2.x_1 < s_3.x_1$  
or $s_3$ does not exist  
$s_1.top = s_2.top$  
and $s_1.x_2 < s_2.x_1$  
$s_1.top \neq s_2.top$  
and $s_1.x_2 = s_2.x_1$  
$s_1.top \neq s_2.top$  
and $s_1.x_2 < s_2.x_1$  
$s_1.top \neq s_2.top$  
and $s_1.x_2 = s_2.x_1$  
$s_1.top \neq s_2.top$  
and $s_1.x_2 < s_2.x_1$  
$s_1.top \neq s_2.top$  
and $s_1.x_2 = s_2.x_1$  
$s_2$ and $s_3$ do not exist |

<table>
<thead>
<tr>
<th>Actions</th>
<th></th>
</tr>
</thead>
</table>
| $h_m, +, +$ if $s_3$ exists, move $s_1$ to $s_2$'s position  
else go to next chain |
| $h_m, +, +$ if $s_3$ exists, move $s_1$ to $s_2$'s position  
else go to next chain |
| $h_m, +, +$ if $s_3$ exists, move $s_1$ to $s_2$'s position  
else go to next chain |
| $h_m, +, +$ if $s_3$ exists, move $s_1$ to $s_2$'s position  
else go to next chain |
| Go to next chain |
We now outline an algorithm for computing all vertical violations in the layout. There are two steps in the algorithm:

1. Compute same-side violations and simultaneously obtain common sides for each vertical group.
2. Compute opposite-side violations using the common sides computed in Step 1.

**Step 1:** First, sort the array of vertical sides so that side $v_1$ precedes side $v_2$ if and only if one of the following is true:

\[
\begin{align*}
v_1 \cdot x &< v_2 \cdot x. \\
v_1 \cdot x &= v_2 \cdot x \quad \text{and} \quad v_1 \cdot left > v_2 \cdot left \\
v_1 \cdot x &= v_2 \cdot x \quad \text{and} \quad v_1 \cdot left = v_2 \cdot left \quad \text{and} \\
v_1 \cdot y_1 &< v_2 \cdot y_1
\end{align*}
\]

Notice that this results in all vertical sides making up a common side being stored contiguously in bottom-top order. Same-side violations can now be computed by traversing a sequence of left (or right) sides at each $x$-coordinate from bottom to top and checking to see if adjacent sides touch. If so, the count of same-side vertical violations is incremented. All vertical sides making up a common side are merged to form the common side. The common side is then stored in the next available location in array $commonsides$, which will be used in Step 2.

**Step 2:** Array $commonsides$ is already sorted so that side $v_1$ precedes $v_2$ if and only if one of the three conditions listed in Step 1 is satisfied.

**Complexity:** Sorting $2n$ sides requires $\Theta(n \log n)$ time. Steps 1 and 2, both involve traversing the array once, with constant time spent at each element. So, Steps 1 and 2 take $\Theta(n)$ time. The overall time for the algorithm is $\Theta(n \log n)$.

### 3.3. Proof of Optimality

**Theorem 3** $\Theta(n \log n)$ is a lower bound for the computation of violations.

**Proof** We will prove the theorem by reducing the problem of sorting $n$ integers to the problem of computing violations. The reduction itself takes $\Theta(n)$. Therefore, if it is possible to compute violations in $o(n \log n)$, then it is also possible to sort $n$ integers in $o(n \log n)$, which is a contradiction.

1. Let $l_i, 1 \leq i \leq n$, be $n$ distinct integers that are to be sorted. Form $n$ rectangles $R_i, 1 \leq i \leq n$, such that $R_i.x_1 = l_i - 0.4$, $R_i.y_1 = 0$, $R_i.x_2 = l_i + 0.4$, and $R_i.y_2 = i$. Since the $l_i$ are distinct, the transformation results in $n$ non-overlapping rectangles that have $n - 1$ horizontal same-side, no-touching violations Figure 9. This transformation takes $\Theta(n)$ time.

2. We now run our algorithm to compute violations on the set of rectangles. Assume that the algorithm prints a violation between $R_i$ and $R_j$, $R_i.x_1 < R_j.x_1$, as $(i, j)$. Note that $(i, j)$ gets printed if and only if $l_i$ is the immediate predecessor of $l_j$ in the sorted order of $l_i$s.

3. We establish a pointer from $i$ to $j$ for each such ordered pair reported and mark $j$. The first element in the sorted is $l_k$, $1 \leq k \leq n$, such that $k$ is the only unmarked integer. The remaining elements in the sorted list may be obtained by following the pointers established earlier in this step. This reverse transformation also takes $\Theta(n)$ time.

---

### 4. Experimental Results and Conclusions

For CLOTH MEASURE to be a viable tool for the prediction of the memory requirements of the
corner stitching data structure, the following should all be true:

1. Simplicity: CLOTH MEASURE should be simpler to implement than the Corner Stitching data structure. (Otherwise it is easier to determine the memory requirements of a layout by implementing corner stitching on that layout). CLOTH MEASURE required approximately 1100 lines of C++ code. Of this, approximately 600 lines of code were required to implement the sorting algorithm (mergesort) and the balanced search tree (2-3-4 tree). Since these would typically be available in a C++ class library, only about 500 lines of code are required. In contrast, Rectangular Corner Stitching required 3000 lines of C code, while L-shaped Corner Stitching required approximately 8500 lines of C code.

2. Accuracy: CLOTH MEASURE computes exactly the memory requirements of the RCS data structure, from the theoretical results of [1]. CLOTH MEASURE computes a range of values for the memory requirements of the LCS data structure. The reason that a range is obtained rather than exact value is due to the property of the LCS data structure that the same set of solid tiles can have many representations. The actual LCS representation for a given set of solid tiles is determined by factors such as the order in which tiles are inserted into the data structures. Different representations of the same set of tiles have different memory requirements. Hence the inability of our estimation process to produce an exact value for the memory requirements of a layout is a consequence of the representation method (and not of the estimation process).

Columns 6, 7, and 8 of Table II suggest that the actual memory requirements of layouts in LCS lie nearer the best case prediction than the worst case prediction. (Data for the actual memory requirements of layouts using LCS were obtained from [3]. This was done by inserting additional statements in the LCS code for the insertion and deletion operations that kept a global count of tiles currently in the data structure).

3. Computation time: CLOTH MEASURE should execute faster for a given set of solid tiles than the corner stitching algorithm for inserting rectangles into the corner stitching data structure. (Otherwise, it is quicker to use corner stitching than CLOTH MEASURE if both are available). Columns 2–5 of Table II compare the insertion times for Magic [4], RCS and LCS with the execution time for CLOTH MEASURE. (Data for the run times for LCS, Magic, and RCS are obtained from [3]). Data for run times for CLOTH MEASURE were obtained by running it for the same layout on the same computer – a SUN SPARCstation 10. The table shows that CLOTH MEASURE is significantly faster.

4. Memory requirements: It is also desirable that the memory requirements of CLOTH MEASURE be less than those of LCS and RCS. (Note that our table does not include the memory requirements for RCS as these are greater than those for LCS.) The last column of Table II shows the maximum memory required by CLOTH MEASURE. Our algorithm for computing vertical violations requires memory to store two arrays consisting of $2n$ sides each (one contains vertical sides, the other all vertical
**TABLE II** Experimental comparison between LCS/RCS/Magic and CLOTH MEASURE (CM)

<table>
<thead>
<tr>
<th>No. of Tiles</th>
<th>Execution times</th>
<th>LCS Memory Reqmts (KB)</th>
<th>WC CM Memory Reqmts (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RCS</td>
<td>Magic</td>
<td>LCS</td>
</tr>
<tr>
<td>5001</td>
<td>4.50</td>
<td>3.18</td>
<td>8.86</td>
</tr>
<tr>
<td>10000</td>
<td>7.61</td>
<td>6.12</td>
<td>18.20</td>
</tr>
<tr>
<td>15000</td>
<td>11.36</td>
<td>9.30</td>
<td>27.86</td>
</tr>
<tr>
<td>20000</td>
<td>16.63</td>
<td>12.73</td>
<td>38.10</td>
</tr>
<tr>
<td>25000</td>
<td>21.24</td>
<td>16.59</td>
<td>49.23</td>
</tr>
<tr>
<td>30000</td>
<td>26.26</td>
<td>20.33</td>
<td>59.70</td>
</tr>
<tr>
<td>35000</td>
<td>31.98</td>
<td>25.45</td>
<td>70.27</td>
</tr>
<tr>
<td>40000</td>
<td>38.52</td>
<td>29.74</td>
<td>83.40</td>
</tr>
<tr>
<td>45000</td>
<td>45.72</td>
<td>35.37</td>
<td>97.23</td>
</tr>
<tr>
<td>50000</td>
<td>48.24</td>
<td>41.32</td>
<td>109.78</td>
</tr>
<tr>
<td>55001</td>
<td>59.10</td>
<td>47.90</td>
<td>121.89</td>
</tr>
<tr>
<td>60000</td>
<td>69.25</td>
<td>54.45</td>
<td>138.49</td>
</tr>
</tbody>
</table>

Common sides). Assuming that 3 integers and one char are used to store a side, where an integer requires 4 bytes and a character requires 1 byte, this quantity = 52n bytes. Algorithm ComputeHorizViols requires memory to store one array consisting of 2n sides and a search tree which contains a maximum of n sides. Assume that each tree node requires one integer (to store the index of the horizontal side in the array), two pointers (left and right children), and one character associated with each pointer (to determine whether a horizontal side belongs to the same chain as its predecessor in the array). This represents the worst case scenario if the tree is a 2–3–4 tree. Assuming that a pointer requires 4 bytes, ComputeHorizViols requires 40n bytes. The total space required by the algorithm is the maximum of the space required by the two algorithms (because the memory occupied by each is released when it terminates). The table shows that CLOTH MEASURE requires less memory. Note that the quantity tabulated represents the worst case memory requirements. The actual memory requirements are expected to be less because the number of common sides will typically be less than the number of vertical sides.

We have demonstrated that CLOTH MEASURE is an effective tool for measuring the memory requirements of the RCS and LCS data structures. We expect that the techniques of this paper can be extended to the trapezoidal and curved versions of the Corner Stitching data structure described in [9] and [10].
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1Our assumptions about the memory requirements of integers, characters, and pointers are consistent with those made in computing the memory requirements of the two corner stitching data structures.
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