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The value function in the optimal detection problem for jump-times of a Poisson process satisfies a special system of functional-differential equations. In this paper, we investigate the system and prove the existence and uniqueness of its solution.
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1. Introduction

This system appears in the form of a Bellman equation for the value function of the problem of optimal detection of jump-times of a Poisson process investigated by Donchev [2]. This problem is a generalization of the classical Poisson disorder problem (Shiryaev [5], Davis [1], and Wickwire [6]) which is the following. Let \( \{z_t\} \) be a Poisson process whose rate \( \rho \) changes from \( \lambda \) to \( \mu < \lambda \) at a random time \( \theta \). The time \( \theta \) is zero with probability \( x \) and if \( \theta > 0 \), then it is exponentially distributed with parameter \( a \). The Poisson disorder problem is to find a way of using only observations on \( \{z_t\} \) to predict the value of \( \theta \), and to minimize some cost functional depending on the difference between \( \theta \) and its predicted value.

In this problem, the disorder occurs only once. Now, we suppose that a multiple Poisson change of the rate of \( \{z_t\} \) occurs. We assume that this change takes place at the jump-times \( \theta_n, n \geq 1 \) of some non-observed Poisson process \( \{y_t\} \) and that for the rate of \( \{z_t\} \), \( \rho = \lambda \) if \( y_t \) is odd and \( \rho = \mu \) if \( y_t \) is even. The rate of \( \{y_t\} \) is equal to \( a \) and the apriori probability \( x = P\{y_0 \in \{2n + 1, n \geq 0\}\} \) is given. A policy is any non-decreasing sequence of stopping times \( \{\tau_n\}, n \geq 1 \), w.r.t. the filtration generated by the process \( \{z_t\} \). The problem is to minimize some cost functional depending on all \( \theta_n \) and \( \tau_n, n \geq 1 \). Referring the reader for more details to Donchev [2], let us return to the system. It is the following:


\[ f'_1(t) = (\epsilon - 2a \sinh t)^{-1}\{\lambda[f_1(t) - f_1(t - \gamma)] + (a + \beta - ae^{-t})f_1(t + 1)\}, \quad t \geq 0, \quad (1.1) \]

\[ f'_2(t) = (\epsilon - 2a \sinh t)^{-1}\{\lambda[f_2(t) - f_2(t - \gamma)] + (a + \beta - ae^{-t})f_2(t + 1)\}, \quad t \leq 0, \quad (1.2) \]

\[ f_1(t) = e^{t}f_2(t), \quad t \in [-\gamma, 0], \quad (1.3) \]

where \( \mu, \lambda, \epsilon, \beta, \gamma \) and \( a \) are positive numbers such that

\[ \lambda > \mu, \quad \epsilon = \lambda - \mu, \quad \gamma = \ln \lambda - \ln \mu. \quad (1.4) \]

It follows by dynamic programming reasoning that system (1.1)-(1.3) has a unique solution which coincides with the value function of the above problem. On the other hand, from the point of view of the theory of functional-differential equations such an existence-uniqueness result is not trivial. In particular, if we try to solve system (1.1)-(1.3), there would arise at least two difficulties to overcome. The first is the singularity that equation (1.1) has a point \( t = \ln(\epsilon/2a + \sqrt{1 + (\epsilon/2a)^2}) \), and the second is the delaying argument of equation (1.2) on the negative half-line.

Here we prove the existence and uniqueness of the solution of system (1.1)-(1.3) utilizing methods and ideas from the theory of functional-differential equations with delay. This solution cannot be represented by means of known functions. Nevertheless, we describe its structure and obtain results permitting us to develop numerical tools for its calculation.

This article consists of four sections. In Section 2 we investigate the asymptotics of the solutions of equation (1.2) as \( t \to -\infty \) and obtain explicit formulas for the global solutions of both equations (1.1) and (1.2). Section 3 is devoted to the fundamental functions of equations (1.1) and (1.2) and their properties. In Section 4 we prove that the homogeneous equation corresponding to (1.2) has a non-trivial solution on the negative half-line and that the general solution of this equation is a sum of its global solution and the solution of the homogeneous equation multiplied by a constant. In the end of the section we utilize this fact when constructing a solution of the system (1.1)-(1.3).

2. Asymptotics and Global Solutions

Equation (1.2) plays an important role in the system (1.1)-(1.3). Further we shall consider also the corresponding homogeneous equation:

\[ \eta'(t) = (\epsilon - 2a \sinh t)^{-1}\{\mu[\eta(t) - \eta(t - \gamma)] + (a + \beta - ae^{-t})\eta(t)\}, \quad t \leq 0. \quad (2.1) \]

In Section 4, we show that equation (2.1) has a non-trivial solution on the negative half-line. The next theorem contains aprior information about the asymptotic behavior of this solution.

**Theorem 2.1:** (i) Every solution of equation (2.1) has the following asymptotic as \( t \to -\infty \):

\[ \eta(t) = C(1 + \beta/a + e^{-t}) + o(1), \quad C = \text{const.} \quad (2.2) \]
(ii) If equation (1.2) has a solution, then this solution also has the asymptotics (2.2) with some constant $C$.

**Proof:** Let us consider the equation

\[
\begin{align*}
\left\{-\varepsilon x(1-x) + a(1-2x)\right\} v'(x) &+ \left[\lambda x + \mu(1-x)\right] v(x) - (1-x) = \beta v(x), x \in [1/2,1].
\end{align*}
\] (2.3)

As shown by Dontchev [2], this equation reduces to (1.2) with $\gamma = \ln \lambda - \ln \mu$ if one introduces a logarithmic scale $t = \ln(1-x) - \ln x$ and a new unknown function $U(t) = v((1+e^t)^{-1})$ and defines thereafter the function $f_2(t)$ by the formula

\[
f_2(t) = (1 + e^{-t})U(t).
\] (2.4)

Moreover, in this case, the homogeneous equation corresponding to (2.3) reduces to (2.1). Thus, if equation (1.2) (resp. equation (2.1)) has a solution, then equation (2.3) (resp. the homogeneous equation corresponding to (2.3)) has a solution as well.

Let $f_2(t)$ be a solution of (1.2) and consider the corresponding function $v(x)$. Applying the Lagrange formula to the difference $v(x) - v(x_0)$ in the left-hand side of (2.3) we obtain

\[
v\left(\frac{\lambda x}{\lambda x + \mu(1-x)}\right) - v(x) = v'(\xi)\varepsilon x(1-x), x \in \left[1/2,1\right],
\]

Substituting this expression into (2.3), we get

\[
-(1-x) + \varepsilon x(1-x)[v'(\xi) - v'(x)] + a(1-2x)v'(x) = \beta v(x).
\] (2.5)

Solving equation (2.3) with respect to $v'(x)$ and taking into consideration the facts that $a > 0$ and $v(x)$ is a continuously differentiable function, we easily deduce that $v$ obeys a smooth second derivative in a neighborhood of the point $x = 1$. Therefore, we can apply the Lagrange formula once again to the difference $v'(\xi) - v'(x)$ which appears in the second term of (2.5). Thus, we obtain the following equation:

\[
a(1-2x)v'(x) = \beta v(x) + 1 - x + O((1-x)^2), x \to 1.
\] (2.6)

Let us now return to the logarithmic scale $t = \ln(1-x) - \ln x$ and the function $U(t)$. Then equation (2.6) takes the following form:

\[
2aU'(t)\sinh t = -\beta U(t) - (1 + e^{-t})^{-1} + O((1 + e^{-t})^{-2}), t \to -\infty.
\] (2.7)

The solution of the last equation is

\[
U(t) = \exp\left(-\frac{\beta}{2a} \int_{-\infty}^{t} \frac{du}{\sinh u}\right) \left[ C_1 - \int_{-\infty}^{t} \frac{\exp\left(\frac{\beta}{2a} \int_{-\infty}^{u} ds \right)}{2a(1 + e^{-s})\sinh u} du \right]
\]

\[
+ \int_{-\infty}^{t} \exp\left(\frac{\beta}{2a} \int_{-\infty}^{u} ds \right) O((1 + e^{-u})^{-2}) \frac{du}{\sinh u}
\]

\[
= \left(\frac{e^{-t} - 1}{e^{-t} + 1}\right)^{-\frac{\beta}{2a}} \left[ C_1 + a^{-1} \int_{-\infty}^{t} (e^{-u} - 1)\beta a^{-1} (e^{-u} - 1) - \frac{\beta}{2a} - 2e^{-u} du \right]
\]
\[
\int_{-\infty}^{t} \left( e^{-u} - \frac{1}{u+1} \right)^{2a} e^{-u} O\left( (1 + e^{-u})^{-2} \right) du, \tag{2.8}
\]

\[C_1 = \lim_{t \to -\infty} U(t), \quad t \to -\infty.\]

The first integral in (2.8) is equal to \(\beta^{-1}(2 + \beta/a)^{-1} \{1 - \frac{(e^{-t} - 1 - 1 - 1)^{2a}}{e^{-t} + 1} \} (\beta/a)(1 + e^{-t})^{-1} \}. \)

In view of the inequalities \(e^{-u} - 1 < 1\) and \(1 < \frac{1}{1 + e^{-u}}\), which hold for \(u < 0\), the second integral can be written out as

\[\int_{-\infty}^{t} (1 + e^{-u})^{-2} O((1 + e^{-u})^{-2}) d(1 + e^{-u}) = O((1 + e^{-u})^{-3}).\]

Substituting these expressions in (2.8), we obtain the following asymptotic formula for the function \(U(t)\):

\[U(t) = C \psi(t + \psi_2(t) + O((1 + e^{-t})^{-3}), \quad t \to -\infty, \tag{2.9}\]

where \(\psi_1(t) = \frac{e^{-t} - 1}{e^{-t} + 1}\), \(\psi_2(t) = -\frac{1 + (\beta/a)(1 + e^{-t})^{-1}}{(2 + \beta/a)}\) and \(C = C_1 + \beta^{-1}(2 + \beta/a)^{-1} \). Applying Newton’s formula to the function \(\psi_1(t)\) we get

\[\psi_1(t) = \left( e^{-t} - 1 \right)^{2a} \left( 1 + \frac{2}{1 + e^{-t}} \right)^{-\beta} = 1 + (\beta/a)(1 + e^{-t})^{-1} + o((1 + e^{-t})^{-1}), \quad t \to -\infty. \tag{2.10}\]

It follows from (2.9) and (2.10) that

\[U(t) = C_{1}[1 + (\beta/a)(1 + e^{-t})^{-1}] + o((1 + e^{-t})^{-1}), \quad t \to -\infty. \tag{2.11}\]

Let us note that the function \(\psi_1(t)\) is a solution of the homogeneous equation corresponding to (2.7) which appears in place of (2.7) if we consider equation (2.1) and the homogeneous equation corresponding to (2.3) rather than equations (1.2) and (2.3). Thus, both claims of the theorem follow from (2.4), (2.10), (2.11) and the remark after formula (2.4).

As follows from (2.11), the function \(\psi_2(t)\) plays an important role in formula (2.9). Namely, it ensures the fulfillment of the identity \(C_1 = \lim_{t \to -\infty} U(t)\) in (2.11). It is remarkable that the function \(f_2(t) = (1 + e^{-t})\psi_2(t)\) is a global solution (i.e., on the whole real line) of equation (1.2).

**Theorem 2.2:** The functions

\[f_1(t) = -\frac{1 + \beta/a + e^t}{\beta(2 + \beta/a)}, \tag{2.12}\]

\[f_2(t) = -\frac{1 + \beta/a + e^{-t}}{\beta(2 + \beta/a)}, \tag{2.13}\]

are global solutions of equations (1.1) and (1.2), respectively.

To prove this theorem, it is enough to substitute \(f_1(t)\) and \(f_2(t)\) from (2.12) and
(2.13) into (1.1) and (1.2) and make simple calculations.

Let us note that the functions from (2.12) and (2.13) do not satisfy system (1.1)-(1.3) since the condition (1.3) in this case is not satisfied. On the other hand, we could multiply the right-hand side of (2.13) by $e^t$ and try to solve equation (1.1) on $[0, -\infty]$ with an initial condition $-\frac{1 + (1 + \beta/a)t}{\beta(2 + \beta/a)}$ given on $[-\gamma, 0]$. However, in this case we will not be able to escape the singularity that (1.1) has at point $t = \ln(\epsilon/2a + \sqrt{1 + (\epsilon/2)^2})$. To overcome these difficulties, we need a full characterization of the set of all solutions to equation (1.2) on the negative half-line.

3. Fundamental Functions and Their Properties

Denote by $V(t,s)$ and $U(t,s)$, the fundamental functions of equations (1.1) and (1.2), respectively. Thus, for any fixed $s$, $V(t,s)$ (resp. $U(t,s)$) is a solution of the homogeneous equation corresponding to (1.1) (resp. (1.2)) with an initial condition given on $[s-\gamma, s]$ by the formula $\phi(t) = 0$ if $s-\gamma < t < s$ and $\phi(t) = 1$ if $t = s$. $V(s,s) = U(s,s) = 1$ and $V(t,s) = U(t,s) = 0$ for $t < s$. If $0 < t - s < \gamma$, then in order to calculate $V(t,s)$ (resp. $U(t,s)$) one has to solve the following ordinary differential equation:

$$f'(t) = \left(2a \sinh t\right)^{-1}\left[a + \beta - ae^{-t}\right]f(t)$$

and denote by $f_1(\sigma, \varphi)(t)$ (resp. $f_2(\sigma, \varphi)(t)$), $\sigma \in \mathbb{R}$, $\varphi \in C([\sigma - \gamma, \sigma])$, the solution of equation (3.5) (resp. equation (3.6)) on $[\sigma, \infty)$ with an initial condition $\varphi$.

**Theorem 3.1:** (i) For every real $\sigma$ and $\varphi \in C([\sigma = \gamma, \sigma])$,
The identity (3.4) is satisfied for all real \( t \) and \( s \).

**Proof:** Making use of Hale ([4], Theorem 6.3.2), we obtain the following representation for the functions \( f_1(\sigma, e^{(\cdot)} ) (t) \) and \( f_2(\sigma, \varphi)(t) \) for \( t \geq \sigma \):

\[
f_2(\sigma, \varphi)(t) = U(t, \sigma)\varphi(\sigma)
- \mu \int_{\sigma}^{t} \varphi(s)U(t, s + \gamma)[\epsilon - 2a \sinh(s + \gamma)]^{-1}ds,
\]

\[
f_1(\sigma, e^{(\cdot)} ) (t) = V(t, \sigma)e^{*}\varphi(\sigma)
- \lambda \int_{\sigma}^{t} \varphi(s)e^{*}V(t, s + \gamma)[\epsilon - 2a \sinh(s + \gamma)]^{-1}ds.
\]

First, we shall prove the claim (i) in case \( \sigma \leq t \leq \sigma + \gamma \). Since \( t \leq s + 2\gamma \) for all \( s \in [\sigma - \gamma, \sigma] \) one can apply formula (3.4) to both \( V(t, \sigma) \) and \( V(t, s + \gamma) \) in the right-hand side of (3.9). Making simple calculations, we get (3.7).

Now we are in a position to prove (ii). Let us fix \( s \) and divide the interval \( [s, \infty) \) into segments of length \( \gamma : [s, \infty) = \bigcup_{n \geq 0} [s + n\gamma, s + (n + 1)\gamma) \). We shall prove by induction that (3.4) holds in every segment \( [s + n\gamma, s + (n + 1)\gamma) \), \( n = 0, 1, \ldots \). For \( n = 0 \), the claim was already proved. Assuming that (ii) holds true for \( t \in [s + k\gamma, s + (k + 1)\gamma) \) and some integer \( k \geq 0 \) we shall prove that (3.4) is satisfied in the next segment as well. Indeed, to find the functions \( V(t, s) \) and \( U(t, s) \) on \( [s + (k + 1)\gamma, s + (k + 2)\gamma) \) one must solve equations (3.5) and (3.6), respectively, taking as initial conditions the already calculated values of these functions on \( [s + k\gamma, s + (k + 1)\gamma) \). According to the induction hypothesis, (3.4) holds on \( [s + k\gamma, s + (k + 1)\gamma) \). Applying (i) with \( \sigma = s + (k + 1)\gamma, \varphi(\cdot) = e^{-s}U(\cdot, s) \) and \( t \in [s + (k + 1)\gamma, s + (k + 2)\gamma) \) we get the claim for \( n = k + 1 \). Thus, (ii) is proved.

In order to prove (3.7) for \( \sigma \leq t \leq \sigma + \gamma \), we have used only formula (3.4) with \( t - s \leq \gamma \). Since, according to (ii), the last formula holds for all \( t \) and \( s \) it follows that (3.7) is fulfilled for all \( t \geq \sigma \).

Consider the following domain in the plane \( (s, t) \): \( D = \{(s, t) : s < t \leq 0\} \).

**Theorem 3.2:** The function \( U(t, s) \) is continuous and bounded in \( D \).

**Proof:** The coefficients of equation (3.6) are bounded continuous functions provided \( t \geq 0 \). For any fixed \( s \leq 0 \), function \( U(t, s) \) is given by formula (3.2) if \( s \leq t \leq s + \gamma \) and it satisfies equation (3.6) with an initial condition \( f_{\sigma + \gamma}(\cdot) = U_{s + \gamma}(\cdot, s) \) if \( t \geq s + \gamma \). Here, as is generally assumed in the theory of functional-differential equations, for any \( f \in C([s, t]), t \geq s + \gamma \) and \( \tau \in [s + \gamma, t], f_{\tau}(\cdot) \) denotes a function belonging to \( C([-\gamma, 0]) \) which is defined by the formula \( f_{\tau}(\theta) = f(\tau + \theta), \theta \in [-\gamma, 0] \). In view of (3.2), since \( s + \gamma + \theta \in [s, s + \gamma] \) provided \( \theta \in [-\gamma, 0] \), it follows that

\[
U_{s + \gamma}(\theta, s) = e^{-\theta - \gamma} \left( \frac{1 + x_2 e^{s}}{1 + x_2 e^{s + \gamma + \theta}} \right)^{b} \left( \frac{1 + x_1 e^{s}}{1 + x_1 e^{s + \gamma + \theta}} \right)^{c},
\]

\( \theta \in [-\gamma, 0] \).

The last function is continuous in both \( \theta \) and \( s \) if \( \theta \in [-\gamma, 0] \) and \( s \leq -\gamma \). Being
a solution of equation (3.6) with the continuous initial condition (3.10), the function $U(t,s)$ is continuous w.r.t. $t$ if $t \geq s + \gamma$. Its continuity if $t \in [s, s + \gamma]$ follows from formula (3.2). It remains to be proved that $U(t,s)$ is continuous w.r.t. $s$ for every fixed $t \leq 0$. The proof is non-trivial only if $s < t - \gamma$. Let $s < t - \gamma$ and $\{x_n\}$ be a sequence converging to $s$. Then, because of the continuity of function (3.10) w.r.t. both $\theta$ and $s$, the corresponding sequence of initial conditions $\{U_{x_n + \gamma(\cdot,s_n)}\}$ will converge uniformly to $U_{s + \gamma(\cdot,s)}$. Thus, the continuity of $U(t,s)$ in $s$ follows from the theorem for the continuous dependence of the solutions of functional-differential equations to the initial data (Hale [4], Theorem 2.2.2).

In order to prove the second claim of the theorem, let us rewrite the equation (3.6) in the form

$$f'(t) = -A(t)f(t) - B(t)f(t - \gamma),$$  

(3.11)

where $A(t) = (e^{-2a\sinh t} - 1)(he^{-t} - a - \beta)^{-1}$ and set $\alpha = -\ln(1 + (\beta + 2\mu)/a)$. It is easy to see that the coefficient $A(t)$ decreases in $t$, $t < 0$, whereas $B(t)$ is an increasing function and for $t < \alpha$, the inequality $B(t) < A(t)$ holds.

Consider the following domains in the plane $(s, t)$:

$$D_1 = \{(s,t) \in D: s \leq t \leq \alpha\},$$

$$D_2 = \{(s,t) \in D: t \geq s \geq \alpha\},$$

$$D_3 = \{(s,t) \in D: t \geq \alpha, s \leq \alpha\}.$$

Obviously, $D = D_1 \cup D_2 \cup D_3$ and it is enough to prove the claim in each of domains $D_1$, $D_2$ and $D_3$. Since $D_2$ is a compact set and $U(t,s)$ is a continuous function, the proof is non-trivial only in $D_1$ and $D_3$.

Consider the following subdomains of $D_1$: $D_1^n = \{(s,t) \in D_1: t \leq \alpha - 1/n\}$, $n = 1,2,\ldots$. Since the closure of the set $\bigcup_{n \geq 1} D_1^n$ coincides with $D_1$, it follows from the continuity of function $U(t,s)$ that it is sufficient to prove its boundedness in each of domains $D_1^n$, $n = 1,2,\ldots$. If $t \leq \alpha - 1/n$ then $A(t) \geq A(\alpha - 1/n)$, $\sup_{t \leq \alpha - 1/n} |B(t)| \leq B(\alpha - 1/n) < A(\alpha - 1/n)$ and therefore, according to Hale ([4], equation (5.9.2)), the trivial solution of equation (3.11) is uniformly stable for $t \leq \alpha - 1/n$. This means that for any $\sigma \leq \alpha - 1/n$ and $d > 0$ there exists $\delta = \delta(d)$ such that the inequality $||\varphi|| < \delta$ implies $||(f_2)(\sigma,\varphi)|| < d$ for all $\sigma \leq t \leq \alpha - 1/n$. Here $|| \cdot ||$ denotes a sup-norm and the function $f_2(\sigma,\varphi)$ is the same as in Theorem 3.1.

Let us now represent equation (3.11) in operator form. That is

$$f'(t) = L(t, f_1(\cdot)), $$

where $L(t,\varphi), t \leq 0$ and $\varphi \in C([\alpha - 1/n, 0])$ is the following operator:

$$L(t,\sigma) = A(t)\varphi(0) - B(t)\varphi(-\gamma).$$

Since for $t \leq \alpha - 1/n$ both $A(t)$ and $B(t)$ are between 0 and 1,

$$|L(t,\sigma)| \leq m ||\varphi||, \quad m = 2.$$  

(3.12)

Applying Hale ([4], Lemma 6.6.2) to equation (3.11) and making use of (3.12), we obtain the claim in $D_1^n$.

For any fixed $s < \alpha$, the function $U(t,s)$ satisfies the following equation
\[ f(t) = \int_{\alpha}^{t} L(u, f(u)) du + U(\alpha, s), \quad t \in [\alpha, 0] \quad (3.13) \]

with an initial condition \( f_{\alpha}(\cdot) = U_{\alpha}(\cdot, s) \). Let us note that if \( t < 0 \), then (3.12) also holds with \( m = (2\mu + \beta)/\epsilon \). Since \((s, \alpha) \in D_1\) it follows from (3.12) and (3.13) that

\[
|U(t, s)| \leq \int_{\alpha}^{t} |L(u, U(u, \cdot)) du| + |U(\alpha, s)|
\]

\[
\leq m \int_{\alpha}^{t} \|U(u, \cdot, s)\| du + K, \quad K = \sup_{(t, s) \in D_1} |U(t, s)|.
\]

Therefore, the following inequality holds:

\[
\|U_\epsilon(\cdot, s)\| \leq m \int_{\alpha}^{t} \|U(u, \cdot, s)\| du + K. \quad (3.14)
\]

Applying Gronwall's lemma to (3.14) we get

\[
\|U_\epsilon(\cdot, s)\| \leq K_1, \quad K_1 = Ke^{m\alpha}, \quad t \in [\alpha, 0].
\]

Hence, \( \sup_{\alpha < t < 0} |U(t, s)| \leq K_1 \). Since the constant \( K_1 \) does not depend on \( s \), it follows that \( U(\cdot, s) \) is bounded in \( D_3 \) as well.

Remark: All results cited in the proof relate to the case when the functional-differential equation is given on the whole real line, whereas we consider it in the interval \( (-\infty, \alpha - 1/n] \). However, setting in (3.10) \( A(t) = A(\alpha - 1/n), \ B(t) = B(\alpha - 1/n), \ t > \alpha - 1/n \) we get an equation which is defined on the whole real line and coincides with (3.10) in \( (-\infty, \alpha - 1/n] \). Since all cited results hold true for the last equation, it follows that they hold for equation (3.10) in the interval \( (-\infty, \alpha - 1/n] \) as well.

4. The Solution of System (1.1)-(1.3)

We begin this section with the following lemma.

Lemma 4.1: Let us set \( X(\sigma, t) = f_2(\sigma, 1 + \beta/\alpha + e^{-t}) (t), \sigma \leq -\gamma, \) where as in Theorem 3.1, \( f_2(\sigma, 1 + \beta/\alpha + e^{-t}) (t) \) denotes the solution of equation (3.6) with an initial condition \( \varphi(t) = 1 + \beta/\alpha + e^{-t} \) given on \([\sigma - \gamma, \sigma]\). Then the following holds:

(i) \[ X(\sigma, t) \geq 1 + \beta/\alpha + e^{-t}, \quad t \in [\sigma, \sigma + \gamma], \quad (4.1) \]

(ii) \[ \max_{t \in [\sigma, \sigma + \gamma]} [X(\sigma, t) - 1 - \beta/\alpha - e^{-t}] = O(e^\sigma), \sigma \rightarrow -\infty. \quad (4.2) \]

Proof: If \( t \in [\sigma, \sigma + \gamma] \) then \( X(\sigma, t) \) can be calculated by the formula (3.8), where function \( U(t, s) \) is given by (3.2). Setting in (3.8), \( \varphi(s) = 1 \) and \( \varphi(s) = e^{-s} \) and calculating the corresponding integrals we obtain the functions

\[
K_1(t) = U(t, \sigma) + \frac{\mu}{\alpha m} \left[ e^{-t} + 1 + \frac{\lambda + \beta}{1} \right]
\]
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\[ -U(t, \sigma)(e^{-\sigma} + 1 + \frac{\lambda + \beta}{a}) \]  

(4.3)

\[ K_2(t) = e^{-t}V(t, \sigma) + \frac{\lambda}{\lambda + \beta}\left[ 1 + \frac{\mu + \beta}{a}e^{-t} \right] \]

and both \( V(t, \sigma) \) and \( U(t, \sigma) \) being given by (3.1) and (3.2), respectively. Calculating the derivative of the function \( X(\sigma, t) - 1 - \frac{\beta}{a}e^{-t} = (1 + \frac{\beta}{a})K_1(t) + K_2(t) - 1 - \frac{\beta}{a}e^{-t} \) w.r.t. \( t \) we obtain the following expression:

\[
-m - \left[ \frac{\lambda}{a}(1 + \frac{\mu + \beta}{a}) + \frac{\mu}{a}(1 + \beta/a) - m \right] \left\{ 1 + \frac{e^t[1 + (\mu + \beta)/a] - 1}{(1 + x_1e^t)(1 + x_2e^t)} \right\} \\
- \left( \frac{1 + x_2e^\sigma}{1 + x_2e^t} \right) \left( \frac{1 + x_1e^\sigma}{1 + x_1e^t} \right) \left[ e^\sigma(1 + (\lambda + \beta)/a) + 1 \right] e^{-t}.
\]

(4.5)

It is easy to verify that the number \( \frac{\lambda}{a}(1 + \frac{\mu + \beta}{a}) + \frac{\mu}{a}(1 + \beta/a) \) is less than \( m \). Thus, the first factor in this expression is negative. On the other hand, simple calculations show that the second factor increases in \( t \). Hence, it reaches its minimum at point \( t = \sigma \) and this minimum is equal to \( m e^{2\sigma}(1 + x_1e^\sigma)^{-1}(1 + x_2e^\sigma)^{-1} > 0 \). Therefore, the function \( X(\sigma, t) - 1 - \frac{\beta}{a}e^{-t} \) increases on \([\sigma, \sigma + \gamma] \) and since \( X(\sigma, \sigma) - 1 - \frac{\beta}{a}e^{-\sigma} = 0 \) it follows that (i) holds and that it attains its maximum at point \( t = \sigma + \gamma \). Let us set \( t = \sigma + \gamma \) in (4.3) and define a new function \( K_1(u) \) so that \( K_1(\sigma) = K_1(\sigma + \gamma) \). The function \( K_1(u) \) is equal to:

\[ K_1(u) = \frac{\mu}{\lambda}R(u) + S(u), \]

(4.6)

where

\[ R(u) = u^{-1} - u^{-1} \left( \frac{1 + x_2u}{\mu + \lambda x_2u} \right)^b \left( \frac{1 + x_1u}{\mu + \lambda x_1u} \right)^c, \]

(4.7)

\[ S(u) = \frac{\mu}{\lambda} \left( \frac{1 + x_2u}{\mu + \lambda x_2u} \right)^b \left( \frac{1 + x_1u}{\mu + \lambda x_1u} \right)^c \times \left[ 1 - \frac{\lambda}{\lambda + \beta} \right] + \frac{\mu}{\lambda} \left( 1 + \frac{\lambda + \beta}{a} \right). \]

(4.8)

In a neighborhood of point \( u = 0 \)

\[ \left( \frac{1 + x_2u}{\mu + \lambda x_2u} \right)^b \left( \frac{1 + x_1u}{\mu + \lambda x_1u} \right)^c = 1 + \frac{\xi}{\mu}(1 + \frac{\lambda + \beta}{a})u + O(u^2), \]

(4.9)

and hence

\[ R(u) = - \frac{\xi}{\mu}(1 + \frac{\lambda + \beta}{a}) + O(u), \quad u \to 0. \]

(4.10)

Taking in (4.8) only the first term of the Taylor’s series of the function in the left-
hand side of (4.9), we get

\[ S(u) = \frac{\mu}{\lambda} \left[ 1 - \frac{\mu}{a} \left( 1 + \frac{\lambda + \beta}{a} \right) \right] + \frac{\mu}{a \tilde{m}} \left( 1 + \frac{\lambda + \beta}{a} \right) + O(u), \quad u \to 0. \]  

(4.11)

It follows from (4.6), (4.10), and (4.11) that

\[ \tilde{K}_1(u) = \mu / \lambda + O(u), \quad u \to 0. \]  

(4.12)

Similarly, calculating the value of function \( K_2(t) = e^{-t} \) at point \( t = \sigma + \gamma \) and making the substitution \( u = e^\sigma \) we obtain:

\[ \tilde{K}_2(u) = \frac{\mu}{\lambda} u^{-1} = R(u) \left[ \frac{\lambda}{a \tilde{m}} \left( u + 1 + \frac{\mu + \beta}{a} \right) - 1 \right] + \frac{\epsilon \lambda}{a \mu \tilde{m}}, \]

where function \( \tilde{K}_2(u) \) is defined in such a way that \( \tilde{K}_2(e^\sigma) = K_2(\sigma + \gamma) \). Making use of (4.10) we get

\[ \tilde{K}_2(u) - \frac{\mu}{\lambda} u^{-1} = \frac{\epsilon}{\mu} \left( 1 + \frac{\beta}{a} \right) + O(u), \quad u \to 0. \]  

(4.13)

Since \( X(\sigma, t) - 1 - \beta / a - e^{-t} = K_2(t) - e^{-t} + (1 + \beta / a)[K_1(t) - 1] \) the second claim of the lemma follows from (4.12) and (4.13).

**Theorem 4.2:** The equation (2.1) has a non-trivial solution on the negative half-line.

**Proof:** Consider the following functions defined on \( (-\infty, 0] \):

\[ \eta_n(t) = \begin{cases} 
1 + \beta / a + e^{-t}, & t \leq -n\gamma \\
X(-n\gamma, t), & t \in [-n\gamma, 0].
\end{cases} \]

We shall prove that the sequence \( \{\eta_n\}, n \geq 1 \) converges uniformly to some function \( \eta(t) \) which satisfies equation (2.1) on the whole negative half-line.

Let us consider the series

\[ \eta_1(t) + \sum_{n=1}^{\infty} [\eta_{n+1}(t) - \eta_n(t)]. \]  

(4.14)

To find the function \( \eta_{n+1}(t) \) on \( [-n\gamma, 0] \) one must solve equation (2.1) with an initial condition \( X(-(n+1)\gamma, t), t \in [-n\gamma, -n\gamma] \). Hence, making use of formula (3.8) we obtain:

\[ \eta_{n+1}(t) - \eta_n(t) = \]

\[ \begin{cases} 
0, & t \leq -(n+1)\gamma \\
X(t) - 1 - \beta / a - e^{-t}, & t \in [-(n+1)\gamma, -n\gamma] \\
[X(-n\gamma) - 1 - \beta / a - e^{-n\gamma}]U(t, -n\gamma) \\
- \mu \int_{-(n+1)\gamma}^{-n\gamma} [X(s) - 1 - \beta / a - e^{-s}] \\
x [\epsilon - 2a \sinh(s + \gamma)]^{-1} U(t, s + \gamma) ds, & t \in [-n\gamma, 0],
\end{cases} \]
where, for the sake of brevity, we have omitted the first argument of the function \( X(-(n + 1)\gamma, t) \). Therefore, it follows from Theorem 3.2, Lemma 4.1, and the convergence of the integral \( \int_{-\infty}^{0} (e - 2a \sinh s)^{-1} ds \) that for all sufficiently large \( n \),

\[
|\eta_{n+1}(t) - \eta_n(t)| \leq Ke^{-n\gamma}, \quad K = \text{const.}
\]

Thus, the series (4.14) converges uniformly to some function \( \eta(t) \) on \((-\infty, 0]\).

It remains to be proved that this function satisfies equation (2.1) on \((-\infty, 0]\).

Let \( t \in [-\gamma, 0) \). Since for every \( n \geq 1 \) the function \( \eta_n(t) \) satisfies equation (2.1) on \([-\gamma, 0] \), it follows that

\[
\eta'_n = -A(t)\eta_n(t) - B(t)\eta_n(-\gamma), \quad n = 1, 2, \ldots, \quad (4.15)
\]

where \( A(t) \) and \( B(t) \) are the coefficients of equation (2.1) defined after formula (3.11). Utilizing (4.15) we easily deduce that

\[
\eta'_1(t) + \sum_{n=1}^{\infty} [\eta'_{n+1}(t) - \eta'_n(t)] = -A(t)\{\eta_1(t) + \sum_{n=1}^{\infty} [\eta_{n+1}(t) - \eta_n(t)]\} - B(t)\{\eta_1(t - \gamma) + \sum_{n=1}^{\infty} [\eta_{n+1}(t - \gamma) - \eta_n(t - \gamma)]\} = -A(t)\eta(t) - B(t)\eta(t - \gamma).
\]

Therefore, differentiating series (4.14), we obtain that in this case, the function \( \eta(t) \) satisfies equation (2.1).

If \( t \in [-k\gamma - 1, -k\gamma] \), \( k \geq 1 \), then we can represent function \( \eta(t) \) in the form

\[
\eta(t) = \eta_{k+1}(t) + \sum_{n=k+1}^{\infty} [\eta_{n+1}(t) - \eta_n(t)]
\]

and repeat the same considerations taking in (4.15) \( n = k + 1, k + 2, \ldots \).

Now we are able to characterize the set of all solutions of equation (1.2) on the negative half-line.

**Theorem 4.3:** The function

\[
f_2(t) = -\frac{1 + \beta/a + e^{-t}}{\beta(2 + \beta/a)} + C\eta(t), \quad C = \text{const.} \quad (4.16)
\]

is a general solution of equation (1.2) on \((-\infty, 0]\).

**Proof:** According to Theorems 2.2 and 4.2 function \( f_2(t) \) is a solution of equation (1.2) for all \( C \). It remains to be proved that every solution of this equation can be represented in the form (4.16) with some constant \( C \). Let \( f(t) \) be such a solution. Then, Theorem 2.1 (ii) implies that it has the asymptotic \( C_1(1 + \beta/a + e^{-t} + o(1)) \) as \( t \to -\infty \) with some constant \( C_1 \). On the other hand, it follows from the proof of Theorem 4.2 that function \( \eta(t) \) has the asymptotic \( 1 + \beta/a + e^{-t} + o(1) \) as \( t \to -\infty \). Therefore, taking in (4.16) \( C = C_1 + \beta^{-1}(2 + \beta/a)^{-1} \) we obtain a solution \( f_2(t) \) that has the same asymptotic as \( t \to -\infty \). Thus, for every \( \delta > 0 \) there exists \( \sigma > 0 \) such that

\[
\sup_{t \leq \sigma} |f(t) - f_2(t)| < \delta. \quad (4.17)
\]
If \( t \in [\sigma, 0] \) then, in view of Hale ([4], Theorem 6.3.2), both functions \( f(t) \) and \( f_2(t) \) have the following representation:

\[
f(t) = f(\sigma)U(t, \sigma) - \mu \int_{\sigma}^{t} f(s)U(t, s + \gamma)[\epsilon - 2a \sinh(s + \gamma)]^{-1} ds \\
+ \int_{\sigma}^{t} U(t, s)(\epsilon - 2a \sinh s)^{-1} ds,
\]

\[
f_2(t) = f_2(\sigma)U(t, \sigma) - \mu \int_{\sigma}^{t} f_2(s)U(t, s + \gamma)[\epsilon - 2a \sinh(s + \gamma)]^{-1} ds \\
+ \int_{\sigma}^{t} U(t, s)(\epsilon - 2a \sinh s)^{-1} ds.
\]

Hence,

\[
f(t) - f_2(t) = [f(\sigma) - f_2(\sigma)]U(t, \sigma) \\
- \mu \int_{\sigma}^{t} [f(s) - f_2(s)]U(t, s + \gamma)[\epsilon - 2a \sinh(s + \gamma)]^{-1} ds,
\]

and utilizing (4.17) and the boundedness of function \( U(t, s) \) we get

\[
\max_{t \in [\sigma, 0]} |f(t) - f_2(t)| < K\delta, \quad K = \text{const.} \quad (4.18)
\]

Since the number \( \delta > 0 \) in (4.17) and (4.18) is arbitrary, it follows that \( f(t) = f_2(t) \).

Utilizing the last theorem we are in a position to prove our main result about the solution of system (1.1)-(1.3).

**Theorem 4.4:** System (1.1)-(1.3) has a unique solution.

**Proof:** According to Theorem 4.3, the general solution of equation (1.2) on \(( -\infty, 0] \) is given by formula (4.16). To satisfy (1.1) and (1.3) on \([-\gamma, 0] \) must multiply (4.16) by \( e^t \) on \([-\gamma, 0] \) and solve equation (1.1) with an initial condition \( e^t f_2(t), \ t \in [-\gamma, 0] \). We shall show that, taking a suitable constant \( C \) in (4.16), we can escape the singularity that equation (1.1) has at point \( t = \ln x_1 \). Then, since the coefficients of this equation are unbounded only in a neighborhood of this point, the existence and uniqueness of its solution will follow from the well-known result from the theory of linear functional-differential equations (Hale [4], Theorem 6.1.1).

Let us set \( k = \ln x_1 \) and take an arbitrary real \( \delta \in (0, k \wedge (\gamma/2)) \). Then, it follows from the choice of \( \delta \) and formula (3.1) that the solution of equation (1.1) has the following representation in the interval \([k - \delta, k + \delta] \):

\[
f_1(t) = V(t, k - \delta)f_1(k - \delta) \\
- \lambda \int_{k - \delta - \gamma}^{k - \delta} f_1(s)[\epsilon - 2a \sinh(s + \gamma)]^{-1} V(t, s + \gamma) ds
\]
\[\begin{align*}
&+ \int_{k=\delta}^{t} (\epsilon - 2a\sinh s)^{-1} V(t, s) ds \\
&= (1 + x_2e^\delta)^{-b}(1 + x_1e^\delta)^{-c} \{(1 + x_2e^{k-\delta})^b(1 + x_1e^{k-\delta})^c f_1(k - \delta) \\
&+ \int_{k-\delta}^{t} [1 - \lambda f_1(s - \gamma)](\epsilon - 2a\sinh s)^{-1}(1 + x_2e^s)^b(1 + x_1e^s)^c ds\}. \tag{4.19}
\end{align*}\]

Since \(1 + x_2e^k = 0\) and \(b > 0\), the function \(f_1(t)\) will be bounded in a neighborhood of point \(t = k\) only if
\[\begin{align*}
&(1 + x_2e^{k-\delta})^b(1 + x_1e^{k-\delta})^c f_1(k - \delta) \\
&+ \int_{k-\delta}^{t} [1 - \lambda f_1(s - \gamma)](\epsilon - 2a\sinh s)^{-1}(1 + x_2e^s)^b(1 + x_1e^s)^c ds = 0. \tag{4.20}
\end{align*}\]

Making use of L'Hopital's rule, it is easy to verify that condition (4.20) is also sufficient for boundedness of \(f_1(t)\). On the other hand, Theorem 4.3 implies that
\[f_1(t) = f_1^{(1)}(t) + f_1^{(2)}(t) + C f_1^{(3)}(t), \quad C = \text{const}, \quad t \in [k - \delta, \gamma, k - \delta], \tag{4.21}\]

where \(f_1^{(1)}(t)\) is a solution of equation (1.1) with a zero initial condition and \(f_1^{(2)}(t)\) and \(f_1^{(3)}(t)\) are solutions of equation (3.5) with initial conditions on \([-\gamma, 0]\) equal to
\[-\beta^{-1}(2 + (\beta/a))^{-1}[1 + (1 + (\beta/a))e^t] \text{ and } e^t \eta(t), \text{ respectively. Note, that if } t \leq k - \delta \text{ then the coefficients of both equations (1.1) and (3.5) are bounded and, therefore, all functions in (4.21) are well defined.}

Substituting \(f_1(t)\) from (4.21) into (4.20) we obtain a linear algebraic equation \(\tilde{A} C + \tilde{B} = 0\), for the constant \(C\) which always has a solution \(C = \tilde{C}\) if the coefficient \(\tilde{A}\) is not zero. In this case, taking \(C = \tilde{C}\) in (4.21), we ensure the fulfillment of condition (4.20) and so we obtain a bounded solution of equation (1.1) in \([k - \delta, k + \delta]\) given by formula (4.19). Since the coefficients of (1.1) are bounded continuous functions provided \(t \geq k + \delta\) it follows that this solution can be continued on the whole positive half-line.

Thus, to complete the proof it is enough to show that
\[\begin{align*}
\tilde{A} &= (1 + x_2e^k - \delta)^b(1 + x_1e^k - \delta)^c f_1^{(3)}(k - \delta) \\
- \lambda \int_{k-\delta}^{k} f_1^{(3)}(s - \gamma)(\epsilon - 2a\sinh s)^{-1}(1 + x_2e^s)^b(1 + x_1e^s)^c ds &\neq 0. \tag{4.22}
\end{align*}\]

To do this, assume the contrary. Then, repeating for function \(f_1^{(3)}(t)\) and equation (3.5) the same considerations as those for \(f_1(t)\) and equation (1.1), we deduce that the function
\[f_1^{(3)}(t) = (1 + x_2e^t)^{-b}(1 + x_1e^t)^{-c} \{(1 + x_2e^{k-\delta})^b(1 + x_1e^{k-\delta})^c f_1^{(3)}(k - \delta) \]
remains bounded in the interval \([k - \delta, k + \delta]\). Therefore, \(f_3^{(3)}\) can be continued on \([k + \delta, \infty)\) so as to satisfy equation (3.5). Hence, in view of Theorems 4.2 and 3.1 (i), we conclude that the function

\[
\zeta(t) = \begin{cases} 
\eta(t), & t \leq 0 \\
e^{-ct}f_3^{(3)}(t), & t \geq 0
\end{cases}
\]

is a non-trivial global solution of equation (2.1).

Therefore, it follows from Theorem 2.2 that the function \(F(t) = f_2(t) + \beta(2 + \beta/a)\zeta(t)\), \(f_2(t)\) being given by (2.13), is a global solution of equation (1.2) such that \(F(t) \to 0\), as \(t \to -\infty\). However, from Donchev [3, Theorem 3.1], we obtain that \(F(t)\) has a singularity at point \(t = \ln x_1\). This is a contradiction that proves (4.22).
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