Moment Equations with Maximum Entropy Closure for Carrier Transport in Semiconductor Devices: Validation in Bulk Silicon
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Balance equations based on the moment method for the transport of electrons in silicon semiconductors are presented. The energy band is assumed to be described by the Kane dispersion relation. The closure relations have been obtained by employing the maximum entropy principle.

The validity of the constitutive equations for fluxes and production terms of the balance equations has been checked with a comparison to detailed Monte Carlo simulations in the case of bulk silicon.
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1. INTRODUCTION

Modeling modern submicron electron devices requires an accurate description of energy transport in order to cope with high-field phenomena such as hot electron propagation, impact ionization and heat generation in the bulk material.

Also, for many applications in optoelectronics one needs to describe the transient interaction of electromagnetic radiation with carriers in complex semiconductor materials and since the characteristic times are of order of the electron momentum or energy flux relaxation times, some higher moments of the distribution function are necessarily involved. These phenomena cannot be described satisfactorily within the framework of the drift–diffusion equations (which do not comprise energy as a dynamical variable and also are valid only in the quasi-stationary limit). Therefore generalizations of the drift–diffusion equations have been sought which would incorporate energy as a dynamical variable and also would not be restricted to quasi-stationary situations. These models are loosely speaking called hydrodynamic models.

Hydrodynamic models are obtained from the infinite hierarchy of the moment equations of the
Boltzmann transport equation by a suitable truncation procedure. This requires making suitable assumptions on: (i) closing the hierarchy by finding appropriate expressions for the \( N+1 \) order moment in terms of the previous ones; (ii) modeling the production terms on the right hand side of the moment equations which arise from the moments of the collision terms in the Boltzmann transport equation.

One of the earliest hydrodynamic models currently used in applications was originally put forward by Blotekjær [1] and subsequently investigated by Baccarani and Wordeman [2] and by other authors (see references in [3]). This model is implemented in simulation codes currently used in the microelectronics industry. It consists of a set of balance equations for carrier density, momentum and energy obtained from the Boltzmann transport equation in the parabolic band approximation, closed by a postulated Fourier law as constitutive equation for the heat flux. The production terms for momentum and energy are assumed to be of the relaxation type and the relaxation times are obtained by phenomenological arguments. Other models have also been investigated, some including also non parabolic effects [4–7, 9–14].

Most implemented hydrodynamic models suffer from serious theoretical drawbacks due to the ad hoc treatment of the closure problem (lacking a physically convincing motivation) and the modeling of the production terms (usually assumed to be of the relaxation type and this, as we shall see, leads to serious inconsistencies with the Onsager reciprocity relations).

In this paper we present a recently introduced moment approach in which the closure for the fluxes and also for the production terms is based on the maximum entropy principle (both for parabolic bands and also for non parabolic ones described by the Kane dispersion relation) [13, 14] and check the validity of the constitutive relations by Monte Carlo simulations in bulk silicon.

In Section 2 we introduce the semiclassical Boltzmann Transport Equation and the collision operator comprising the main scattering mechanisms occurring in silicon; in Section 3 we review the general framework in which the macroscopical models of charge transport in semiconductors are set.

In Sections 4 and 5 extended hydrodynamic models based on moment equations closed with the maximum entropy principle are treated in the case of parabolic band and in the case of the Kane dispersion relation and explicit closures are obtained both for high order fluxes and for the production terms. Also the consistency with the Onsager Reciprocity Principle of linear irreversible thermodynamics is shown.

In Section 6 the validity of the closure relations is checked with Monte Carlo simulations in bulk silicon and conclusions are drawn.

2. KINETIC DESCRIPTION

We start with the semiclassical Boltzmann Transport Equation (hereafter BTE) describing charge carrier transport in semiconductor devices [4, 15, 16]. In the case of electrons in a single band model (the motion of holes will be not considered in the following) it reads

\[
\frac{\partial f}{\partial t} + v^i(k) \frac{\partial f}{\partial x^i} - \frac{eE^i}{\hbar} \frac{\partial f}{\partial k^i} = C[f],
\]

where \( f(x, t, k) \) is the one particle distribution function giving the probability of finding an electron, in the position \( x \) and at time \( t \), with a state belonging to a small volume of the first Brillouin zone \( B \) centered at the state of wave vector \( k \). \( C[f] \) describes the effects due to scattering with phonons, impurities and with other electrons. \( E \) represents the self-consistent electric field which is related to the electron distribution function through Poisson’s equation

\[
E = -\nabla \phi
\]

\[
\epsilon \Delta \phi = -(N_D - N_A - n)
\]
where $\phi$ is the electric potential, $N_D$ and $N_A$ are respectively the donor and acceptor densities, $\varepsilon$ the dielectric constant and $n$ the particle density, defined as

$$n = \int_B f d^3k.$$  

The electron group velocity $v$ is given by

$$v = \frac{1}{\hbar} \nabla_k \mathcal{E}$$

where $\mathcal{E}(k)$ is the energy of the considered conduction band structure of the crystal measured from the band minimum.

In a neighborhood of a band minimum some analytical approximation can be used for the band energy. In the parabolic approximation one assumes

$$\mathcal{E} = \frac{\hbar^2 k^2}{2m^*}, \quad (4)$$

with $m^*$ the effective electron mass (for silicon $m^* = 0.32 m_e$, with $m_e$ the electron mass in vacuum), $\hbar k$ the crystal momentum, which is assumed to vary for consistency in all $\mathbb{R}^3$, and $\hbar$ the Planck constant $\hbar$ divided by $2\pi$.

In the approximation of the Kane dispersion relation, which takes into account the non-parabolicity at high energy, $\mathcal{E}$ still depends only on $k$, the modulus of $k$, but

$$\mathcal{E}(k)[1 + \alpha \mathcal{E}(k)] = \frac{\hbar^2 k^2}{2m^*}, \quad k \in \mathbb{R}^3, \quad (5)$$

where $\alpha$ is the non parabolicity parameter (for Silicon $\alpha = 0.5 \text{ eV}^{-1}$).

Concerning the collision term, the main scattering mechanisms in a silicon semiconductor are the electron–phonon interaction, the interaction with impurities, electron–electron scatterings and interaction with stationary imperfections of the crystal as vacancies, external and internal crystal boundaries. The electron–electron scattering is important only at densities higher than those encountered in electron devices. Therefore it will not be taken into account. The scattering with impurities, imperfections and vacancies will not be considered as well.

In general the collision operator can be schematically written as

$$C[f] = \int_B [P(k', k)f(k') - P(k, k')f(k)]d^3k' \quad (6)$$

with $P(k, k')$ the transition probability per unit time from a state $k$ to a state $k'$. The first term in (6) represents the gain and the second one the loss.

In silicon electron–phonon scatterings are of elastic and inelastic types [18]. In the case of elastic scattering the transition probability writes:

$$P(k, k') = \frac{k_B T_L \Xi_d^2}{4\pi^2\hbar p v_s^2} \delta(\mathcal{E} - \mathcal{E}') \quad (7)$$

where $\Xi_d$ is the acoustic-phonon deformation potential, $\rho$ the mass density of the material and $v_s$ the sound velocity of the longitudinal acoustic mode and $T_L$ is the lattice temperature which will be taken as constant in the following. In the case of inelastic scattering the transition probability is:

$$P(k, k') = \frac{D_l K^2}{8\pi^2 \hbar c} \left( n_B + \frac{1}{2} \right) \frac{1}{\delta(\mathcal{E}' - \mathcal{E} \mp \hbar \omega)} \quad (8)$$

where $D_l K$ is the deformation potential for optical phonons, $Z_f$ is the number of final equivalent valleys for the considered intervalley scattering (see Section 6), $\hbar \omega$ is the longitudinal optical phonon energy and $n_B$ is the phonon equilibrium distribution according to the Bose–Einstein statistics

$$n_B = \frac{1}{\exp(\hbar \omega / k_B T_L) - 1}.$$  

The double choice of sign refers to absorption and emission processes which means that we must consider the sum of the two cases.
We observe that the nonparabolicity enters in the calculation of the moments of the collision terms only through the elementary volume in the integrals.

3. THE MOMENT EQUATIONS

The direct attempts to solve the system of the BTE coupled to Poisson equation, meet daunting computational difficulties and indeed, in general, solutions are available only in a stochastic sense by Monte Carlo simulations. For CAD purposes continuum models, easier to tackle from a numerical point of view, are warranted.

The macroscopic balance equations are deduced as moment equations of the Boltzmann transport equation like in gasdynamics. By multiplying Eq. (1) by a function \( \psi(k) \) and integrating over \( \beta \), one finds the generic moment equation

\[
\frac{\partial M_\psi}{\partial t} + \int_B \psi(k)\psi'(k) \frac{\partial f}{\partial x_i} d^3k - \frac{eE}{\hbar} \int_B \psi(k) \frac{\partial f}{\partial k_j} d^3k = \int_B \psi(k)C[f] d^3k,
\]

with

\[
M_\psi = \int_B \psi(k) f d^3k,
\]

the moment relative to the weight function \( \psi \).

Since

\[
\int_B \psi(k) \frac{\partial f}{\partial k_j} d^3k = \int_{\partial B} \psi(k) f n d\sigma - \int_B f \frac{\partial \psi(k)}{\partial k_j} d^3k,
\]

with \( n \) outward unit normal field on the boundary \( \partial B \) of the domain \( B \) and \( d\sigma \) surface element of \( \partial B \), Eq. (9) becomes

\[
\frac{\partial M_\psi}{\partial t} + \frac{\partial}{\partial x^i} \left( \int_B f \psi(k) \psi'(k) d^3k \right) = \frac{eE}{\hbar} \left[ \int_B f \frac{\partial \psi(k)}{\partial k_j} d^3k - \int_{\partial B} \psi(k) f n_j d\sigma \right] = \int_B \psi(k)C[f] d^3k.
\]

The term

\[
\int_{\partial B} \psi(k) f n d\sigma
\]

vanishes either when \( B \) is expanded to \( \mathcal{R}^3 \) (because in order to guarantee the integrability condition \( f \) must tend to zero sufficiently fast as \( k \to \infty \)) or when \( B \) is compact and \( \psi(k) \) is periodic and continuous on \( \partial B \). This latter condition is a consequence of the periodicity of \( f \) on \( B \) and the symmetry of \( B \) with respect to the origin.

In the applications several choices of the weight function \( \psi \) can be made and they lead to different balance equations for macroscopic quantities. If one considers as weight functions the quantities \( 1 \), \( h\kappa \), \( \mathcal{E} \), and \( \mathcal{E} \nabla \), one obtains the continuity equation (indeed a term due to the generation-recombination mechanism should appear in the right hand side, but this effect is relevant for times of order \( 10^{-9} \) second and in most applications can be neglected because the characteristic times are of order of a fraction of picosecond), the balance equation for the crystal momentum, the balance equation for the electron energy, and the balance equation for the electron energy flux.

When the Kane dispersion relation or the parabolic approximation is considered, the explicit form of the macroscopic balance equations reads for a single valley model

\[
\frac{\partial n}{\partial t} + \frac{\partial (nV^i)}{\partial x^i} = 0,
\]

\[
\frac{\partial (nP^i)}{\partial t} + \frac{\partial (nP V^j)}{\partial x^j} + neE^i = nC^i,
\]
\[
\frac{\partial (nW)}{\partial t} + \frac{\partial (nS^i)}{\partial x^i} + neV_i E_k = nC_W, \quad (13)
\]
\[
\frac{\partial (nS^i)}{\partial t} + \frac{\partial (nF^i)}{\partial x^i} + neE_i G^i = nC_W^i, \quad (14)
\]

where

\[n = \int_{R^3} f d^3 \mathbf{k}\] is the electron density,

\[V^i = \frac{1}{n} \int_{R^3} f v^i d^3 \mathbf{k}\] is the average electron velocity,

\[W = \frac{1}{n} \int_{R^3} \mathcal{E}(k) f d^3 \mathbf{k}\] is the average electron energy,

\[S^i = \frac{1}{n} \int_{R^3} f v^i \mathcal{E}(k) d^3 \mathbf{k}\] is the energy flux,

\[P^i = \frac{1}{n} \int_{R^3} f \hbar k^i d^3 \mathbf{k}\] is the average crystal momentum,

\[U^i = \frac{1}{n} \int_{R^3} f v^i \hbar k d^3 \mathbf{k}\] is the flux of crystal momentum,

\[G^i = \frac{1}{(2 \pi \hbar)^3} \int \frac{d^3 \mathbf{k}}{2 \pi \hbar} \frac{\partial f}{\partial \phi_i} (\mathcal{E}(k)) \mathcal{E}(k) d^3 \mathbf{k}\]

\[F^i = \frac{1}{n} \int_{R^3} f v^i v^j \mathcal{E}(k) d^3 \mathbf{k}\] is the flux of energy flux,

\[C^i = \frac{1}{n} \int_{R^3} \mathcal{C}[f] \hbar k^i d^3 \mathbf{k}\] is the production of the crystal momentum balance equation,

\[C_W = \frac{1}{n} \int_{R^3} \mathcal{C}[f] \mathcal{E}(k) d^3 \mathbf{k}\] is the production of the energy balance equation,

\[C_W^i = \frac{1}{n} \int_{R^3} \mathcal{C}[f] v^i \mathcal{E}(k) d^3 \mathbf{k}\]

Analogous equations can be written for holes if a two component charge carrier model is employed.

4. THE CLOSURE WITH THE MAXIMUM ENTROPY PRINCIPLE: THE FLUXES

4.1. The Maximum Entropy Principle

The moment equations do not constitute a set of closed relations because of the fluxes and production terms. Therefore constitutive assumptions must be prescribed.

If we assume as fundamental variables \(n, V^i, W\) and \(S^i\), which have a direct physical interpretation, the closure problem consists in expressing \(P^i, U^i, F^i\) and \(G^i\) and the moments of the collision term \(C^i, C_W\) and \(C_W^i\) as functions of \(n, V^i, W\) and \(S^i\).

First of all we stress that the role of the mean velocity \(V^i\) here is radically different from that played in gas dynamics. In fact, for a simple gas the explicit dependence of fluxes on the velocity can be predicted by requiring galilean invariance of the constitutive functions. Instead Eqs. (11)–(14) are not valid in an arbitrary galilean reference frame, but they hold only in a frame where the crystal is at rest (in the applications it can be considered as inertial and it is possible to neglect the inertial forces). Therefore \(V^i\) is the velocity relative to the crystal and the dependence on it in the constitutive functions cannot be removed by a galilean transformation.

The Maximum Entropy Principle (hereafter MEP) leads to a systematic way for obtaining constitutive relations on the basis of information theory (see [19–23] for a review).

According to the MEP if a given number of moments \(M_A\) are known, the distribution function \(f_{ME}\) which can be used to evaluate the unknown moments of \(f\), corresponds to the extremal of the entropy functional under the constraints that it yields exactly the known moments \(M_A\)

\[
\int_{R^3} \psi_A f_{ME} d^3 \mathbf{k} = M_A. \quad (15)
\]

Since the electrons interact with the phonons describing the thermal vibrations of the ions placed at the points of the crystal lattice, in principle we should deal with a two component system (electrons and phonons). However, if one consider the phonon gas as a thermal bath at constant temperature \(T_L\), only the electron component of the entropy must be maximized. Moreover, by considering the electron gas as sufficiently dilute, one can take for the electron gas the expression of the entropy obtained as limiting case of that arising in the Fermi statistics

\[
s = -k_B \int_{R^3} (f \log f - f) d^3 \mathbf{k}. \quad (16)
\]

If we introduce the lagrangian multipliers \(\Lambda_A\), the problem to maximize \(s\) under the constraints
(15) is equivalent to maximize
\[ s' = \Lambda A M_A - s, \]
the Legendre transform of \( s \), without constraints,
\[ \delta s' = 0. \]
This gives
\[ \log f + \frac{\Lambda A \psi A}{k_B} \delta f = 0 \]
Since the latter relation must hold for arbitrary \( \delta f \), it follows
\[ f_{ME} = \exp \left[ -\frac{1}{k_B} \Lambda A \psi A \right]. \tag{17} \]
If \( n, V^i, W \) and \( S^i \) are assumed as fundamental variables, then
\[ \psi A = (1, v, E, \mathcal{E}v) \]
and
\[ \Lambda A = (\lambda, k_B \lambda_i, k_B \lambda^W, k_B \lambda^W) \]
with \( \lambda \) lagrangian multiplier relative to the density \( n \), \( \lambda^W \) lagrangian multiplier relative to the energy \( W \), \( \lambda^i \) lagrangian multiplier relative to the velocity \( V^i \) and \( \lambda^W \) lagrangian multiplier relative to the energy flux \( S^i \). Therefore the maximum entropy distribution function reads
\[ f_{ME} = \exp \left[ -\left( \frac{1}{k_B} \lambda + \frac{1}{k_B} \lambda^W \mathcal{E} + \lambda^i v^i + \lambda^W v^i \mathcal{E} \right) \right], \tag{18} \]
with \( \Lambda A \) functions of the moments \( M_A \).

In order to get the dependence of the \( \Lambda A \)'s from the \( M_A \), one has to invert the constraints (15). We will show as to get a suitable solution to this inversion problem in an asymptotic sense.

At equilibrium the distribution function is isotropic
\[ f_{EQ} = \exp \left[ -\left( \frac{1}{k_B} \lambda_E + \frac{\mathcal{E}}{k_B T_L} \right) \right], \tag{19} \]
that is at equilibrium
\[ \lambda_E^W = \frac{1}{k_B T_L}, \quad \lambda_E^i = 0 \quad \lambda_E^W = 0. \]
Monte Carlo simulations for electron transport in silicon show that the anisotropy of \( f \) is small \([6, 7, 17]\) even far from equilibrium.

Upon such a consideration we make the ansatz of small anisotropy for \( f_{ME} \). Formally we introduce a small anisotropy parameter \( \delta \), assume that the multipliers are analytic in \( \delta \) and expand them around \( \delta = 0 \) up to second order by taking into account the representation theorems for isotropic functions,
\[ \lambda = \lambda^{(0)} + \delta^2 \lambda^{(2)}, \tag{20} \]
\[ \lambda^W = \lambda^{W(0)} + \delta^2 \lambda^{W(2)}, \tag{21} \]
\[ \lambda^i = \delta \lambda^{(1)}_i, \tag{22} \]
\[ \lambda^W_i = \delta \lambda^{W(1)}_i. \tag{23} \]
Therefore \( f_{ME} \) can be written as
\[ f_{ME} = \exp \left( -\frac{\lambda^{(0)}}{k_B} - \frac{\lambda^{W(0)}}{k_B} \mathcal{E} \right) \left[ 1 - \delta x + \delta^2 \left( \frac{x^2}{2} - \frac{\lambda^{(2)}}{k_B} - \frac{\lambda^{W(2)}}{k_B} \mathcal{E} \right) \right], \tag{24} \]
with \( x = \lambda^{(1)}_i v^i + \lambda^{W(1)}_i v^i \mathcal{E} \).

We remark that \( \lambda^{(0)} \) and \( \lambda^{W(0)} \) are not the equilibrium part of \( \lambda \) and \( \lambda^W \), but the part arising when \( f_{ME} \) is isotropic.

In order to get the expressions of the \( \Lambda A \)'s in terms of the \( M_A \) we have to invert the following equations:
\[ n = \int_{\mathbb{R}^3} f_{ME} d^3 k, \tag{25} \]
\[ nW = \int_{\mathbb{R}^3} \mathcal{E} f_{ME} d^3 k, \tag{26} \]
\[ nV^i = \int_{\mathbb{R}^3} v^i f_{ME} d^3 k, \tag{27} \]
\[ nS^i = \int_{\mathbb{R}^3} v^i \mathcal{E} f_{ME} d^3 k. \tag{28} \]
By retaining only the terms up to second order in $\delta$, from the constraints (25)-(28), we get the following algebraic system ($V_i$ and $S_i$ are consistently considered as terms of order $\delta$)

$$n = \exp \left[ - \left( \frac{1}{k_B} \lambda^{(0)} \right) \int_{V} \exp \left[ - (\lambda^{W(0)} E) \right] d^3k, \right]$$

$$W = \exp \left[ - \left( \frac{1}{k_B} \lambda^{(0)} \right) \int_{V} E \exp \left[ - (\lambda^{W(0)} E) \right] d^3k, \right]$$

(29)

$$0 = \int_{V} \exp \left( \lambda^{W(0)} E \right) \left[ \frac{1}{k_B} \lambda^{(2)} + \lambda^{W(2)} - \frac{x^2}{2} \right],$$

(30)

$$0 = \int_{V} E \exp \left( \lambda^{W(0)} E \right) \left[ \frac{1}{k_B} \lambda^{(2)} + \lambda^{W(2)} - \frac{x^2}{2} \right],$$

(31)

$$nV^i = - \int_{V} \nabla^i \exp \left( \lambda^{W(0)} E \right) x d^3k,$$

$$nS^i = - \int_{V} \nabla^i E \exp \left( \lambda^{W(0)} E \right) x d^3k.$$  

(32)

(33)

(34)

Since $E$ is a isotropic function of $k$, in order to solve the system for the multipliers it is computationally convenient to express $d^3k$ in terms of $E$ and the elementary volume of solid angle $d\Omega$,

$$d^3k = k^2 dk d\Omega = \frac{m^*}{\hbar^3} \sqrt{2m^*E(1 + \alpha E)(1 + 2\alpha E)} d\Omega.$$  

(35)

Equations (29), (30) decouple from the other equations and explicitly read

$$W = \int_{0}^{\infty} \sqrt{E(1 + \alpha E)(1 + 2\alpha E)} \exp(-\lambda^{W(0)} E) dE,$$

$$n = \frac{4\pi}{\hbar^3} \exp \left( - \frac{\lambda^{(0)}}{k_B} \right) \int_{V} \exp(-\lambda^{W(0)} E)$$

$$= \frac{m^*}{\hbar^3} \sqrt{2m^*E(1 + \alpha E)(1 + 2\alpha E)} dE.$$

(36)

Relation (36) shows that $\lambda^{W(0)}$ depends only on $W$. The analytical inversion of Eq. (36) is rather involved and we have resorted to a numerical inversion.

The knowledge of $\lambda^{W(0)}$ allows us to get the constitutive functions for the other lagrangian multipliers.

Relation (35) gives $\lambda^{(0)}$, which essentially plays the role of a normalization factor

$$\frac{\lambda^{(0)}}{k_B} = - \log \left( \frac{\hbar^3 n}{4\pi m^* \sqrt{2m^*d_0}} \right),$$

(37)

(38)

(39)

The lagrangian multiplier $\lambda_i$ and $\lambda_i^{W}$ have instead the form

$$\frac{\lambda^{(2)}}{k_B} = \alpha_1 V \cdot V + 2\alpha_2 S \cdot V + \alpha_3 S \cdot S,$$

$$\lambda^{W(2)} = \alpha_4 V \cdot V + 2\alpha_5 S \cdot V + \alpha_6 S \cdot S.$$

The values of the $\alpha$'s and those of $b_i$ are given in [13].

4.2. The Constitutive Equations for Fluxes

Once the lagrangian multipliers are expressed as functions of the fundamental variables, the constitutive equations for fluxes can be obtained by using the distribution function given by the
maximum entropy principle. First we observe that by the definition of $P^i$, it follows

$$P^i = m^* (V^i + 2\alpha S^i), \quad (40)$$

while for the other tensorial quantities up to second order terms the constitutive equations are of the form

$$U_{ij} = U_{ij}^{(0)} + \delta^2 U_{ij}^{(2)}, \quad (41)$$

$$F_{ij} = F_{ij}^{(0)} + \delta^2 F_{ij}^{(2)}, \quad (42)$$

$$G_{ij} = G_{ij}^{(0)} + \delta^2 G_{ij}^{(2)}. \quad (43)$$

Concerning the tensor $U^{ij}$ at the zero order we have

$$U^{ij(0)} = U^{(0)} \delta^{ij}. \quad (44)$$

with

$$U^{(0)} = \frac{2}{3d_0} \int_0^\infty [\mathcal{E}(1 + \alpha \mathcal{E})]^{3/2} \exp(-\lambda \mathcal{W}(0) \mathcal{E}) \, d\mathcal{E}. \quad (45)$$

For $U^{ij(2)}$ we get

$$U^{ij(2)} = (\delta_1 V \cdot V + 2\delta_2 S \cdot V + \delta_3 S \cdot S) \delta^{ij}$$

$$+ \delta_4 V^i V^j + 2\delta_5 V^i S^j + \delta_6 S^i S^j. \quad (45)$$

The coefficients $\delta_k$ are given in [13].

Similar calculation can be performed for $F_{ij}$ and $G_{ij}$ [14].

### 4.3. Parabolic Band Approximation

In this section we shall consider the limiting case $\alpha \to 0$. The aim is twofold. On one hand we will be able to get explicit formulas for the coefficients appearing in the constitutive equations, on the other hand it will be possible to have a comparison with previous hydrodynamic models. Moreover, since the difference of the results between the parabolic and Kane's dispersion relation should be small, at least at low energies, the results presented here can be useful to check the numerical evaluation of the previously obtained constitutive equations.

Concerning the lagrangian multipliers one has

$$\frac{\lambda}{k_B} = -\log \frac{n}{((4/3)m^* W)^{3/2}}$$

$$+ \frac{9m^*}{4W^2} V \cdot S - \frac{27m^*}{20W^3} S \cdot S, \quad (46)$$

$$\lambda^W = \frac{3}{2W} + \frac{21m^*}{8W^2} V \cdot V - \frac{9m^*}{2W^3} V \cdot S + \frac{81m^*}{40W^4} S \cdot S$$

$$\begin{pmatrix} \lambda^W \\ \lambda_{V} \end{pmatrix} = B \begin{pmatrix} V_i \\ S_i \end{pmatrix} \quad (48)$$

where

$$B = \begin{pmatrix} -(21m^*/4W) & (9m^*/4W^2) \\ (9m^*/4W^2) & -(27m^*/20W^3) \end{pmatrix} \quad (49)$$

The distribution function given by the maximum entropy principle in this case reads

$$f_{ME}^P = \frac{n \exp(-\lambda \mathcal{W}(0) \mathcal{E})}{((4/3)m^* W)^{3/2}}$$

$$\times \left\{ 1 - \left( -\frac{21m^*}{4W} V_i + \frac{9m^*}{4W^2} S_i \right) \mathcal{E}^i \\ -\left( \frac{9m^*}{4W^2} V_i - \frac{27m^*}{20W^3} S_i \right) \mathcal{E}^i \\ + \frac{1}{2} \left[ ( -\frac{21m^*}{4W} V_i + \frac{9m^*}{4W^2} S_i ) \mathcal{E}^i \right]^2 \\ -\left( \frac{9m^*}{4W^2} V \cdot S - \frac{27m^*}{20W^3} S \cdot S \right) \\ -\left( \frac{21m^*}{8W^2} V \cdot V - \frac{9m^*}{2W^3} V \cdot S \right) \\ + \frac{81m^*}{40W^4} S \cdot S \right\} \mathcal{E} \right\} \quad (50)$$
and the constitutive equations become

\[
U_j^p = \frac{2}{3} W \delta_j + \left( -\frac{7}{6} m^* \mathbf{V} \cdot \mathbf{V} \\
+ \frac{7 m^*}{5 W} \mathbf{S} \cdot \mathbf{V} - \frac{27 m^*}{50 W^2} \mathbf{S} \cdot \mathbf{S} \right) \delta_j
+ \frac{7}{2} m^* \mathbf{V}^i \mathbf{V}^j - \frac{21 m^*}{5 W} \mathbf{V}^i(\mathbf{S}^j) + \frac{81 m^*}{50 W^2} \mathbf{S}^i \mathbf{S}^j,
\]

(51)

\[
m^* F_j^p = \frac{10}{9} W^2 \delta_j + \left( -\frac{7}{18} m^* \mathbf{W} \mathbf{V} \cdot \mathbf{V} \\
+ \frac{m^*}{15} \mathbf{S} \cdot \mathbf{V} - \frac{9 m^*}{50 W} \mathbf{S} \cdot \mathbf{S} \right) \delta_j
+ \frac{77 m^*}{6} \mathbf{W} \mathbf{V}^i \mathbf{V}^j - \frac{91 m^*}{5} \mathbf{V}^i(\mathbf{S}^j)
+ \frac{357 m^*}{50 W^2} \mathbf{S}^i \mathbf{S}^j,
\]

(52)

\[
G_{ij} = \frac{1}{m^*} (U_{ij} + W \delta_{ij}).
\]

(53)

Since the scattering is elastic one gets

\[
C_W = 0.
\]

Concerning the production terms of crystal momentum and energy flux, we can write

\[
C_i = c_{11}^{(ac)} (W) V_i + c_{12}^{(ac)} (W) S_i,
\]

(54)

\[
C_W = c_{21}^{(ac)} (W) V_i + c_{22}^{(ac)} (W) S_i.
\]

(55)

The production matrix

\[
C^{(ac)} = \begin{pmatrix}
 c_{11}^{(ac)} \\
 c_{12}^{(ac)} \\
 c_{21}^{(ac)} \\
 c_{22}^{(ac)}
\end{pmatrix},
\]

(56)

is given by

\[
C^{(ac)} = A^{(ac)} B
\]

where the matrix \( A^{(ac)} \) is given in [14].

5. THE CLOSURE WITH THE MAXIMUM ENTROPY PRINCIPLE:
THE PRODUCTION TERMS

Now the \( f_{ME} \) is employed to get the closure relations for the production terms by taking into account the scattering of electrons with the acoustic phonons, the non-polar optical phonons and with impurities.

5.1. Elastic Phonon Scattering

If we set

\[
K_{ac} = \frac{k_B T_L \Xi_d}{4 \pi^2 \hbar \rho \nu^2},
\]

the collision term for elastic phonon scattering reads

\[
C[f] \approx C[f_{ME}]
= \frac{nK_{ac}}{d_0} \sqrt{E(1 + \alpha E)(1 + 2 \alpha E)} \exp(-\lambda^{(0)} E)
- \frac{4\pi K_{ac}}{\hbar^3} \sqrt{2(m^*)^{3/2}} K_{np}
\times \sqrt{E(1 + \alpha E)(1 + 2 \alpha E)} f_{ME}.
\]

5.2. Inelastic Phonon Scattering

For inelastic phonon scattering the collision term becomes

\[
C[f] \approx C[f_{ME}] = C_G[f_{ME}] - C_L[f_{ME}].
\]

If we set

\[
K_{np} = \frac{(D_L K)^2}{8 \pi^2 \rho \omega_{np}},
\]

the gain part can be written as

\[
C_G[f_{ME}] = \frac{4\pi \sqrt{2} (m^*)^{3/2} K_{np}}{\hbar^3} \exp\left(-\frac{\lambda^{(0)} E}{k_B T_L}\right)
\left(n_B + \frac{1}{2} \pm \frac{1}{2}\right) N_\pm \exp\left(\pm \frac{\hbar \omega_{np}}{k_B T_L}\right)
\exp[-\lambda^{(0)}(E \pm \hbar \omega_{np})]
\]

(56)

where

\[
N_\pm = \sqrt{E \pm \hbar \omega_{np}} \left[1 + \alpha (E \pm \hbar \omega_{np})\right]
\]

\[
\left[1 + 2\alpha (E \pm \hbar \omega_{np})\right],
\]
and $v_{\pm}$ is the velocity evaluated for energy $E \pm \hbar \omega_{np}$. The loss term can be expressed as

$$C_L[f ME] = \frac{4\pi \sqrt{2}}{\hbar^3} \left( n_B + \frac{1}{2} \pm \frac{1}{2} \right) N_{\pm} f ME.$$ 

One finds up to the first order in $\delta$

$$C_W = \frac{3}{2} \frac{\bar{K}_{np}}{d_0} \left( n_B + \frac{1}{2} \pm \frac{1}{2} \right) \left[ \exp \left( \frac{\hbar \omega_{np}}{k_B T_L} \pm \lambda^{W(0)} \hbar \omega_{np} \right) - 1 \right] \eta^\pm. \quad (57)$$

with

$$\eta^\pm = \int_{\hbar \omega_{np}(1 \pm 1)}^{\infty} E N_{\pm} \sqrt{E(1 + \alpha E)}$$

$$\times (1 + 2\alpha E) \exp(-\lambda^{W(0)}E) dE,$$

$$\bar{K}_{np} = \frac{8\pi \sqrt{2} (m^*)^{3/2}}{3\hbar^3} K_{np}$$

and $H$ is the Heaviside function.

Here we do not report the quadratic correction (the interested reader is referred to [14]) because we shall employ only the linear expansion. In fact the quadratic correction is practically negligible and this justifies the well-known opinion that the energy relaxation time can be considered as function of the energy alone [8, 24].

At thermal equilibrium $\lambda^{W(0)} = 1/k_B T_L$ and the zeroth order term for energy production vanishes, while the second order correction can be neglected because for low energy the parabolic band approximation is valid.

The production terms of crystal momentum and energy flux have again the form

$$C^i = c^{(np)}_i(W) V_i + c^{(np)}_{i2}(W) S_i, \quad (58)$$

$$C^j = c^{(np)}_j(W) V_j + c^{(np)}_{j2}(W) S_j. \quad (59)$$

The production matrix

$$C^{(np)} = \begin{pmatrix} c^{(np)}_{11} & c^{(np)}_{12} \\ c^{(np)}_{21} & c^{(np)}_{22} \end{pmatrix},$$

is given by

$$C^{(np)} = A^{(np)} B$$

and the components of the matrix $A^{(np)}$ are given in [14].

5.3. Parabolic Band Limit

The parabolic band limit of the closures for the production terms is recovered from the results obtained in the case of the Kane dispersion relation as $E \rightarrow 0$.

For the acoustic phonon scattering one finds

$$a^{(ac)}_i = \frac{32}{3} \frac{\sqrt{2\pi} K_{ac}^\nu}{\hbar^3} (m^*)^{3/2} \left( \frac{2}{3} W \right)^{3/2}, \quad (60)$$

$$a^{(ac)}_i = \frac{32}{3} \frac{\sqrt{2\pi} K_{ac}^\nu}{\hbar^3} (m^*)^{3/2} \left( \frac{2}{3} W \right)^{5/2}, \quad (61)$$

$$a^{(ac)}_i = \frac{a^{(ac)}_i}{m^*}, \quad (62)$$

$$a^{(ac)}_i = 128 \frac{\sqrt{2\pi} m^* K_{ac}^\nu}{\hbar^3} \left( \frac{2}{3} W \right)^{7/2}. \quad (63)$$

Concerning the inelastic phonon scattering it is also possible to get an analytical expression for the production in terms of the Bessel functions of second kind

$$K_{\nu} = \frac{\sqrt{\pi} (z/2)^\nu}{\Gamma(\nu + (1/2))}$$

$$\int_0^\infty \exp(-z \cosh t) \sinh^{2\nu} t dt, \quad z, \nu > 0, \quad (64)$$

with $\Gamma$ the Gamma function.
After some algebra one obtains the following expressions, up to the first order:

\[
C_W = \left( \frac{2}{3} W \right)^{-1/2} \frac{2 \sqrt{2\pi} (m^*)^{3/2} (\hbar \omega_{np})^2}{\hbar^3}
\]

\[
K_{np} \left( n_B + \frac{1}{2} \mp \frac{1}{2} \right) e^{\pm \zeta}
\]

\[
\times \left[ \exp \left( \pm \frac{\hbar \omega_{np}}{k_B T_L} \mp 2 \zeta \right) - 1 \right]
\]

\[
[K_2(\zeta) \mp K_1(\zeta)],
\]

(65)

\[
da_{11}^{(np)} = \frac{4}{3} \left( \frac{2}{3} W \right)^{-1/2} \frac{2 \sqrt{2\pi} (m^*)^{3/2} (\hbar \omega_{np})^2}{\hbar^3}
\]

\[
K_{np} \left( n_B + \frac{1}{2} \mp \frac{1}{2} \right) e^{\pm \zeta}
\]

\[
\times \left( 3 K_2(\zeta) + 2 \zeta [K_1(\zeta) \mp K_2(\zeta)] \right),
\]

(66)

\[
da_{12}^{(np)} = \frac{4 \sqrt{2}}{3} \frac{2 \sqrt{\pi} m^* (\hbar \omega_{np})^2}{\hbar^3}
\]

\[
K_{np} \left( n_B + \frac{1}{2} \mp \frac{1}{2} \right) e^{\mp \zeta}
\]

\[
\times \left( K_2(\zeta)(12 \mp 9 \zeta + 4 \zeta^2) + K_1(\zeta)(3 \mp 4 \zeta^2) \right),
\]

(67)

\[
da_{21}^{(np)} = \frac{a_{12}^{(np)}}{m^*},
\]

(68)

\[
da_{22}^{(np)} = \frac{4}{3} \left( \frac{2}{3} W \right)^{3/2} \frac{2 \sqrt{\pi} m^* (\hbar \omega_{np})^2}{\hbar^3}
\]

\[
K_{np} \left( n_B + \frac{1}{2} \mp \frac{1}{2} \right) e^{\pm \zeta}
\]

\[
\times \left( K_2(\zeta)(12 \mp 9 \zeta + 4 \zeta^2) + K_1(\zeta)(3 \mp 4 \zeta^2) \right),
\]

(69)

with

\[
\zeta = \frac{3 \hbar \omega_{np}}{4 W}.
\]

Unfortunately analytical expressions are not available for the scattering with impurities. In this case one has to resort to a numerical evaluation of the coefficient of the production matrix.

5.4. Consistency with the Onsager Reciprocity Principle in the Parabolic Band Limit

The problem of the closure of the production terms is a delicate task: in fact in every hydrodynamic model, the physics of the material enter through these terms.

The most popular closure is that of relaxation-like approximation [2], i.e.,

\[
C_W = - \frac{W - W_0}{\tau_W}
\]

(70)

\[
C^i = - \frac{V_i}{\tau_u}
\]

(71)

\[
C^S_W = - \frac{S_i}{\tau_S}
\]

(72)

where \(W_0 = (3/2) k_B T_L\) and \(\tau_W, \tau_u, \tau_S\) are the relaxation times for energy, momentum and energy flux which must extracted by MC simulations. In principle they are functions of the energy \(W\), of the electron density \(n\) and of the doping density. However this functional dependence is not always good because:

- it has been shown in [24] that in the inhomogeneous case (i.e., in a \(n^+ - n - n^+\) silicon diode), the relaxation times for momentum \(\tau_u\) and energy flux \(\tau_S\) versus the energy \(W\) show a hysteresis loop. That does not happen for energy relaxation time \(\tau_W\).

- it leads also to a serious inconsistency with one of the fundamental principles of Linear Irreversible Thermodynamics, the Onsager Reciprocity Principle [25] (hereafter ORP) which is not fulfilled for high electric fields [10].

It is well known that the Onsager reciprocity Principle is a manifestation of microscopic reversibility for any statistical system near thermal equilibrium: therefore any properly formulated statistical physic model should satisfy this principle.

Following the prescription of the Linear Irreversible Thermodynamics the constitutive equations between thermodynamic fluxes and forces
are linear: the Onsager principle states that the associated matrix must be symmetric.

If one writes the balance equation for momentum (11) and for energy flux (14) in the stationary limit, by assuming that the distribution function is almost isotropic (which is borne by MC simulations [10]) and that the corresponding production terms have the form (as suggested in Sec. 4):

\[ C'_p = aV^i + bS^i \] (73)
\[ C'_W = \tilde{a}k_B T_L V^i + \tilde{b}S^i \] (74)

the Onsager Reciprocity Principles states that, the following relation holds [10]:

\[ \tilde{a} + \frac{5}{2}k_B T_L \tilde{b} = \frac{5}{2}k_B T \left( a + \frac{7}{2}k_B T \tilde{b} \right) \]. (75)

Now we want to check whether the production closure equations, obtained with the Maximum Entropy Principle, satisfy the ORP. We limit ourselves to the parabolic band case because the ORP is justified near thermal equilibrium, where the non parabolic effects are negligible. The coefficients \( a, b, \tilde{a}, \tilde{b} \), are given by

\[ a = c_{11}^{(ac)} + c_{11}^{(np)} \]
\[ b = c_{12}^{(ac)} + c_{12}^{(np)} \]
\[ \tilde{a} = c_{21}^{(ac)} + c_{21}^{(np)} \]
\[ \tilde{b} = c_{22}^{(ac)} + c_{22}^{(np)} \]

where the coefficients \( c_{ij} \) are given by Eqs. (60)–(63), (65)–(69). It is a simple exercise to show that the ORP given by Eq. (75) is fulfilled exactly.

6. VALIDATION OF THE CONSTITUTIVE EQUATIONS VIA MONTE CARLO SIMULATIONS

The Monte Carlo solution of the BTE consists of a simulation of the motion of one or more electrons (and holes) inside the crystal, subject to the action of external and self consistent electric field and of given scattering mechanisms. The simulation starts by considering one or more electrons with suitable assigned initial conditions for momentum and positions. During the free flight (i.e., the time between two collisions) the external forces are made to act according to the relations:

\[ \frac{v}{\hbar} = \frac{1}{\hbar} \nabla_k E \]
\[ \frac{dk}{dt} = \frac{q}{\hbar} E. \]

Then the scattering mechanism is chosen as responsible for the end of the free flight, according to the relative probabilities of all possible scattering mechanisms. From the differential cross section of this mechanism a new \( k \) state after scattering is randomly chosen as initial state of the new free flight. The Poisson equation is solved in order to obtain the new electric field and the entire process is iteratively repeated. In this way a stochastic solution to the BTE is obtained [18, 26].

By running this procedure the history of each particle is recorded and one obtains information on some desired quantity (e.g., the distribution function, the drift velocity, the mean energy, the stress tensor, etc.) by taking the average over the carrier histories in a time interval.

When the purpose of the analysis is the investigation of a steady-state, homogeneous case (e.g., the bulk case, with a uniform doping profile), it is sufficient in general to simulate the motion of one single electron; by assuming that the ergodicity hypothesis holds, a sufficiently long path of this sample electron will give the required information on the behaviour of the entire electron gas. When, on the contrary, the transport process under investigation is not homogeneous or is not stationary, then it is necessary to simulate a large number of electrons and follow them in their dynamic histories in order to obtain the desired information on the process of interest.

In silicon electrons which contribute mainly to the charge transport, even at high electric fields, are those of the band [18] with the lower energy:
in the Brillouin zone this corresponds to six equivalent ellipsoidal valleys along the axis of the frame of reference centered at about 0.85% from the center of the first Brillouin zone. The effect of non parabolicity is important at high electric fields, when electrons can reach energies far from the bottom of the conduction band.

After a collision the electron can remain in the same valley (intravalley scattering) or be drawn in another equivalent valley (intervalley scattering). In silicon the allowed electron–phonon scattering can be summarized as follows:

- scattering with intravalley acoustic phonon (elastic);
- scattering with intervalley acoustic phonons (inelastic);
- scattering with non polar optical phonons (inelastic).

For inelastic collision the values of the phonon energy ($\hbar \omega$), the deformation potential ($D_iK$) and the number of equivalent valleys $Z_f$ are given in Table I according to [18]. In Table II the other physical parameters for bulk silicon are reported.

We have tested the constitutive equations for fluxes and production terms both for Kane dispersion relation and parabolic band limit with our MC code. Silicon was at room temperature ($T_L = 300^\circ$K) and a homogeneous electric field was frozen in the material along the $x$ direction ($E_x = 5,000 \div 80,000$ V/cm): we gather statistics after the transient regime, i.e., our simulation results are valid for the stationary regime.

For each electric field we evaluate $W$, $V$, $S$, $U^{ij}$, $F^i$, $G^{ij}$, $C_W$, $C^i$, $C^{ij}$. Since the electric field is along the $x$ axis, the tensorial variables involved have non vanishing components along this axis.

In Figure 1 we plot the percent error for $U^{11}$ both for linear and non linear closure in the parabolic band case Eq. (51); in Figure 2 we plot the same quantity in the non parabolic case. We notice that the quadratic closure is more accurate than the linear one. The comparisons for the tensor $F^i$ are shown in Figures 3 and 4: the behaviour of the error is similar to that found for $U^{11}$. Significant difference in the accuracy is not found for the fluxes between parabolic and non parabolic cases. In Figure 5 we plot the percent error for $G^{11}$ in the case of Kane dispersion relation: again the agreement is good and in particular for the non linear closure.

At last we have also checked with our MC code the production closure relations obtained with maximum entropy principle. For the production only the linear closure is used. In the hydrodynamic model the six X-valleys are considered as equivalent to a single valley. All the intravalley and intervalley scatterings have been taking into account, according to above collision mechanisms used in our MC code. The error in energy, momentum and energy-flux productions are shown respectively in Figures 6–11. The percent error for the production term $C_W$ of the energy balance equation is below 15% and the agreement with MC data is better in the parabolic case (see Figs. 6 and 7). For the production $C^i$ of the moment balance equation the error is roughly the same (see Figs. 8 and 9). The deviation of the error with respect to the average for small values of the energy is probably due to noise in the MC statistics for low electric fields. The percent error for the production term $C^{ij}_w$ of the energy flux balance equation is shown in Figures 10 and 11:

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\text{photon energy} ($\hbar \omega$, meV) & \text{deformation potential} ($D_iK$, eV/cm) & \text{number of valleys} ($Z_f$) \\
\hline
12 & 0.5 & 1 \\
18.5 & 0.8 & 1 \\
19.0 & 0.3 & 4 \\
47.4 & 2.0 & 4 \\
61.2 & 11 & 1 \\
59.0 & 2.0 & 4 \\
\hline
\end{tabular}
\caption{Phonon energies, deformation potentials and number of equivalent valleys used for silicon}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\text{parameter} & \text{value} & \\
\hline
$T_L$ & lattice temperature & $300^\circ$ K \\
$m_e$ & electron rest mass & $9.109510^{-28}$ g \\
m* & effective mass & $0.32 m_e$ \\
$\rho_0$ & density & $2.33$ g/cm$^3$ \\
v$_L$ & longitudinal sound speed & $9.1810^4$ cm/sec \\
$\Xi_p$ & acoustic-phonon deformation potential & $9$ eV \\
\hline
\end{tabular}
\caption{Values of the physical parameters of silicon}
\end{table}
FIGURE 1 Percent error for the component $U^{11}$ of the flux of crystal momentum versus energy, in the parabolic band case.

FIGURE 2 Percent error for the component $U^{11}$ of the flux of crystal momentum versus energy, in the case of the Kane dispersion relation.
FIGURE 3  Percent error for the component \( F_{11} \) of the flux of energy flux *versus* energy, in the parabolic band case.

FIGURE 4  Percent error for the component \( F_{11} \) of the flux of energy flux *versus* energy, in the case of the Kane dispersion relation.
FIGURE 5  Percent error for the component $G^{11}$ versus energy, in the case of the Kane dispersion relation.

FIGURE 6  Percent error for the energy production term $C_b$ versus energy, in the parabolic band case.
FIGURE 7  Percent error for the energy production term $C_w$ versus energy, in the case of the Kane dispersion relation.

FIGURE 8  Percent error for the momentum production term $C^1$ versus energy, in the parabolic band case.
FIGURE 9  Percent error for the momentum production term $C^1$ versus energy, in the case of the Kane dispersion relation.

FIGURE 10  Percent error for the energy flux production term $C_\nu^1$ versus energy, in the parabolic band case.
we notice again that we have a better accuracy in the parabolic case.

7. CONCLUSIONS

In this paper we have checked the consistency of a hydrodynamic model for electron transport in silicon which takes into account the non parabolicity of the energy band via the Kane dispersion relation. The closure relations are based on the Maximum Entropy Principle and the constitutive equations for the production terms are in agreement with the Onsager Reciprocity Principle. A comparison with detailed MC simulations for bulk silicon has been used to test the accuracy of the model. The average error in the constitutive equations for fluxes is less then 10%, whereas the average error for the production terms is less then 20%. Moreover the agreement with the MC data is better in the parabolic case.

According to these results the proposed hydrodynamic model represents a viable and promising tool for simulating submicron electron devices.
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