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We consider a stochastic equation of Navier-Stokes type containing a noise part given by a stochastic integral with respect to a Wiener process. The purpose of this paper is to approximate the solution of this nonlinear equation by the Galerkin method. We prove the convergence in mean square.
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1. Introduction

The Navier-Stokes equation has important physical and technical applications. It describes the behavior of a viscous velocity field of an incompressible liquid.

Important results concerning the theory and numerical analysis of the deterministic Navier-Stokes equation can be found in the book of R. Temam [16]. The author also presents in this book, the Galerkin method for this equation, which is one of the well-known methods in the theory of partial differential equations that is used to prove existence properties and to obtain finite dimensional approximations for the solutions of the equations. The deterministic Galerkin method was adapted to the stochastic case, for example, in the papers of W. Grecksch, P.E. Kloeden [5], I. Gyöngy [8], and E. Pardoux [13], where the authors investigate evolution equations with Lipschitz continuous nonlinearities. But the method can also be used for the stochastic Navier-Stokes equation, which does not have Lipschitz continuous nonlinearities. The Galerkin method for the stochastic Navier-Stokes equation has been investigated for example from A. Bensoussan [1], M. Capinski, N.J. Cutland [2], D. Gatarek [3], A.I. Komech, M.I. Vishik [10], B. Schmalfuß [14], and M. Voit [17].

The stochastic Navier-Stokes equation on the domain of flow $G \subset \mathbb{R}^n$ ($n \geq 2$) is given by
\[
\begin{array}{c}
\frac{\partial u}{\partial t} - \nu \Delta u = -(u, \nabla)u + f - \nabla p + \xi u \frac{\partial w}{\partial t} \\
\text{div} u = 0, \quad u(0, x) = u_0(x), \quad u(t, x)|_{\partial G} = 0, \quad t > 0, \quad x \in G,
\end{array}
\]  

(1)

where \( u \) is the velocity field, \( \nu \) is the viscosity, \( \Delta \) is the Laplacian, \( \nabla \) is the gradient, \( f \) is an external force, \( p \) is the pressure, \( u_0 \) is the initial condition. The term \( \xi u \frac{\partial w}{\partial t} \) describes a state dependent random noise. This equation can be written equivalently in the form of an evolution equation, using certain vector spaces and operators.

In the study of evolution equations of Navier-Stokes type one can consider weak solutions of martingale type or strong solutions. The above-mentioned papers consider weak (statistical) solutions. The techniques used in the proofs are the construction of the Galerkin-type approximations of the solutions and some a priori estimates, that allow one to prove compactness properties of the corresponding probability measures and finally to obtain a solution of the equation (using Prokhorov's criterion and Skorokhod's theorem).

In this paper we consider strong solutions of the Navier-Stokes equation, i.e., we define the Navier-Stokes equation in the generalized sense as an evolution equation, assuming that the stochastic processes are defined on a given complete probability space and the Wiener process is given in advance. The aim of this paper is to prove the existence of the strong solution of the Navier-Stokes equation by approximating it by means of the Galerkin method, i.e., by a sequence of solutions of finite dimensional evolution equations (see equations \( (P_n) \)). Since we consider the strong solution of the Navier-Stokes equation, we do not need to use the techniques considered in the case of weak solutions. The techniques applied in this paper use in particular, the properties of stopping times and some basic convergence principles from functional analysis. An important result, which cannot be proved in the case of weak solutions, is that the Galerkin-type approximations converge in mean square to the solution of the Navier-Stokes equation (see Theorem 2.3).

The structure of the paper is as follows: in Section 2 we formulate the main results of the paper (Theorem 2.2 and Theorem 2.3) and in Section 3 we give the proofs for these results, while Section 4 contains some convergence principles from functional analysis that we use in our proofs.

2. Formulation of the Problem

First we state the assumptions about the stochastic evolution equation to be considered.

(i) \((V, H, V^*)\) is an evolution triple (see [19, p. 416]), where \((V, \| \cdot \|_V)\) and \((H, \| \cdot \|_H)\) are separable Hilbert spaces, \(V^*\) is the dual space of \(V\), and the embedding operator \(V \subset H\) is assumed to be compact. \(<v^*, v>\) denotes the application of \(v^* \in V^*\) to \(v \in V\), while \((\cdot, \cdot)\) denotes the scalar product in \(H\).

(ii) \(\mathcal{A} : V \rightarrow V^*\) is a linear operator such that \(<\mathcal{A}v, v> \geq \nu \|v\|^2_V\) for all \(v \in V\) \((\nu > 0\) is a constant) and \(<\mathcal{A}u, v> = \langle \mathcal{A}v, u\rangle\) for all \(u, v \in V\).

(iii) \(\mathcal{B} : V \times V \rightarrow V^*\) is a bilinear operator such that

\(<\mathcal{B}(u, v), v> = 0\) for all \(u, v \in V\)
and for which there exists a positive constant $b > 0$ such that

$$|\langle \mathfrak{B}(u,v), z \rangle |^2 \leq b \| z \|_V^2 \| u \|_V \| v \|_V \| v \|_V.$$  

(iv) $\mathcal{C}: V \to H$ is a mapping with $\mathcal{C}0 = 0$ and

$$\| \mathcal{C}u - \mathcal{C}v \|^2 \leq \lambda \| u - v \|^2$$

for all $u, v \in V$, where $\lambda$ is a positive constant.

(v) $(\Omega, \mathcal{F}, P)$ is a complete probability space and $(\mathcal{F}_t)_{t \in [0,T]}$ a right-continuous filtration such that $\mathcal{F}_0$ contains all $\mathcal{F}$-null sets. $(w(t))_{t \in [0,T]}$ denotes a real valued standard $\mathcal{F}_t$-Wiener process.

(vi) $f$ is a progressively measurable $H$-valued process for which

$$E \int_0^T \| f(s) \|_H^4 \, ds < \infty.$$  

(vii) $x_0$ is a $H$-valued $\mathcal{F}_0$ measurable random process such that $E \| x_0 \|^4 < \infty$.

An adapted $V$-valued process $(u(t))_{t \in [0,T]}$ with $E \| u(t) \|^2 < \infty$ for all $t \in [0,T]$ and $E \int_0^T \| u(t) \|^2_2 \, dt < \infty$ is called a strong solution of the stochastic Navier-Stokes equation if it satisfies the equation:

$$\begin{align*}
(u(t), v) + & \int_0^t (\mathcal{A}u(s), v) \, ds = (x_0, v) + \int_0^t \langle \mathfrak{B}(u(s), u(s)), v \rangle \, ds \\
& + \int_0^t (f(s), v) \, ds + \int_0^t (\mathcal{C}u(s), v) \, dw(s)
\end{align*}$$  

(2)

for all $v \in V, t \in [0,T]$ and for a.e. $\omega \in \Omega$, where the stochastic integral is understood in the Itô sense. As usual, in the notation of random variables or stochastic processes we generally omit the dependence on $\omega$.

Notation: Let $(S, \| \cdot \|_S)$ be a Banach space and denote by $L^2_S(\Omega)$ the linear space of all functions $w: \Omega \to S$ that are $\mathcal{F}$-measurable and $E \| w \|^2 < \infty$. Further, denote by $L^2_S(\Omega \times [0,T])$ the linear space of all processes $w: \Omega \times [0,T] \to S$ that are $\mathcal{F} \times \mathcal{B}([0,T])$-measurable, adapted to the filtration $(\mathcal{F}_t)_{t \in [0,T]}$ and $E \int_0^T \| u(t) \|^2_2 \, dt < \infty$. Weak convergence is denoted by $\rightharpoonup$.

Let $h_1, h_2, \ldots, h_n, \ldots \in H$ be the eigenvectors of the operator $\mathcal{A}$, for which we consider the domain of definition $\text{Dom}(\mathcal{A}) = \{ v \in V : \mathcal{A}v \in H \}$. These eigenvectors form an orthonormal base in $H$ (see [12, p. 110]). For each natural number $n$ we consider $H_n = \text{span}\{ h_1, h_2, \ldots, h_n \}$ equipped with the norm induced from $H$. Let $\mathcal{A}_n: H_n \to H_n$, $\mathfrak{B}_n: H \times H_n \to H_n$, $\mathfrak{C}_n: H_n \to H_n$ be defined respectively by

$$\begin{align*}
\mathcal{A}_n u &= \sum_{i=1}^n \langle \mathcal{A}u, h_i \rangle h_i, \quad \mathfrak{B}_n(u,v) = \sum_{i=1}^n \langle \mathfrak{B}(u,v), h_i \rangle h_i, \quad \mathfrak{C}_n u = \sum_{i=1}^n \langle \mathfrak{C}u, h_i \rangle h_i \\
& \text{for all } u, v \in H_n. \quad \text{For every } f \in L^2_H(\Omega \times [0,T]), \text{ we consider the partial sums}
\end{align*}$$

$$f_n(t) = \sum_{i=1}^n (f(t), h_i) h_i$$

for all $t \in [0,T]$ and a.e. $\omega \in \Omega$.

For each natural number $n = 1, 2, 3, \ldots$, we consider the sequence of finite dimen-
sional evolution equations
\[
(u_n(t), v) + \int_0^t (A_n u_n(s), v) \, ds = (x_0, v) + \int_0^t (B_n(u_n(s)), v) \, ds \\
+ \int_0^t (f_n(s), v) \, ds + \int_0^t (C_n v_n(s), v) \, dw(s),
\]
for all \( v \in H^n \), \( t \in [0, T] \) and a.e. \( \omega \in \Omega \).

**Theorem 2.1:** For each \( n \geq 1 \), equation \((P_n)\) has a solution \( u_n \in L^2_V(\Omega \times [0, T]) \), which is unique almost surely and has in \( H \) almost surely continuous trajectories.

**Sketch of Proof:** Let \( (\chi_n) \) be a family of Lipschitz continuous mappings such that
\[
\chi_n(x) = \begin{cases} 
1, & \text{if } 0 \leq x \leq n, \\
0, & \text{if } x \geq n + 1, \\
n + 1 - x, & \text{if } x \in (n, n + 1).
\end{cases}
\]

For each fixed \( n \) we consider the solution \( u_n \) of equation \((P_n)\) approximated by \( u^M_n (M = 1, 2, \ldots) \), which is a solution of the equation
\[
(u^M_n(t), v) + \int_0^t (A_n u^M_n(s), v) \, ds = (x_0, v) \\
+ \int_0^t (\chi_n(\|u^M_n(s)\|) B_n(u^M_n(s), u^M_n(s)), v) \, ds + \int_0^t (f_n(s), v) \, ds \\
+ \int_0^t (C_n v_n(s), v) \, dw(s),
\]
for all \( v \in H^n \), \( t \in [0, T] \) and a.e. \( \omega \in \Omega \). For this equation, we can apply the theory of finite dimensional Itô equations with Lipschitz continuous nonlinearities (see [9, Theorem 2.9, p. 289]). Then one can prove that for \( M \to \infty \), the sequence \( (u^M_n) \) \((M = 1, 2, \ldots)\) converges in probability to \( u_n \); for more details we refer the reader to [15, Lemma 2.3.1, pp. 21-23]. The uniqueness of the solution can be proved analogously to the case of the stochastic Navier-Stokes equation (see Lemma 3.4).

The purpose of this paper is to prove that the sequence \( (u_n) \) approximates the solution \( u \) of the Navier-Stokes equation in mean square.

The main results of this paper are given in the following two theorems.

**Theorem 2.2:** Equation (2) has a solution in the space \( L^2_V(\Omega \times [0, T]) \). The solution is unique almost surely and has in \( H \) almost surely continuous trajectories.

This theorem is proved by using Lemma 3.1- Lemma 3.4.

**Theorem 2.3:** The following convergences hold:
\[
E \int_0^T \| u(s) - u_n(s) \|_V^2 \, ds \to 0 \text{ for } n \to \infty.
\]
and for all $t \in [0, T]$

$$E \| u(t) - u_n(t) \|^2 \to 0 \text{ for } n \to \infty.$$ 

This theorem will be proved in the final part of Section 3.

**Remarks:**
1) The sequence $(u_n)$ represents the Galerkin approximation for the strong solution of the Navier-Stokes equation.

2) Since $A$ is a linear and monotone operator, it follows that it is continuous (see [19, Proposition 26.4, p. 555]), i.e., there exists a constant $c_A > 0$ such that for all $u \in V$

$$\| Au \|_v^2 \leq c_A \| u \|_v^2.$$ 

3) The condition $\mathcal{C}0 = 0$ is given only to simplify the calculations. It can be omitted, in which case one can use the estimate $\| \mathcal{C}u \|^2 \leq 2\lambda \| u \|^2 + 2 \| \mathcal{C}0 \|^2$ that follows from the Lipschitz condition.

4) If we set $n = 2$, $V = \{u \in \dot{W}^1_2(G); \text{div}u = 0\}$, $H = \dot{V}^{L2}(G)$ and

$$\langle Au, v \rangle = \int_G \sum_{i=1}^n \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_i} \, dx, \quad \langle \mathcal{B}(u, v), z \rangle = -\int_G \sum_{i,j=1}^n \frac{\partial u_i}{\partial x_i} \frac{\partial z_j}{\partial x_j} \, dx$$

for $u, v, z \in V$, then equation (1) can be transformed into (2); see [16].

### 3. Proof of the Main Result

We need several lemmas.

**Lemma 3.1:**

(i) **There exists a positive constant $c_1$ such that for all $n = 1, 2, \ldots$**

$$E \| u_n(T) \|^2 + 2\nu E \int_0^T \| u_n(t) \|_v^2 \, dt \leq c_1 [E \| x_0 \|^2 + E \int_0^T \| f(t) \|^2 \, dt]$$

and each of the following expressions

$$\sup_{t \in [0, T]} E \| u_n(t) \|^4, \quad E \int_0^T \| u_n(t) \|_v^2 \| u_n(t) \|^2 dt, \quad E \left( \int_0^T \| u_n(t) \|_v^2 \, dt \right)^2$$

is less or equal than $c_1 [E \| x_0 \|^4 + E \int_0^T \| f(t) \|^4 \, dt]$.

(ii) **There exist $u \in \mathcal{L}^2_v(\Omega \times [0, T])$, $\mathcal{B}^* \in \mathcal{L}^2_v(\Omega \times [0, T])$, $\mathcal{C}^* \in \mathcal{L}^2_H(\Omega \times [0, T])$ and a subsequence $(n')$ of $(n)$ such that for $n' \to \infty$ we have**

$$u_{n'} \rightharpoonup u \text{ in } \mathcal{L}^2_v(\Omega \times [0, T]),$$

$$\mathcal{B}(u_{n'}, u_{n'}) \rightharpoonup \mathcal{B}^* \text{ in } \mathcal{L}^2_v(\Omega \times [0, T]),$$
\( C^*_t \to C^* \text{ in } L^2_H(\Omega \times [0,T]). \)

(iii) For all \( v \in V, t \in [0,T] \) and a.e. \( \omega \in \Omega \) the process \((u(t))_t \in [0,T]\) satisfies the equation:

\[
(u(t), v) + \int_0^t (A(u(s), v)ds = (x_0, v) + \int_0^t (B^*(s), v)ds + \int_0^t (f(s), v)ds + \int_0^t (C^*(s), v)dw(s). 
\]

The process \((u(t))_t \in [0,T]\) has in \( H \) almost surely continuous trajectories.

**Proof:** (i) Let \( n \) be an arbitrary fixed natural number. Equation \((P_n)\) can also be written as

\[
(u_n(t), h_i) + \int_0^t (A(u_n(s), h_i)ds = (x_0, h_i) + \int_0^t (B(u_n(s), u_n(s)), h_i)ds + \int_0^t (f(s), h_i)ds + \int_0^t (C(u_n(s), h_i)dw(s),
\]

for \( i = 1, \ldots, n, t \in [0,T] \) and a.e. \( \omega \in \Omega \).

Let \( z(t) = \exp\{-(\lambda + 3)t\} \), so \( z(t) = 1 - \int_0^t (6\lambda + 3)z(s)ds \) for each \( t \in [0,T] \).

From (4), the Itô formula, and hypothesis (iii) we have

\[
z(t) \| u_n(t) \|^2 + 2 \int_0^t z(s)(A(u_n(s), u_n(s)))ds = \| x_0 \|^2 + 2 \int_0^t z(s)(f(s), u_n(s))ds + \int_0^t z(s)\|C^*_n(s), u_n(s)\|^2ds
\]

and

\[
z(t) \| u_n(t) \|^4 + 4 \int_0^t z(s)(A(u_n(s), u_n(s)))\| u_n(s) \|^2ds = 4 \int_0^t z(s)(C^*_n(s), u_n(s))^2ds
\]

and

\[
z(t) \| u_n(t) \|^4 + 4 \int_0^t z(s)(A(u_n(s), u_n(s)))\| u_n(s) \|^2ds - (6\lambda + 3) \int_0^t z(s)\|u_n(s)\|^4ds
\]

and

\[
z(t) \| u_n(t) \|^4 + 4 \int_0^t z(s)(f(s), u_n(s))\| u_n(s) \|^2ds - (6\lambda + 3) \int_0^t z(s)\|u_n(s)\|^4ds
\]

and

\[
z(t) \| u_n(t) \|^2 + 2 \int_0^t z(s)(A(u_n(s), u_n(s)))ds = \| x_0 \|^2 + 2 \int_0^t z(s)(f(s), u_n(s))ds + \int_0^t z(s)\|C^*_n(s), u_n(s)\|^2ds
\]

and

\[
z(t) \| u_n(t) \|^4 + 4 \int_0^t z(s)(A(u_n(s), u_n(s)))\| u_n(s) \|^2ds = 4 \int_0^t z(s)(C^*_n(s), u_n(s))^2ds
\]

and

\[
z(t) \| u_n(t) \|^4 + 4 \int_0^t z(s)(f(s), u_n(s))\| u_n(s) \|^2ds - (6\lambda + 3) \int_0^t z(s)\|u_n(s)\|^4ds
\]

and

\[
z(t) \| u_n(t) \|^2 + 2 \int_0^t z(s)(A(u_n(s), u_n(s)))ds = \| x_0 \|^2 + 2 \int_0^t z(s)(f(s), u_n(s))ds + \int_0^t z(s)\|C^*_n(s), u_n(s)\|^2ds
\]
+ 4 \int_0^t z(s)(\mathcal{C}u_n(s), u_n(s)) \| u_n(s) \|^2 dw(s) + \| x_0 \|^4.

Using the properties of $\mathcal{A}, \mathcal{C}$ and some elementary calculations, we obtain

\begin{align*}
&z(t) \| u_n(t) \|^2 + 2\nu \int_0^t z(s) \| u_n(s) \|^2 \, ds \\
&\leq \| x_0 \|^2 + \int_0^t z(s) \| f(s) \|^2 \, ds + 2 \int_0^t z(s)(\mathcal{C}u_n(s), u_n(s)) \, dw(s)
\end{align*}

and

\begin{align*}
&z(t) \| u_n(t) \|^4 + 4\nu \int_0^t z(s) \| u_n(s) \|^2 \| u_n(s) \|^2 \, ds \\
&\leq \| x_0 \|^4 + \int_0^t z(s) \| f(s) \|^4 \, ds + 4 \int_0^t z(s)(\mathcal{C}u_n(s), u_n(s)) \| u_n(s) \|^2 \, dw(s).
\end{align*}

In (7) we square both sides of the inequality, use some well-known inequalities and obtain

\begin{align*}
&z^2(t) \| u_n(t) \|^4 + 4\nu^2 \left( \int_0^t z(s) \| u_n(s) \|^2 \, ds \right)^2 \\
&\leq 3 \| x_0 \|^4 + 3 \left( \int_0^t z(s) \| f(s) \|^2 \, ds \right)^2 + 12 \int_0^t z(s)(\mathcal{C}u_n(s), u_n(s)) \, dw(s).
\end{align*}

Taking the expectation in (7), (8) and (9) we obtain

\begin{align*}
\mathbb{E}z(t) \| u_n(t) \|^2 + 2\nu \mathbb{E} \int_0^t z(s) \| u_n(s) \|^2 \, ds &\leq \mathbb{E} \| x_0 \|^2 + \mathbb{E} \int_0^t z(s) \| f(s) \|^2 \, ds, \\
\mathbb{E}z(t) \| u_n(t) \|^4 + 4\nu \mathbb{E} \int_0^t z(s) \| u_n(s) \|^2 \| u_n(s) \|^2 \, ds &\leq \mathbb{E} \| x_0 \|^4 + \mathbb{E} \int_0^t z(s) \| f(s) \|^4 \, ds
\end{align*}

and

\begin{align*}
\mathbb{E}z^2(t) \| u_n(t) \|^4 + 4\nu^2 \mathbb{E} \left( \int_0^t z(s) \| u_n(s) \|^2 \, ds \right)^2 &\leq 3 \mathbb{E} \| x_0 \|^4 + 3 \mathbb{E} \left( \int_0^t z(s) \| f(s) \|^2 \, ds \right)^2 + 12 \mathbb{E} \int_0^t z(s)(\mathcal{C}u_n(s), u_n(s)) \, dw(s).
\end{align*}
From the properties of $z$ it then follows that

$$E \| u_n(T) \|^2 + 2\nu E \int_0^T \| u_n(s) \| \frac{2}{\nu} ds \leq \exp \{(6\lambda + 3T)[E \| x_0 \|^2 + E \int_0^T \| f(s) \|^2 ds], \tag{11}$$

$$\sup_{t \in [0,T]} E \| u_n(t) \|^4 + 4\nu E \int_0^T \| u_n(s) \| \frac{2}{\nu} \| u_n(s) \|^2 ds \leq \exp \{(6\lambda + 3T)[E \| x_0 \|^4 + E \int_0^T \| f(s) \|^4 ds].$$

In (10) we apply the property of the second moment of the Itô integral and the Schwartz inequality to obtain

$$E z^2(t) \| u_n(t) \|^4 + 4\nu E \left( \int_0^t z^2(s) \| f(s) \|^4 ds + 12E \int_0^t z^2(s)(C u_n(s), u_n(s))^2 ds \right) \leq 3E \| x_0 \|^4 + 3tE \int_0^t z^2(s) \| f(s) \|^4 ds + 12E \int_0^t \| u_n(s) \|^4 ds. \tag{12}$$

From (11) and (12) it follows that there exists a constant $c_1$ (depending on $\lambda$ and $T$) such that

$$E \| u_n(T) \|^2 + 2\nu E \int_0^T \| u_n(s) \| \frac{2}{\nu} ds \leq c_1[E \| x_0 \|^2 + E \int_0^T \| f(s) \|^2 ds], \tag{13}$$

$$\sup_{t \in [0,T]} E \| u_n(t) \|^4 + 4\nu E \int_0^T \| u_n(s) \| \frac{2}{\nu} \| u_n(s) \|^2 ds \leq c_1[E \| x_0 \|^4 + E \int_0^T \| f(s) \|^4 ds]$$

and

$$E \left( \int_0^T \| u_n(s) \| \frac{2}{\nu} ds \right)^2 \leq c_1[E \| x_0 \|^4 + E \int_0^T \| f(s) \|^4 ds].$$

(ii) The right-hand side of inequality (13) does not depend on $n$. Taking into consideration the properties of $C$ and the estimate from the first part of the proof of this lemma, it follows that $(C u_n)$ is a bounded sequence in the space $L_H^2(\Omega \times [0,T]).$
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From (i) and the properties of $\mathcal{B}$ we can derive

$$
E \int_0^T \| \mathcal{B}(u_n(t), u_n(t)) \|^2 dt \leq b E \int_0^T \| u_n(t) \|^2 dt
$$

$$
\leq \frac{b c_1}{4\nu} [E \| x_0 \|^4 + E \int_0^T \| f(s) \|^4 ds],
$$

so $(\mathcal{B}(u_n, u_n))$ is a bounded sequence in the space $L^2_{\nu^*}(\Omega \times [0, T])$. Applying the weakly sequentially compactness property (see [18, Proposition 10.13, p. 480]), it follows that there exist a subsequence $(n')$ of $(n)$ and $\hat{u} \in L^2_{\nu^*}(\Omega \times [0, T])$, $\mathcal{B}^* \in L^2_{\nu^*}(\Omega \times [0, T])$, such that for $n' \to \infty$

$$(iii) \text{ In (4) we take } n' \to \infty, \text{ use the properties of } \mathcal{A}, \text{ the weak convergences from above (also see Corollary 4.3 from the Appendix) to arrive at}

$$
(\hat{u}(t), h_i) = (x_0, h_i) - \int_0^t (\mathcal{A}\hat{u}(s), h_i) ds + \int_0^t (\mathcal{B}^*(s), h_i) ds
$$

$$
+ \int_0^t (f(s), h_i) ds + \int_0^t (\mathcal{C}^*(s), h_i) dw(s),
$$

for a.e. $(\omega, t) \in \Omega \times [0, T]$ and $i$ an arbitrary fixed natural number. Since $\text{sp}\{h_1, \ldots, h_n, \ldots\} \subset V$ is dense in $V$ (because of the properties of the eigenvectors of $\mathcal{A}$) it follows that (14) holds also for all $v \in V$.

From the Itô formula for $\| \cdot \|^2$ applied to processes over $(V, H, V^*)$, it follows that there exists a $\mathcal{T}_t$-measurable $H$-valued process, which is also equal to $\hat{u}(t)$ (for a.e. $(\omega, t) \in \Omega \times [0, T]$) and is equal to the right-hand side of (14) for all $t \in [0, T]$ and a.e. $\omega \in \Omega$. We denote this process by $(u(t))_{t \in [0, T]}$. Hence,

$$
(u(t), v) + \int_0^t (\mathcal{A}u(s), v) ds
$$

$$
= (x_0, v) + \int_0^t (\mathcal{B}^*(s), v) ds + \int_0^t (f(s), v) ds + \int_0^t (\mathcal{C}^*(s), v) dw(s)
$$

for all $v \in V$, $t \in [0, T]$ and a.e. $\omega \in \Omega$; the process $(u(t))_{t \in [0, T]}$ has in $H$ almost surely continuous trajectories (see [11, Theorem 3.1, p. 88]).

For each natural number $M$, let us introduce the following stopping times:
\[ \tau_1^M = \begin{cases} T, & \text{if } \sup_{t \in [0, T]} \| u(t) \|^2 < M \\ \inf \{ t \in [0, T]: \| u(t) \|^2 \geq M \}, & \text{otherwise} \end{cases} \]

\[ \tau_2^M = \begin{cases} T, & \text{if } \int_0^T \| u(s) \|^2 ds < M \\ \inf \{ t \in [0, T]: \int_0^t \| u(s) \|^2 ds \geq M \}, & \text{otherwise} \end{cases} \]

Let

\[ \tau_M^* = \min \{ \tau_1^M, \tau_2^M \} \]

Since \( u \) has continuous trajectories in \( H \), we see that for all \( t \in [0, T] \),

\[ | u(t \wedge \tau_M) \|^2 \leq M, \quad \int_0^{t \wedge \tau_M} \| u(s) \|^2 ds \leq M \text{ for a.e. } \omega \in \Omega. \]

**Lemma 3.2:** (i) The following convergences hold:

\[ \lim_{M \to \infty} P(\tau_M < T) = 0 \]

and for a.e. \( \omega \in \Omega \)

\[ \lim_{M \to \infty} \tau_M = T. \]

(ii) The function \( u \) from Lemma 3.1 satisfies

\[ E \sup_{t \in [0, T]} \| u(t) \|^2 < \infty. \]

**Proof:** (i) From Lemma 3.1 we have

\[ \sup_{t \in [0, T]} \| u(t) \|^2 < \infty, \quad \int_0^T \| u(s) \|^2 ds < \infty \text{ for a.e. } \omega \in \Omega. \]

Using some elementary inequalities and arguments we obtain

\[ \lim_{M \to \infty} P(\tau_M < T) \leq \lim_{M \to \infty} P(\tau_1^M < T) + \lim_{M \to \infty} P(\tau_2^M < T) \]

\[ \leq \lim_{M \to \infty} P \left( \sup_{t \in [0, T]} \| u(t) \|^2 \geq M \right) + \lim_{M \to \infty} \left( \int_0^T \| u(s) \|^2 ds \geq M \right) \]

\[ \leq P \left( \bigcap_{M=1}^{\infty} \left( \sup_{t \in [0, T]} \| u(t) \|^2 \geq M \right) \right) + P \left( \bigcap_{M=1}^{\infty} \left( \int_0^T \| u(s) \|^2 ds \geq M \right) \right) = 0. \]

The sequence \( (T - \tau_M)_M \) is monotone decreasing (for a.e. \( \omega \in \Omega \)) and above we have proved that it converges in probability to zero. Therefore, it converges to zero for almost every \( \omega \in \Omega \).
(ii) In (3) we apply the Itô formula and take \( t = \tau_M \), use the Burkholder inequality (see [9, p. 166]) and some elementary inequalities, and obtain

\[
E \sup_{t \in [0, \tau_M]} \| u(t) \|^2 \leq E \| x_0 \|^2 + 2E \int_0^{\tau_M} \| \mathcal{B}^*(s) \| \nu^* \| u(s) \| \nu ds \\
+ 2E \int_0^{\tau_M} \| f(s) \| \| u(s) \| ds + 2E \sup_{t \in [0, \tau_M]} \left| \int_0^t (\mathcal{C}^*(s), u(s))dw(s) \right| \\
+ E \int_0^{\tau_M} \| \mathcal{C}^*(s) \|^2 ds \leq E \| x_0 \|^2 \\
+ E \int_0^{\tau_M} \left( \| \mathcal{B}^*(s) \|^2 \nu^* + \| u(s) \|^2 \nu^* + \| u(s) \|^2 + \| f(s) \|^2 + \| \mathcal{C}^*(s) \|^2 \right) ds \\
+ 2k_1 E \left( \sup_{t \in [0, \tau_M]} \| u(t) \|^2 \int_0^{\tau_M} \| \mathcal{C}^*(s) \|^2 ds \right)^{\frac{1}{2}} \\
\leq E \| x_0 \|^2 + \frac{1}{2} E \sup_{t \in [0, \tau_M]} \| u(t) \|^2 \\
+ E \int_0^{\tau_M} \left( \| \mathcal{B}^*(s) \|^2 \nu^* + \| u(s) \|^2 \nu^* + \| u(s) \|^2 + \| f(s) \|^2 + k_2 \| \mathcal{C}^*(s) \|^2 \right) ds,
\]

where \( k_1, k_2 \) are positive constants (\( k_1 \) is the constant that occurs in the Burkholder inequality). We get

\[
\frac{1}{2} E \sup_{t \in [0, \tau_M]} \| u(t) \|^2 \leq E \| x_0 \|^2 \\
+ E \int_0^{\tau_M} \left( \| \mathcal{B}^*(s) \|^2 \nu^* + \| u(s) \|^2 \nu^* + \| u(s) \|^2 + \| f(s) \|^2 + k_2 \| \mathcal{C}^*(s) \|^2 \right) ds.
\]

Since \( \tau_M \to T \) for a.e. \( \omega \in \Omega \) it follows that

\[
\frac{1}{2} E \sup_{t \in [0, T]} \| u(t) \|^2 \leq E \| x_0 \|^2 \\
+ E \int_0^T \left( \| \mathcal{B}^*(s) \|^2 \nu^* + \| u(s) \|^2 \nu^* + \| u(s) \|^2 + \| f(s) \|^2 + k_2 \| \mathcal{C}^*(s) \|^2 \right) ds.
\]

But \( u \in L^2_V(\Omega \times [0, T]), \mathcal{B}^* \in L^2_{V^*}(\Omega \times [0, T]), \mathcal{C}^*, f \in L^2_H(\Omega \times [0, T]) \). Consequently,
Lemma 3.3: For each fixed natural number $M$,

$$E \sup_{t \in [0,T]} \| u(t) \| ^2 < \infty.$$  \hfill \Box

and

$$E \| u(\tau_M) - u_n(\tau_M) \| ^2 \to 0 \text{ for } n' \to \infty.$$

Proof: For each natural number $n$, let $\tilde{u}_n \in L^2_{H_n} (\Omega \times [0,T])$ be defined by

$$\tilde{u}_n(t) = \sum_{i=1}^{n} (u(t), h_i) h_i$$

for all $t \in [0,T]$ and a.e. $\omega \in \Omega$. Using the properties of $A$ and of its eigenvectors $\{h_1, h_2, \ldots\}$ ($\{\lambda_1, \lambda_2, \ldots\}$ are the corresponding eigenvalues), we have

$$\| \tilde{u}_n(t) \|^2 \leq \| u(t) \|^2, \quad \| u(t) - \tilde{u}_n(t) \|^2 \leq \| u(t) \|^2, \quad \nu \| u(t) - \tilde{u}_n(t) \|^2 \leq (Au(t) - A\tilde{u}_n(t), u(t) - \tilde{u}_n(t))$$

$$= \sum_{i=1}^{\infty} \lambda_i (u(t), h_i)^2 \leq (Au(t), u(t)) \leq c_A \| u(t) \|^2. \quad (16)$$

Hence for all $t \in [0,T]$ and a.e. $\omega \in \Omega$,

$$\| u(t) - \tilde{u}_n(t) \|^2 \to 0 \text{ for } n \to \infty.$$

By the Lebesgue Dominated Convergence Theorem, it follows that

$$E \int_0^T \| u(t) - \tilde{u}_n(t) \|^2 dt \to 0 \text{ for } n \to \infty. \quad (17)$$

From (3) and (4) we have

$$(u(t) - u_n(t), h_i) + \int_0^t (Au(s) - Au_n(s), h_i) ds$$

$$= \int_0^t (B^*(s) - B(u_n(s), u_n(s)), h_i) ds + \int_0^t (C^*(s) - Cu_n(s), h_i) dw(s), \quad (18)$$

for all $t \in [0,T]$, $i = 1, \ldots, n$, a.e. $\omega \in \Omega$. After applying the Itô formula and summing $i$ from 1 to $n$, we use the properties of $A$ to obtain

$$\| \tilde{u}_n(t) - u_n(t) \|^2 + 2 \int_0^t (A\tilde{u}_n(s) - Au_n(s), \tilde{u}_n(s) - u_n(s)) ds$$
\[ y(t) = \exp \left\{ -\frac{b}{\nu} \int_0^t \| u(s) \|_V^2 \, ds - \lambda t \right\} \]

for all \( t \in [0,T] \) and a.e. \( \omega \in \Omega \). By the Itô formula we have

\[ y(t) \| \tilde{u}_n(t) - u_n(t) \|^2 + 2 \int_0^t y(s) \langle \mathcal{A}\tilde{u}_n(s) - \mathcal{A}u_n(s), \tilde{u}_n(s) - u_n(s) \rangle \, ds \]

\[ = 2 \int_0^t y(s) (\mathcal{B}^*(s) - \mathcal{B}(u_n(s), u_n(s)), \tilde{u}_n(s) - u_n(s)) \, ds \]

\[ - \frac{b}{\nu} \int_0^t y(s) \| u(s) \|_V^2 \| \tilde{u}_n(s) - u_n(s) \|^2 \, ds - \lambda \int_0^t y(s) \| \tilde{u}_n(s) - u_n(s) \|^2 \, ds \]

\[ + \int_0^t \sum_{i=1}^n y(s) (\mathcal{C}^*(s) - \mathcal{C}u_n(s), h_i)^2 \, ds + 2 \int_0^t y(s) (\mathcal{C}^*(s) - \mathcal{C}u_n(s), \tilde{u}_n(s) - u_n(s)) \, dw(s) \]

for all \( t \in [0,T] \), \( i = 1, \ldots, n \), a.e. \( \omega \in \Omega \). From the properties of \( \mathcal{B} \) and \( \tilde{u}_n \) we see that

\[ \langle \mathcal{B}(u_n, u_n), \tilde{u}_n - u_n \rangle = \langle \mathcal{B}(u_n, \tilde{u}_n), \tilde{u}_n - u_n \rangle \]

\[ \leq \frac{b}{2\nu} \| \tilde{u}_n \|_V^2 \| \tilde{u}_n - u_n \|^2 + \frac{\nu}{2} \| \tilde{u}_n - u_n \|_V^2 + \langle \mathcal{B}(\tilde{u}_n, \tilde{u}_n), \tilde{u}_n - u_n \rangle \]

\[ \leq \frac{b}{2\nu} \| u \|_V^n \| \tilde{u}_n - u_n \|^2 + \frac{\nu}{2} \| \tilde{u}_n - u_n \|_V^n + \langle \mathcal{B}(\tilde{u}_n, \tilde{u}_n), \tilde{u}_n - u_n \rangle. \]

From the properties of \( \mathcal{C} \) and \( \tilde{u}_n \) we get

\[ \sum_{i=1}^n (\mathcal{C}^*(s) - \mathcal{C}u_n(s), h_i)^2 = \| \mathcal{C}(s) - \mathcal{C}u_n(s) \|^2_{H_n} \]

\[ + 2 (\mathcal{C}^*(s) - \mathcal{C}u_n(s), \mathcal{C}^*(s) - \mathcal{C}(s))_{H_n} - \| \mathcal{C}(s) - \mathcal{C}^*(s) \|^2_{H_n} \]

\[ \leq \lambda \| u(s) - \tilde{u}_n(s) \|^2 + \lambda \| \tilde{u}_n(s) - u_n(s) \|^2 + 2 (\mathcal{C}^*(s) - \mathcal{C}u_n(s), \mathcal{C}^*(s) - \mathcal{C}(s))_{H_n} \]
\[ (x, y)_{H_n} = \sum_{i=1}^{n} (x, h_i)(y, h_i) \text{ for all } x, y \in H_n = \text{sp}\{h_1, h_2, \ldots, h_n\}. \]

We use these estimates in (*) to get

\[ E y(\tau_M) \| \tilde{u}_n(\tau_M) - u_n(\tau_M) \|^2 + \frac{3\nu}{2} \int_{0}^{\tau_M} y(s) \| \tilde{u}_n(s) - u_n(s) \|^2 \, ds \]

\[ + E \int_{0}^{\tau_M} y(s) \| C u(s) - C^*(s) \|^2_{H_n} \, ds \]

\[ \leq 2 E \int_{0}^{\tau_M} y(s)(B^*(s) - B(\tilde{u}_n(s), \tilde{u}_n(s)), \tilde{u}_n(s) - u_n(s)) ds \]  \hspace{1cm} (21)

\[ + \lambda E \int_{0}^{\tau_M} y(s) \| u(s) - \tilde{u}_n(s) \|^2 ds + 2 E \int_{0}^{\tau_M} y(s)(C^*(s) - \mathbb{C} u_n(s), \mathbb{C}^*(s) - \mathbb{C} u(s))_{H_n} ds, \]

where \( M \) is an arbitrary fixed real number. Using the properties of \( \mathbb{B} \), those of the stopping time \( \tau_M \), and the fact that \( (\tilde{u}_n)_n \) is the partial sum of the Fourier expansion of \( u \in L^2_V(\Omega \times [0, T]) \) (see the properties given in (16) and (17)) we have

\[ E \int_{0}^{\tau_M} y(s) \| \mathbb{B}(u(s), u(s)) - \mathbb{B}(\tilde{u}_n(s), \tilde{u}_n(s)) \|^2_{V^*} ds \]

\[ \leq E \int_{0}^{\tau_M} y(s)(\| u(s) \|_V + \| \tilde{u}_n(s) \|_V) \| u(s) - \tilde{u}_n(s) \|_V \times \| u(s) - \tilde{u}_n(s) \|_V ds \]

\[ \leq E \int_{0}^{\tau_M} y(s)(\| u(s) \|_V + \| \tilde{u}_n(s) \|_V) \| u(s) \|^2_{V} + \| u(s) - \tilde{u}_n(s) \|^2_{V} ds \]

\[ \leq \sqrt{2} M \left( E \int_{0}^{\tau_M} (\| u(s) \|^2_{V} + \| \tilde{u}_n(s) \|^2_{V}) ds \right)^{\frac{1}{2}} \left( E \int_{0}^{\tau_M} \| u(s) - \tilde{u}_n(s) \|^2_{V} ds \right)^{\frac{1}{2}} \]

and hence

\[ \lim_{n \to \infty} E \int_{0}^{\tau_M} y(s) \| \mathbb{B}(u(s), u(s)) - \mathbb{B}(\tilde{u}_n(s), \tilde{u}_n(s)) \|^2_{V^*} ds = 0. \]
For the subsequence \( (n') \) of \( (n) \) we have proved that \( u_{n'} \rightharpoonup u \) in \( L^2_V(\Omega \times [0, T]) \). But \( \int_{[0, \tau_M]} B(u, u), B^* \in L^2_V(\Omega \times [0, T]) \), where \( I_{[0, \tau_M]} \) denotes the indicator function of the interval \([0, \tau_M]\). Consequently,

\[
\lim_{n' \to \infty} E \int_0^{\tau_M} y(s)(B^*(s) - B(\tilde{u}_{n'}(s), \tilde{u}_{n'}(s)), \tilde{u}_{n'}(s) - u_{n'}(s))ds = 0.
\]

Since \( \mathcal{C}u_{n'} \rightharpoonup \mathcal{C}^* \) in \( L^2_V(\Omega \times [0, T]) \) and \( \sum_{i=1}^{\infty}(\mathcal{C}^*(s) - \mathcal{C}u(s), h_i)h_i \) is the Fourier expansion of \( \mathcal{C}^*(s) - \mathcal{C}u(s) \), the following relations hold:

\[
\lim_{n' \to \infty} E \int_0^{\tau_M} (\mathcal{C}^*(s) - \mathcal{C}u_{n'}(s), \sum_{i=1}^{n'}(\mathcal{C}^*(s) - \mathcal{C}u(s), h_i)h_i)ds = 0
\]

and

\[
\lim_{n' \to \infty} E \int_0^{\tau_M} \| \mathcal{C}u(s) - \mathcal{C}^*(s) \|_H^2 ds = E \int_0^{\tau_M} \| \mathcal{C}u(s) - \mathcal{C}^*(s) \|_H^2 ds.
\]

In view of these results, we see that by taking \( n' \to \infty \) in (21) the right-hand side of this inequality tends to zero. Therefore,

\[
\lim_{n' \to \infty} E y(\tau_M) \| \tilde{u}_{n'}(\tau_M) - u_{n'}(\tau_M) \|_V^2 = 0, \quad \lim_{n' \to \infty} E \int_0^{\tau_M} y(s) \| \tilde{u}_{n'}(s) - u_{n'}(s) \|_V^2 ds = 0,
\]

and

\[
E \int_0^{\tau_M} y(s) \| \mathcal{C}u(s) - \mathcal{C}^*(s) \|_V^2 ds = 0.
\]

From the properties of \( y \) over \([0, \tau_M]\) and from (17) it thus follows that for each fixed natural number \( M \),

\[
E \int_0^{\tau_M} \| u(s) - u_{n'}(s) \|_V^2 ds \to 0 \quad \text{and} \quad E \| u(\tau_M) - u_{n'}(\tau_M) \|_V^2 \to 0.
\]
Lemma 3.4: (i) The process \((u(t))_{t \in [0,T]}\) is a strong solution of the stochastic Navier-Stokes equations (2) and it has almost surely continuous trajectories in \(H\).

(ii) The process \((u(t))_{t \in [0,T]}\) is with probability one a unique solution of equation (2).

Proof: (i) From (24), proved in Lemma 3.3., we conclude that

\[ I_{[0,\tau_M]}(s)Cu(s) = I_{[0,\tau_M]}(s)C^*(s) \text{ for a.e. } (\omega, t) \in \Omega \times [0,t]. \]  

(26)

The set

\[ \mathcal{B} := \{ x \in L^2_{V}(\Omega \times [0,T]) \mid x = \beta v, v \in V; \beta \in L^2_{\mathcal{B}}(\Omega \times [0,T]) \text{ is for a.e. } (\omega, t) \text{ bounded} \} \]

is dense in \(L^2_{V}(\Omega \times [0,T])\). Using (25) and the properties of \(\mathcal{B}\) it can be proved that

\[ \lim_{n' \to \infty} E \int_0^{\tau_M} (\mathcal{B}(u(s),u(s)) - \mathcal{B}(u_n(s),u_n(s)),x)ds = 0 \text{ for all } x \in \mathcal{B}. \]

But \(\mathcal{B}(u_n,u_n) \rightharpoonup \mathcal{B}^* \text{ in } L^2_{V^*}(\Omega \times [0,T])\); so,

\[ \lim_{n' \to \infty} E \int_0^{\tau_M} (\mathcal{B}^*(s) - \mathcal{B}(u_n(s),u_n(s)),x)ds = 0 \text{ for all } x \in \mathcal{B}. \]

Since \(\mathcal{B}\) is dense in \(L^2_{V}(\Omega \times [0,T])\), it follows that

\[ I_{[0,\tau_M]}(s)\mathcal{B}^*(s) = I_{[0,\tau_M]}(s)\mathcal{B}(u(s),u(s)) \text{ for a.e. } (\omega, t) \in \Omega \times [0,T]. \]  

(27)

Using (26) and (27) in (3) we have that

\[ (u(t \wedge \tau_M),v) + \int_0^{t \wedge \tau_M} \langle Au(s),v \rangle ds = (x_0,v) + \int_0^{t \wedge \tau_M} \langle \mathcal{B}(u(s),u(s),v)ds \]

\[ + \int_0^{t \wedge \tau_M} (f(s),v)ds + \int_0^{t \wedge \tau_M} (Cu(s),v)dw(s) \]  

(28)

for all \(v \in V, t \in [0,T]\) and a.e. \(\omega \in \Omega\).

From the properties of the stopping time \(\tau_M\) and Lemma 3.2 we see that

\[ P\left( \bigcap_{M=1}^{\infty} \{ \tau_M = T \} \right) = 1 - P\left( \bigcap_{M=1}^{\infty} \{ \tau_M < T \} \right) = 1 - \lim_{M \to \infty} P(\tau_M < T) = 1. \]

Let
\[\begin{align*}
\Omega': &= \left\{ \omega \in \Omega : \omega \in \bigcap_{M=1}^{\infty} \{ \tau_M = T \} \text{ and } u(\omega, t) \text{ satisfies (28) for all } v \in V, \ t \in [0, T] \right\}.
\end{align*}\]

Obviously, \( P(\Omega') = 1. \)

Let \( \omega \in \Omega' \) be arbitrary and fixed. For this \( \omega \), there exists a natural number \( M_0 \) such that \( \tau_M = T \) for all \( M > M_0 \). From (28) we have

\[\begin{align*}
(u(t), v) + \int_0^t (Au(s), v)ds &= (x_0, v) + \int_0^t (B(u(s), u(s)), v)ds \\
& \quad + \int_0^t (f(s), v)ds + \int_0^t (Cu(s), v)dw(s)
\end{align*}\]

for all \( v \in V, \ t \in [0, T] \). Consequently, (29) holds for all \( \omega \in \Omega' \). This means that the process \( (u(t))_{t \in [0, T]} \) satisfies the Navier-Stokes equation (2). From Lemma 3.1, it follows that \( u \) has almost surely continuous trajectories in \( H \) and from Lemma 3.5 it follows that \( E \sup_{t \in [0, T]} \| u(s) \|^2 < \infty \). Hence \( (u(t))_{t \in [0, T]} \) is a strong solution of the Navier-Stokes equation (2).

(ii) In order to prove the uniqueness we assume that \( u, z \in L^2_T(\Omega \times [0, T]) \) are two solutions of equation (2), which have in \( H \) almost surely continuous trajectories. Let

\[y(t) = \exp \left\{ -\frac{b}{2} \int_0^t \| u(s) \|_V^2 ds - \lambda t \right\}\]

for all \( t \in [0, T] \) and a.e. \( \omega \in \Omega \). It follows by the Itô formula that

\[\begin{align*}
y(t) \| u(t) - z(t) \|^2 + 2 \int_0^t y(s)(Au(s) - Az(s), u(s) - z(s))ds \\
= 2 \int_0^t y(s)(B(u(s), u(s)) - B(z(s), z(s)), u(s) - z(s))ds \\
- \frac{b}{2} \int_0^t y(s) \| u(s) \|_V^2 \| u(s) - z(s) \|^2 ds - \lambda \int_0^t y(s) \| u(s) - z(s) \|^2 ds \\
+ 2 \int_0^t y(s)(Cu(s) - Cz(s), u(s) - z(s))dw(s) + \int_0^t y(s) \| Cu(s) - Cz(s) \|^2 ds.
\end{align*}\]

In view of the properties of \( B \) we can write

\[2(B(u(s), u(s)) - B(z(s), z(s)), u(s) - z(s)) = 2(B(u(s) - z(s), u(s)), u(s) - z(s))\]
Now we use the properties of \( A \) and \( C \) to obtain

\[
y(t) \| u(t) - z(t) \|^2 + \nu \int_0^t y(s) \| u(s) - z(s) \|^2 \, ds \\
\leq 2 \int_0^t y(s)(Cu(s) - Cz(s), u(s) - z(s)) \, dw(s)
\]

for all \( t \in [0, T] \) and a.e. \( \omega \in \Omega \). Consequently,

\[
E y(t) \| u(t) - z(t) \|^2 = 0 \text{ for all } t \in [0, T]
\]

and hence \( P(u(t) = z(t)) = 1 \) for all \( t \in [0, T] \). Then for each countable and dense subset \( \mathcal{F} \subset [0, T] \) we have

\[
P \left( \sup_{t \in \mathcal{F}} \| u(t) - z(t) \| = 0 \right) = 1.
\]

But \( u \) and \( z \) have almost surely continuous trajectories in \( H \), so

\[
P \left( \sup_{t \in [0, T]} \| u(t) - z(t) \| = 0 \right) = 1.
\]

This means that (2) has an almost surely unique solution. \( \square \)

**Lemma 3.5:** There exists a positive constant \( c_2 \) (depending only on \( \lambda, \nu \) and \( T \)) such that both expressions

\[
\sup_{t \in [0, T]} E \| u(t) \|^4, \quad E \left( \int_0^T \| u(s) \|^2 \, ds \right)^2
\]

are less than or equal to \( c_2 [E \| x_0 \|^4 + E \int_0^T \| f(s) \|^4 \, ds] \).

The proof of Lemma 3.5 is analogous to that of Lemma 3.1; so it will be omitted. Now we can prove Theorem 2.3.

Let \( \delta, \varepsilon > 0 \) be arbitrary and fixed. In Lemma 3.3 we have proved that for each fixed natural number \( M \),

\[
E \int_0^{\tau_M} \| u(s) - u_{n'}(s) \|^2 \, ds \to 0, \quad E \| u(\tau_M) - u_{n'}(\tau_M) \|^2 \to 0 \text{ for } n' \to \infty.
\]

From Lemma 3.2 we have

\[
\lim_{M \to \infty} P(\tau_M < T) = 0.
\]

Hence there exists a natural number \( M_0 \) such that

\[
P(\tau_{M_0} < T) \leq \frac{\varepsilon}{2}.
\]
From Lemma 3.3 it follows for this $M_0$ that we have

$$E \int_0^{\tau_{M_0}} \| u(s) - u_n'(s) \|^2 \, ds \to 0, \ E \| u(\tau_{M_0}) - u_n'(\tau_{M_0}) \|^2 \to 0$$

for $n' \to \infty$.

Consequently, there exists a natural number $n'_0$ (depending on $\delta, \varepsilon, M_0, T$) such that

$$\frac{1}{\delta} E \int_0^{\tau_{M_0}} \| u(s) - u_n'(s) \|^2 \, ds \leq \frac{\varepsilon}{2} \quad \frac{1}{\delta} E \| u(\tau_{M_0}) - u_n'(\tau_{M_0}) \|^2 \leq \frac{\varepsilon}{2}$$

for all $n' \geq n'_0$. We can write

$$P \left( \int_0^T \| u(s) - u_n'(s) \|^2 \, ds \geq \delta \right) \leq P \left( \tau_{M_0} < T \right)$$

$$+ P \left( \{ \tau_{M_0} = T \} \wedge \left\{ \int_0^{\tau_{M_0}} \| u(s) - u_n'(s) \|^2 \, ds \geq \delta \right\} \right)$$

$$\leq \frac{\varepsilon}{2} + P \left( \int_0^{\tau_{M_0}} \| u(s) - u_n'(s) \|^2 \, ds \leq \frac{\varepsilon}{2} \right)$$

$$\leq \frac{\varepsilon}{2} + \frac{1}{\delta} E \int_0^{\tau_{M_0}} \| u(s) - u_n'(s) \|^2 \, ds < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon$$

and

$$P(\| u(T) - u_n'(T) \|^2 \geq \delta) \leq P(\tau_{M_0} < T)$$

$$+ P(\{ \tau_{M_0} = T \} \wedge \{ \| u(T) - u_n'(T) \|^2 \geq \delta \})$$

$$\leq \frac{\varepsilon}{2} + P(\| u(\tau_{M_0}) - u_n'(\tau_{M_0}) \|^2 \geq \delta)$$

$$\leq \frac{\varepsilon}{2} + \frac{1}{\delta} E \| u(\tau_{M_0}) - u_n'(\tau_{M_0}) \|^2 < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon$$

for all $n' \geq n'_0$. Hence for all $\delta > 0$,

$$P \left( \int_0^T \| u(s) - u_n'(s) \|^2 \, ds \geq \delta \right) \to 0, \ P(\| u(T) - u_n'(T) \|^2 \geq \delta) \to 0$$

for $n' \to \infty$. 
Therefore, the sequences \( \left( \int_{0}^{T} \| u(s) - u_n(s) \|_{V}^2 ds \right) \) and \( \left( \| u(T) - u_n(T) \|_{V}^2 \right) \) converge in probability to zero. From Lemma 3.1 and Lemma 3.5, it follows that these sequences are uniformly integrable (with respect to \( \omega \in \Omega \)). Hence,

\[
E \int_{0}^{T} \| u(s) - u_n(s) \|_{V}^2 ds \rightarrow 0, \quad E \| u(T) - u_n(T) \|_{V}^2 \text{ for } n' \rightarrow \infty.
\]

Every subsequence of \((u_n)\) has a further subsequence, which converges in the norm of the space \(L^2_V(\Omega \times [0, T])\) to the same limit \(u\), the unique solution of the Navier-Stokes equation (2) (because we can repeat all arguments of the results of Section 3 for this subsequence). Applying a property from functional analysis (see [18, Proposition 10.13, p. 480]), it follows that the whole sequence \((u_n)\) converges in mean square to \(u\), i.e.,

\[
E \int_{0}^{T} \| u(s) - u_n(s) \|_{V}^2 ds \rightarrow 0 \text{ for } n \rightarrow \infty.
\]

By the same argument we can prove that the whole sequence \((u_n(T))\) converges to \(u(T)\) in the norm of the space \(L^2_T(\Omega)\), as soon as for all \(t \in [0, T]\), \((u_n(t))\) converges to \(u(t)\) in the norm of the space \(L^2_T(\Omega)\).

4. Appendix - Some Convergence Principles

For the convenience of the reader, we recall some basic convergence results.

**Proposition 4.1:** [19, Proposition 21.27, p. 261] Let \(S_1 \) and \(S_2\) be Banach spaces and let \(L:S_1 \rightarrow S_2\) be a continuous linear operator. If \((x_n)\) is a sequence in \(S_1\) such that \(x_n \rightarrow x \) (where \(x \in S_1\)), then \(L(x_n) \rightarrow L(x)\).

By applying Proposition 4.1, we obtain the following corollary.

**Corollary 4.2:** If \(S\) is a Banach space and if \((x_n)\) is a sequence from \(L^2_S(\Omega \times [0, T])\), which converges weakly to \(x \in L^2_S(\Omega \times [0, T])\), then for \(n \rightarrow \infty\) the following assertions are true:

(i)

\[
\int_{0}^{T} x_n(s) ds \rightarrow \int_{0}^{T} x(s) ds \text{ and } \int_{0}^{T} x_n(s) dw(s) \rightarrow \int_{0}^{T} x(s) dw(s) \text{ in } L^2_S(\Omega \times [0, T]);
\]

(ii)

\[
\int_{0}^{T} x_n(s) ds \rightarrow \int_{0}^{T} x(s) ds \text{ and } \int_{0}^{T} x_n(s) dw(s) \rightarrow \int_{0}^{T} x(s) dw(s) \text{ in } L^2_S(\Omega).
\]
References


