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Crosstalk-induced delay in deep sub-micron digital circuits can be quite significant and difficult to determine because of dependency on neighboring signals. In this paper we study the problem of incorporating temporal and functional information to improve the accuracy of crosstalk aware static timing analysis. We propose an efficient method to compute a signal's earliest and latest arrival times when timing windows and slew rate ranges are known for its inputs and its coupling neighbors' inputs. We show that iteratively updating timing windows is necessary when signals on the same path are mutually coupled. The accuracy of static timing analysis can be further improved by our functional correlation analysis. The proposed techniques have been applied in crosstalk aware static timing analysis, which can guide timing-driven layout synthesis and quick timing verification in deep submicron technologies. Experimental results demonstrate that the proposed methods significantly reduce the pessimism in predicting circuit performance.
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INTRODUCTION

With aggressive technology scaling, wire aspect ratios increases and interconnect spacing decreases. Thus, in deep sub-micron circuits, coupling capacitance between interconnects may be comparable to interconnect intrinsic capacitance. This makes delay of a switching signal depend on switching times and switching directions of neighboring signals. Our simulation results show that, compared to the case when coupling neighbors are quiet, delay of a single stage may be speed up by 50% when coupling neighbors are switching in the same direction, and may be slowed down by 90% when coupling neighbors are switching in opposite directions in 0.35 μm technology. Delay of a circuit is determined by the longest path from primary inputs to primary outputs. A long path may have a large number of coupling neighbors and the interdependencies among them are difficult to determine. If delay of a stage and a path are computed based on the worst-case estimation without analyzing the temporal and functional information of coupling neighbors, crosstalk aware static timers may give very loose bounds on circuit performance, which will result in unnecessary design effort and waste of chip resources to meet timing specifications.

Static timing analyzers are widely used to quickly estimate a circuit’s timing behavior at various stages of a design. More accurate timing estimation is feasible by incorporating functional or sensitization information. The papers complementing or improving static timing analysis include false path identification [3–5] and data dependent delay analysis [29]. Recently, several papers have been published [1,10,25,27] addressing various aspects of static timing analysis in the presence of crosstalk delay effects. However, most methods basically follow (though perhaps implicitly) the assumption in traditional static timing
analysis, i.e. only the latest arrival time at a signal is propagated [2]. Thus, some methods are too pessimistic and some are overly optimistic when estimating circuit delay. Moreover, no efficient methods have been proposed to analyze the functional dependency of coupling neighbors to improve the accuracy of crosstalk aware static timers.

Our goal in this paper is to decrease pessimism while maintaining efficiency in crosstalk aware static timing analysis, so it may be applied in fast timing verification and crosstalk aware layout synthesis.

We begin our discussion with computing delay through a single logic stage. Next, we describe an efficient method to estimate a signal’s timing window in presence of coupling. We explain how to compute a signal’s earliest and latest arrival times when timing windows and slew rate ranges are known for its inputs and its coupling neighbors’ inputs. We model coupling delay effects as worst-case speedup or slowdown in an effective skew window. We show how to find the effective skew window by analyzing the simple worst case when coupling neighbors can switch at any time. After obtaining the effective skew window, we make a pessimistic assumption that maximum slowdown occurs in the entire effective skew window, and propose an efficient method to estimate the earliest and latest arrival time.

We then show that iterative topological analysis is necessary to compute timing windows of all signals in the circuit when signals on the same path are coupled to each other. The uncertainty of delay estimation can be decreased by performing iterations based on two different assumptions: simple worst assumption and nominal case assumption. In the simple worst case we first assume all coupling neighbors cause maximum coupling delay and then iteratively reduce the pessimism in delay estimation. In the nominal case assumption we first assume there is no coupling effect from coupling neighbors, then iteratively reduce the optimism of delay estimation.

Finally functional correlations are analyzed based on path sensitization criteria. Path delay can be more accurately estimated based on the correlation information, thus there are many fewer critical paths.

The techniques proposed in this paper are efficient and suitable for fast timing verification. They can be used to guide timing-driven layout synthesis and optimization. As technology scaling causes more severe coupling effects, we believe that the proposed techniques can be applied in current and new technologies.

The rest of the paper is organized as follows: in the second section we give an overview of related work. In the third section we explain concepts of delay calculation in the presence of crosstalk. In the fourth section we discuss the problem of computing a signal’s timing window and propose an efficient method to determine it. In the fifth section we explain the basics of crosstalk aware static timing analysis and show how the proposed timing window estimation is used in this procedure. In the sixth section we propose an efficient functional correlation analysis to improve accuracy in critical path delay estimation and critical path identification. Experimental data in the seventh section demonstrate the effectiveness and efficiency of our crosstalk aware static timing analysis integrating temporal and functional information. The eighth section concludes the paper.

PREVIOUS WORK

Recently, several papers addressing the problem of computing worst-case delay in presence of crosstalk delay effect have been published. They fall into two categories:

1. Compute the worst-case coupling delay without timing information of coupling neighbors:

   The Elmore delay model is widely used in static timing analysis and optimization. It cannot be applied directly when coupling capacitance is present. In Ref. [22] it has been proposed that coupling capacitance $C_c$ is replaced with effective capacitance-to-ground, which is $0$, $C_c$, or $2C_c$ for different switching conditions, but this simple approximation doesn’t provide upper bounds on delays for certain combinations of input rise times and skews [33].

   Gate delay look-up tables are used as an efficient way to estimate delay, but they are inherently incompatible with RC(L) interconnects. Lookup tables usually only list cell delays for different load capacitances. When wire resistances are not negligible, effective capacitance needs to be computed [23]. If coupling capacitance is significant, finding effective capacitance corresponding to worst case coupling delay requires several Newton–Raphson iterations, and its complexity is greater [7]. A lookup table considering coupling has been proposed in Ref. [33], but the number of characterized coupling structures is limited. Coupling delay depends not only on the coupling length, but also on aggressors’ and victim’s driver strength. It seems there are too many combinations of variables to characterize.

   Waveform iteration method [14] can be used to find a victim’s worst-case delay when aggressors can switch at any time. However, there is no discussion on how to apply the proposed approach when input timing windows are restricted rather than of arbitrary duration, and when inputs have variable slew rates.

2. Compute coupling delay with partial timing information:

   In traditional static timing analysis, it is assumed that only the latest arrival time at each signal may result in the longest path delay, and the latest signal is propagated forward. This is referred to as latest propagation algorithm in Ref. [2]. This assumption makes computing the earliest and latest arrival times of a signal a straightforward task in traditional static timing analysis. However, this is not a valid assumption in the presence of coupling. This assumption has been adopted in various published works when computing the latest arrival time of a signal, and may result in optimistic or pessimistic estimation.
The authors of Ref. [1] improved waveform iteration method [14] by checking whether an aggressor is temporally isolated from a victim when the victim switches at its latest time. This may result in optimistic estimation of the latest arrival time.

A relative window method is used in Ref. [26] to estimate the coupling delay. The relative window is the arrival time difference of victim and aggressor inputs. In our paper this arrival time difference is referred to as a skew. In Ref. [26], a lookup table of delay degradation (slowdown) vs. relative window is obtained for each victim and aggressor pair. Later this information is used to find worst delay degradation considering timing windows of victim and aggressor inputs. The case of multiple aggressors is discussed in Ref. [27]. Building a lookup table for each victim and aggressor pair uses a large amount of run time and consumes excessive memory.

In Ref. [10], multiple aggressor alignment is proposed to find the worst-case delay on a victim when timing windows of aggressors are known. The methods in Refs. [27,10] may be very pessimistic in estimating the latest arrival time.

In contrast to the above two groups of methods, in Ref. [24], timing windows of all signals are first computed by assuming all adjacent wires are quiet. Then coupling effects are computed by exhaustively checking all possible combinations of victim and aggressor input switching times. This process is expensive when the timing window is a large interval, and when there are multiple coupling neighbors.

In Ref. [25], a nice iterative procedure for capturing the dependency of coupling delay on neighbors’ switching times has been proposed and incorporated into the inner loop of a timing optimizer. The procedure is based on the assumption that maximum slowdown occurs when output waveforms switch at the same time in opposite directions. This assumption may result in underestimation of coupling delay, as significant slowdown occurs not only when victim’s and aggressor’s outputs switch at the same time, but also when the aggressor is earlier or later by up to 400 ps for typical situations in 0.35 μm technology.

Traditional static timing analyzers visit the circuit’s nodes in topological order [8]. Without coupling, combinational circuits can be represented as acyclic graphs. Any topological order can be used to compute arrival times of all signals in one sweep and in linear time, as long as all inputs of a signal are computed before it is processed. However, similar conditions may not be satisfied in the presence of interconnect coupling; thus iterative updating timing windows may be necessary. The condition of iteration has not been discussed before.

Besides the temporal information, functional isolation has also been explored to reduce pessimism of coupling delay analysis. Two signals are functionally isolated if they can never switch simultaneously or if the switching effect cannot be observed at the circuit’s primary outputs [16]. In Ref. [16], BDD based approach is proposed to identify pairs of signals in a circuit which are functionally isolated. For such signals, there is no need to consider slowdown (or speedup) effects between them. These data are helpful in constraint-driven layout syntheses. Satisfiability formulation [9] is proposed to decide the functional correlation between neighbors of a wire and to compute crosstalk noise when delay of each gate is a fixed number. We believe this formulation is suitable only for small circuits, as the satisfiability problem is NP-complete [13]. The above functional analysis methods are not applicable to static timing analysis because of complexity issues.

**COMPUTING STAGE DELAY IN PRESENCE OF CROSSTALK**

In this section, we explain techniques used to compute delay of a stage when exact switching times and exact slew rates are known for the stage’s inputs. We consider a general network, where a net may be coupled to more than one line, as shown in Fig. 1.

Solving differential equations using numerical methods as it is done in SPICE can provide accurate results at the expense of a long run time. It is usually applied to the last stages of the design process, and sometimes only to the critical parts of the circuit which have been identified by static analysis or estimation. Moment-based methods [21] greatly increase the simulation speed by performing transform domain analysis. With proper gate modeling [6], transform domain analysis can provide good accuracy compared to SPICE simulation. SPICE simulation and general moment matching methods are still too expensive to use in fast timing verification and timing driven layout synthesis.

In Ref. [32], we proposed a simpler yet still efficient way to find an approximate transfer function for RC circuits, and we used it to compute bounds of delay in the presence of crosstalk. We briefly explain that approach below.

We replace each driving gate in Fig. 1 with its equivalent resistance, each receiver gate with input capacitance, and each wire segment by a π model. The delay from START NODE to END NODE can be computed by solving the following Eqs. (1)–(8).
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**FIGURE 1** Illustration of the MAIN PATH.
We approximate each transfer function using

\[ V_o(s) = \sum_{i=1}^{N} H_i(s)V_i(s) \]  

where \( H_i(s) \) is the transfer function from the input \( i \) to the END NODE when all other inputs are held at 0 and where \( V_i(s) \) is a voltage in transform domain at input \( i \). We approximate each transfer function using expressions in the following form:

\[ H_i(s) = \frac{a_{i0} + a_{i1}s}{1 + b_{i1}s + b_{i2}s^2} \]  

The coefficients are computed from the formulae [20]:

\[ b_1 = \sum_{C_i \in C} R_{ii}^0 C_i, \quad b_2 = \sum_{C_i, C_j \in C, j \neq i} R_{ij}^0 C_i C_j. \]  

\( R_{ii}^0 \) is the resistor seen from two ends of \( C_i \) while keeping all other capacitors open. It is computed by a tree traversal. \( R_{ij}^0 \) is a resistor seen from two ends of \( C_j \) when \( C_i \) is shortened and all other capacitors are open.

If input \( i \) is at the START NODE, \( a_0 \) and \( a_1 \) can be computed as follows:

\[ a_{i0} = 1 \]  

\[ a_{i1} = a_{i0}b_1 - \sum_{j} R_{ij}(C_j + X_j) \]  

For each node \( j \) on the MAIN PATH, \( R_j \) is the driving resistor seen from node \( j \). \( X_j \) is coupling capacitance connected at node \( j \).

If input \( i \) is a SIDE INPUT, \( a_0 \) and \( a_1 \) can be computed as follows:

\[ a_{i0} = 1 \]  

\[ a_{i1} = a_{i0}b_1 - \sum_{k} R_{ik}X_k \]  

For each node \( k \) from \( i \)th SIDE INPUT, \( R_k \) is the driving resistor seen from node \( k \). \( X_k \) is coupling capacitance connected at node \( k \).

The time domain expression \( \psi_o(t) \) of the output at the END NODE can be obtained by performing explicit inverse Laplace transformation. Analytical expression for poles and residues are given in Ref. [32]. If we want to compute delay at any point \( d \) on the waveform of the END NODE (for example, \( d = 0.5 \) for 50% point delay) it can be computed by solving the following equation:

\[ V_o(t_d) = d \times V_{DD} \]

One Newton–Raphson iteration written in analytical form can provide a good approximation. Equations (1)–(7) above give a way to compute waveform at any node in the circuit, and can also be used to compute coupling noise. Similar and even simpler formulae have been derived to estimate peak crosstalk noise in Refs. [30,31].

In delay calculation considering crosstalk, more waveform information is needed than before. We need not only delay at 50% and other points of output, but also peak noise and noise arrival time. In this paper, we will use the above delay calculation method as an example. However, other delay calculation that offers all the necessary information can also be used, including simulation based methods.

**WORST ARRIVAL TIME ESTIMATION**

Delay calculation as explained in the last section can predict delay of a logic stage when exact switching time are known for the victim’s input and the aggressors’ inputs. However, it cannot be directly applied to find the shortest and longest delay paths in a circuit. To solve this problem, in this section, we consider the problem of computing the earliest and latest arrival times of each signal, which is also referred to as the timing window. The fastest and slowest slew rates of each signal are referred to as the slew rate ranges. In the rest of the paper, we use the following symbols:

\( T \): signal arrival time, \( T^V \): arrival time of a victim’s input, \( T^A \): arrival time of an aggressor’s input;

\( S \): signal slew rate, \( S^V \): slew rate of a victim’s input, \( S^A \): slew rate of an aggressor’s input.

**Multiple aggressors worst arrival time (MAWAT) problem formulation:**

Given the victim’s input timing window \( [T^V_1, T^V_2] \), and the input slew rate range \( [S^V_1, S^V_2] \); the aggressors’ input timing windows \( [T^A_i, T^A_i] \), and the input slew rate ranges \( [S^A_i, S^A_i] \), \( i = 1, 2, \ldots, n \), where \( n \) is the number of aggressors, compute the victim’s output timing window.

In traditional static timing analysis, we can estimate the minimum and maximum stage delay \( t_{\text{min}} \), and \( t_{\text{max}} \). \( t_{\text{min}} \) is the delay when the fastest input pin switches at slew \( S_1 \). \( t_{\text{max}} \) is the delay when the slowest input pin switches at slew \( S_2 \). We assume that the timing window at the gate’s input is \( [T_1, T_2] \). The timing window at the gate’s output is computed as \( [T_1 + t_{\text{min}}, T_2 + t_{\text{max}}] \). Computing the earliest and the latest arrival times at a gate’s output is complicated when the gate’s driven interconnect is coupled to other interconnects. Computing output’s latest arrival time by simply adding the worst-case coupling delay to \( T_2 \) may yield very pessimistic estimation.

In the following section, we will only discuss how to find the latest arrival time considering coupling. Similar analysis is applicable to finding the earliest arrival time considering coupling. We assume that the slew rate ranges are known on the primary inputs. The slew rates at each signal are estimated by assuming the worst speedup and the worst slowdown effects from the coupling neighbors. We also assume that the recorded slew rate ranges may be associated with both the earliest and the latest arrival time.
at each signal. First some experimental data will be shown to motivate the problem of the worst arrival time estimation, some common misconceptions will also be clarified. We will discuss how to estimate the worst delay in a simple coupling structure, and then extend our solution to the general case.

**Coupling Effects: Some Experimental Data**

First consider the case when an interconnect has only one neighbor, as shown in Fig. 2. When we are computing delay at the node Out1 of wire1, we call the neighbor wire2 an *aggressor*, and wire1 a *victim*. Note that the victim and the aggressor attributes are interchangeable, i.e. wire2 is also a victim of an aggressor wire1. The difference of switching times between the aggressor and the victim is referred to as a *skew*. Different skews we will be considering are shown in Fig. 3. The *input skew* is a difference of switching time at 50% point of the victim’s and the aggressor’s input waveforms. The *starting point skew* is a difference between the switching starting points of the victim’s and the aggressor’s input waveforms. The *output skew* is a difference at 50% point of the victim’s output (Out1 in Fig. 2) and the aggressor’s output (Out2 in Fig. 2) waveform.

When the aggressor and the victim switch in the opposite directions, the victim may be slowed down compared to the case when the aggressor is quiet (nominal case). When the aggressor and the victim switch in the same direction, the victim may be sped up. The rate of slowdown or speedup at the victim’s output depends on the skew and on the slew rates of the victim’s and the aggressor’s inputs.

To illustrate the impact of input skew and slew rates on the delay, typical simulation data are shown in Fig. 4 and in Table I. Two wires which are 1 mm long and run parallel with minimum spacing are driven by the minimum sized drivers. The SPICE level 49 transistor model for 0.35 μm technology is used. The simulation data are obtained by sweeping the starting point skew of the victim’s and of the aggressor’s inputs from $-4$ ns to $+4$ ns, with a step of 100 ps. Figure 4 shows how delay at the victim Out1 changes when the input skew changes. The victim’s input time constant is 400 ps, and the aggressor’s input time constant is 40 ps. A negative skew means that the aggressor’s input switches earlier than the victim’s input.

As can be seen in Fig. 4, the worst case slowdown at the victim’s output occurs only at a certain skew, but significant slowdown occurs within a large range of skews. In this case, the maximum slowdown occurs when the aggressor’s input switches later than the victim’s input by 454 ps. When the aggressor has a skew between 54.4 and 554 ps, the slowdown at the victim is at least 70% of the maximum slowdown.

Table I shows typical data when the victim’s and the aggressor’s inputs have different slew rates. The units of delay are ps. Nominal delay is the delay at Out1 when its neighbor is quiet. The data in each column are obtained as follows. For a given slew rate of the aggressor’s and the victim’s inputs, we sweep starting point skew from $-4$ ns to $+4$ ns, with a step of 100 ps, and find the condition when maximum delay at Out1 occurs. The starting point skew, input skew and output skew found in this case are referred to as the *worst starting point skew*, *worst input skew* and *worst output skew*, respectively. When the input skew is too large or too small, the aggressor’s waveform is far away from the victim’s waveform, so it does not affect the victim. We refer to the range of input skews that cause at
least 5% slowdown at the node Out1 as the effective skew window. For example, in Fig. 4, the effective skew window is $[-954\text{ ps}, 545\text{ ps}]$.

Table I shows that for a given slew rate of the victim’s input, a faster aggressor causes a larger worst-case slowdown. The maximum delay at the victim’s Out1 occurs when the victim is the slowest and the aggressor is the fastest.

The bounds of the effective skew window depend on the slew rate of the victim’s and aggressor’s input. However, the lower bound occurs in the case when the victim is the fastest, and the aggressor is the slowest. The upper bound occurs in the case when the victim is the slowest and the aggressor is the fastest.

The experimental data in Table I clarify some misconceptions.

**Misconception 1** The worst-case delay occurs when the inputs switch at the same time.

As we can see in Table I, this is not the case even when two interconnects are symmetric, i.e. have the same lengths, their input drivers are of the same size, and they switch at the same slew rate. The reason is that the rising and falling delays can be different, so even for the inputs switching at the same time, the waveforms at the output Out1 and Out2 may be far away and not affecting each other.

**Misconception 2** Worst case delay occurs when outputs switch at the same time.

Referring to Table I’s worst output skew, we note that the worst-case delay occurs when aggressor’s Out2 waveform arrives earlier than the victim’s Out1 waveform.

### Latest Arrival Time Estimation for a Simple Case

**Single aggressor latest arrival time (SALAT) problem:** Consider a victim and its neighbor as shown in Fig. 2. Given the victim’s input timing window $[T_{V1}^1, T_{V2}^1]$ and its slew rate range $[S_{V1}^1, S_{V2}^1]$, the aggressor’s input timing window $[T_{A1}^1, T_{A2}^1]$ and its slew rate range $[S_{A1}^1, S_{A2}^1]$ compute the latest arrival time $T_{\text{latest}}$ at the victim’s output Out1.

We will first discuss certain special cases of the SALAT problem. In Case 1 and Case 2 to be discussed below, the aggressor may switch at any time. In these cases we need only to find the worst case stage delay in order to directly compute the latest arrival time. If the aggressor’s input switching time is bounded by the timing window, we determine first when the coupling effects may occur and, using this information, we estimate the latest arrival time. Solution to Case 1 is the foundation for the more complicated cases, as it provides the key parameters like the effective skew window and the worst-case slowdown. These parameters will be used to solve the general SALAT problem.

**Case 1 Fixed slew rate:** The victim’s input switches at $T_{V1}^1$ at a slew $S_{V1}^1$; the aggressor’s input arrival time is unbounded, and the aggressor’s input slew is $S_{A1}^1$; compute $T_{\text{latest}}$.

We solve this case using the procedure shown in Fig. 6, which is inspired by Ref. [14]. The procedure determines the effective skew window, the worst possible slowdown from an aggressor, and $T_{\text{latest}}$. In Fig. 5 we show an example of a falling victim’s input and a rising aggressor’s input. The outputs have inverted phases, and we measure the delay at 50% waveform points. The procedure below, even though it is stated for a particular switching condition, is applicable to all other cases.

Several aspects in the above procedure require discussion:

1. The above procedure is a simplified version of the waveform iteration method in Ref. [14]. Here we have ignored the impact of the victim on the aggressor. Our experiments show that $T_{\text{latest}}$ computed using this

### Table I The impact of slew rates on coupling delay

<table>
<thead>
<tr>
<th>Victim’s input slew</th>
<th>40</th>
<th>400</th>
<th>400</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggressor’s input slew</td>
<td>40</td>
<td>400</td>
<td>400</td>
<td>40</td>
</tr>
<tr>
<td>Out1 nominal delay</td>
<td>399</td>
<td>399</td>
<td>641</td>
<td>641</td>
</tr>
<tr>
<td>Out1 max. slowdown</td>
<td>395</td>
<td>395</td>
<td>427</td>
<td>441</td>
</tr>
<tr>
<td>Worst starting point skew</td>
<td>100</td>
<td>$-300$</td>
<td>200</td>
<td>700</td>
</tr>
<tr>
<td>Worst input skew</td>
<td>103</td>
<td>$-54.4$</td>
<td>200</td>
<td>454</td>
</tr>
<tr>
<td>Worst output skew</td>
<td>$-362$</td>
<td>$-292$</td>
<td>$-366$</td>
<td>$-304$</td>
</tr>
<tr>
<td>Effective skew window</td>
<td>$[-1100, 300]$</td>
<td>$[-1254, 348]$</td>
<td>$[-1100, 500]$</td>
<td>$[-945, 554]$</td>
</tr>
</tbody>
</table>

**FIGURE 5 Get data for simple_worst_delay.**
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simplified approach has less than 3% error compared to that of exhaustive simulation;  
2. \( t_{\text{estimate}} \) is the estimated delay based on peak noise. Our experiments show that \( t_{\text{estimate}} \) may be 16% less than the actual worst case delay found by exhaustive simulation;  
3. It is important to set the quiet signal correctly. In step (1), if the aggressor’s input is held at \( V_{DD} \) instead of at ground, delay on the victim may be smaller by about 5%. In step (2), if the victim’s input is held at \( V_{DD} \) instead of at ground, the peak noise may be smaller by 60%. This will result in an underestimate of the worst-case coupling delay. The observed discrepancy can be attributed to the difference of driving strengths of p- and n-transistor.  
4. The effective skew window found by this procedure is an approximation of the one found by simulation. Peak noise arriving between \( t_1 \) and \( t_2 \) will affect the victim’s waveform. Because the noise pulse has a non-zero width, even if the peak noise arrives a little earlier, or a little later, we can still see a small slowdown caused by the aggressor. In practice, it is sufficient to use 20% switching time as \( t_1 \), and 80% switching time as \( t_2 \).  

Case 2 Variable slew rates: The victim’s input switches at \( T_{V} \) at the slew rate between \([S_{V1}, S_{V2}]\) the aggressor’s slew rate is between \([S_{A1}, S_{A2}]\) and its switching time is unbounded, compute \( T_{\text{latest}} \).  
This is an easy extension of Case 1. The maximum slowdown occurs when the victim is slowest, and the aggressor is fastest. We can use the procedure \( \text{simple}_-\text{worst}_\text{delay}(S_{V1}, S_{A1}) \) to find the latest arrival time for this case.  

**FIGURE 6** Procedure to compute \( \text{simple}_\text{worst}_\text{delay} \).
the victim’s and the aggressor’s input timing windows to identify the conditions when there is a need to consider coupling effects.

For some special cases, i.e. when either the victim’s input or the aggressor’s input switches only at one specific time point, we have the following Lemma 1 and Lemma 2 to find the condition when $T_{\text{latest}}$ occurs. The Lemmas can be proved with the help of Fig. 4. For example, $w_{\text{worst}}$ is the input skew causing the worst slowdown, and the slowdown at victim’s output decreases if skew changes from $w_1$ to $w_{\text{worst}}$, or from $w_{\text{worst}}$ to $w_2$. The proof is omitted.

**Lemma 1** Suppose that the victim’s input switches at $T_{\text{V}}^1$ and aggressor’s input switches in the interval $[T_{\text{A}}^1, T_{\text{A}}^2]$, $T_{\text{latest}}$ occurs when the aggressor’s input switches at one of the following times:

1. If $T_{\text{A}}^1 \neq T_{\text{V}}^1 + w_{\text{worst}} \neq T_{\text{A}}^2$, $T_{\text{latest}}$ occurs when the aggressor’s input switches at $T_{\text{A}}^1$, as shown in Fig. 7(a);
2. If $T_{\text{A}}^2 \leq T_{\text{A}}^1 \leq T_{\text{V}}^1 + w_{\text{worst}}$, $T_{\text{latest}}$ occurs when the aggressor’s input switches at $T_{\text{A}}^1$, as shown in Fig. 7(b);
3. If $T_{\text{A}}^1 + w_{\text{worst}} \leq T_{\text{V}}^1 \leq T_{\text{A}}^2$, $T_{\text{latest}}$ occurs when the aggressor’s input switches at $T_{\text{A}}^1$, as shown in Fig. 7(c).

According to the definition of the effective skew window, when aggressor’s input switches at $T_{\text{A}}^1$, it causes slowdown at a victim if the victim’s input switches between $[T_{\text{A}}^1 - w_{\text{worst}}, T_{\text{A}}^1 - w_1]$. This leads to the following Lemma.

**Lemma 2** Suppose that the victim’s input switches within the interval $[T_{\text{V}}^1, T_{\text{V}}^2]$, the aggressor’s input switches at $T_{\text{A}}^1$, $T_{\text{latest}}$ occurs at one of the following times:

1. If $T_{\text{A}}^1 - w_{\text{worst}} \leq T_{\text{V}}^1 \leq T_{\text{A}}^1 - w_1 \leq T_{\text{V}}^2$, $T_{\text{latest}}$ occurs when the victim’s input switches between $T_{\text{V}}^1$ and $T_{\text{A}}^1$, as shown in Fig. 8(a);
2. If $T_{\text{V}}^1 \leq T_{\text{A}}^1 - w_{\text{worst}} \leq T_{\text{V}}^1 - w_1 \leq T_{\text{V}}^2$, $T_{\text{latest}}$ occurs when the victim’s input switches between $T_{\text{A}}^1 - w_{\text{worst}}$ and $T_{\text{V}}^1 - w_1$, or $T_{\text{V}}^2$, as shown in Fig. 8(b);
3. If $T_{\text{V}}^1 \leq T_{\text{A}}^1 - w_{\text{worst}} \leq T_{\text{A}}^1 - w_1 \leq T_{\text{V}}^2$, $T_{\text{latest}}$ occurs when the victim’s input switches between $T_{\text{A}}^1 - w_{\text{worst}}$ and $T_{\text{V}}^1 - w_1$, or $T_{\text{V}}^2$, as shown in Fig. 8(c);
4. Otherwise, $T_{\text{latest}}$ occurs when the victim’s input switches at $T_{\text{V}}^2$, as shown in Fig. 8(d).

For the cases shown in Fig. 8(b),(c), we observe that if the slowdown is always large or always small when aggressor’s input skew changes from $w_{\text{worst}}$ to $w_1$, we only need to compute delay at some boundary points. Consider Fig. 9 and an arbitrary time point $t_x$ between $T_{\text{A}}^1 - w_{\text{worst}}$ and $T_{\text{V}}^1 - w_1$. Let $f(t_x)$ denote the slowdown at the victim’s output when its input switches at the time $t_x$. Figure 4 shows how $f(t_x)$ changes with the change of skews.
Corollary 1

If $T^V_1 \leq T^A_1 - w_{worst} \leq T^V_2$, and if for any given time between $T^V_1 - w_{worst}$ and $T^A_1 - w_1$, the slope of the function $f(t_3)$ is always larger than $-1$, then $T_{latest}$ occurs when the victim’s input switches at either $T^V_1 - w_{worst}$ or $T^V_2$. If the slope of the function $f(t_3)$ is always smaller than $-1$, then $T_{latest}$ occurs when the victim’s input switches at either $T^V_1 - w_{worst}$ or $T^V_2$.

From our experiments, as shown in Fig. 4, we found that slope of $f(t_3)$ is always larger than $-1$ when input skew changes from $w_{worst}$ to $w_1$, and may become smaller than $-1$ when the input skew changes from $w_{worst}$ to $w_2$. This can be explained using Fig. 5(a). When the noise pulse arrives between $[t'_1, t_{estimate}]$, the aggressor has a gradually increasing impact on the victim’s delay, but if the noise pulse arrives after $t_{estimate}$, the impact of the aggressor decreases rapidly. When the noise pulse arrives at a time closer to $t_{estimate}$, the impact of the aggressor on the victim delay is significant. However, more computation is required for identifying the exact point when $1 + f'(t_i)$ changes its sign, and for determining the exact effective skew window.

Based on the above discussion, we assume that the maximum slowdown at the victim’s output occurs when the aggressor has a skew within the interval $[t'_1 - t_{peak}, t'_2 - t_{peak}]$ as obtained from the procedure simple_worst_delay. This will result in a pessimistic estimation of the coupling delay, but it will greatly simplify the estimation process. We will use this simplification in the first run of coupling delay analysis. A more sophisticated engine can be employed to improve the accuracy if necessary.

Based on the above simplification, we use the procedure estimate_LAT shown in Fig. 11 to estimate the worst delay. First we find the sub-interval of victim’s input switching time that may be affected by the aggressor, and we denote this sub-interval as $[T^V_{aff1}, T^V_{aff2}]$. Then we compare the delays when the victim’s input switches at $T^V_2$ and $T^V_{aff2}$:

**Procedure estimate_LAT**

1. Compute simple worst case:
   - Call procedure simple_worst_delay($S^V_1$, $S^A_1$) to compute:
     - the nominal delay $t_{nominal}$,
     - the worst case slowdown $t_{slowdown}$,
     - the worst input skew $w_{worst}$, and
     - effective skew window $[w_1, w_2]$ if they are not known.
   - Compute the victim’s input affected interval:
     - $T^{aff2}_1 = \max(T^V_1, T^A_1 - w_2)$, $T^{aff2}_2 = \min(T^V_2, T^A_2 - w_1)$.
     - if $T^{aff2}_1 > T^{aff2}_2$:
       - then the aggressor does not cause slowdown on victim,
       - $T_{latest} = T^V_2 + t_{nominal}$, return;
   - Compute $T_{latest}$:
     a. $T_{temp1} = T^{aff2}_2 + t_{nominal} + t_{slowdown}$;
     b. $T_{temp2} = T'_1 + t_{nominal}$;
     - $T_{latest} = \max(T_{temp1}, T_{temp2})$.

2. Compute $T_{latest}$:

3. Compute $T_{latest}$:

4. Solve Case4 SALAT: Given timing windows, and variable slew rates: The victim’s input timing window is $[T^V_1, T^V_2]$, and its slew rate range is $[S^V_1, S^V_2]$; the aggressor’s input timing window is $[T^A_1, T^A_2]$, and its slew rate range is $[S^A_1, S^A_2]$, compute the latest arrival time $T_{latest}$ at the victim’s output.

We can solve this case by calling estimate_LAT for four corner cases: the fastest and the slowest aggressor and victim. We prefer to apply the following simpler method. We first find the largest effective skew window by checking two corner cases, i.e. the slowest victim with the fastest aggressor, and the fastest victim with the slowest aggressor. In the procedure simple_worst_delay step 6, the effective skew window is determined by the 20% point delay and 80% point delay, and the peak noise delay. The maximum slowdown can be found in the case when the aggressor is fastest, and the victim is slowest. Then, assuming that the maximum slowdown occurring at any point within the effective skew window, which is a conservative assumption, we just call the procedure estimate_LAT (only step 2, and step 3) to compute the latest arrival time at the victim’s output. This solution can be easily extended to the multiple aggressors case.

**Latest Arrival Time Estimation for Multiple Aggressors**

When a victim has multiple coupling neighbors, the maximum slowdown caused by one aggressor depends on the switching conditions of the other aggressors.
To illustrate this point, in Table II we show some simulation results, units is ps.

For each column in Table II, aggressor2 has a starting point skew of 400 ps relative to the victim's input. The starting point skew of aggressor1 is swept from 2 ns to 4 ns. We identify the case when the delay at victim's output is at its maximum. The maximum slowdown caused by aggressor 1 occurs in column 1, when aggressor2 is quiet.

Before solving the Multiple Aggressor Latest Arrival estimation problem (MALAT), we first find for each aggressor the maximum slowdown \( t_{\text{worst}} \) and the largest effective skew window. We can compute \( t_{\text{worst}} \) by calling for each aggressor the \( \text{simple}_\varepsilon_{\text{worst}}(S^V_2, S^A_1) \), while all other aggressors are quiet. The effective skew window is determined as \([t_{1} - t_{\text{peak}}, t_{2} - t_{\text{peak}}]\). The largest effective skew window for aggressor \( i \) can be found similarly to the case 4 in the previous section: i.e. by checking the two corner cases: (1) the victim’s input switches at the fastest rate \( S^V_1 \), the aggressor \( i \) switches at its slowest slew \( S^A_2 \) in opposite direction, and all other aggressors switch at their fastest slews and the worst input skews in same direction as the victim; (2) the victim’s input switches at the slowest slew \( S^A_2 \), all aggressors switch at their fastest slews and the worst input skews in opposite direction as the victim. The worst input skew is found by aligning the peak noise as in the procedure \( \text{simple}_\varepsilon_{\text{worst}}(T) \). Here we omit details. To ensure conservatism, we assume that the maximum slowdown by the aggressor \( i \) occurs in its whole effective skew window.

To compute the latest arrival time at victim’s output \( T_{\text{latest}} \), we first find, using the same method as shown in Fig. 10, the victim’s input interval affected by each aggressor. Then we sort boundaries of all the affected intervals. \( T_{\text{latest}} \) is computed by sweeping these boundaries in a non-increasing order, i.e. from right to left as shown in Fig. 12. If the right boundary of the interval \( i \) (affected by the aggressor \( i \)) is encountered, the slowdown by the aggressor \( i \) is added; if the left boundary of interval \( i \) is encountered, the slowdown by the aggressor \( i \) is removed. The details are described in the procedure \( \text{estimate}_\varepsilon_{\text{MALAT}} \) in Fig. 13. The subscript \( i \) denotes the parameters of the aggressor \( i \).

In the procedure, at boundary points, we add up the slowdown effects from multiple aggressors. Experimentally, we observe that this summation is pessimistic comparing to the worst case delay when multiple aggressors switch. When multiple aggressors switch, the effective load at the victim becomes larger, victim driver tends to become stronger. As a result, the impact of delay from each aggressor is smaller compared to the case when only the aggressor itself switches. Our static timer can be applied to investigate how severe coupling delay effects are. When higher accuracy is needed, and longer run time is affordable, worst case delay from multiple aggressors can be identified by waveform iteration method as explained in Ref. [14].

Complexity analysis: The complexity of the above worst delay estimation is dominated by the computation of the effective skew window and the worst-case slowdown. It is still a linear time process. The effective skew window can be found from the transition time information and the

### Procedure \( \text{estimate}_\varepsilon_{\text{MALAT}} \)

1. **Compute affected interval** \( i \) for every aggressor \( i \):
   
   Let \( T_{i}^{\text{off}} = \max(T_{i}^{1}, T_{i}^{A} - w_{i}) \),
   
   \( T_{i}^{\text{diff}} = \min(T_{2}^{V}, T_{2}^{A} - w_{i}) \),
   
   If \( T_{i}^{\text{off}} > T_{i}^{\text{diff}} \), set \( T_{i}^{\text{off}} = T_{i}^{\text{diff}} = \infty \).

2. **Sort boundaries**:
   sort all finite \( T_{i}^{\text{off}}, T_{i}^{\text{diff}} \) in non-decreasing order, store in an array \( A \);

3. **Sweep the boundaries to compute** \( T_{\text{latest}} \):

   \( \Delta T = t_{\text{nominal}} \);

   \( T_{\text{latest}} = T_{i}^{2} + \Delta T \);

   Start from the last boundary in the array \( A \), continue until all right boundaries are processed:

   if current boundary is the right boundary \( T_{i}^{\text{off}} \) of an interval,

   \( \Delta T = \Delta T + T_{\text{down}} \);

   if current boundary is the left boundary \( T_{i}^{\text{diff}} \) of an interval,

   \( T_{\text{temp}} = T_{i}^{\text{diff}} + \Delta T \);

   if \( T_{\text{temp}} > T_{\text{latest}} \), then \( T_{\text{latest}} = T_{\text{temp}} \).

---

**TABLE II** Delay in presence of multiple aggressors

<table>
<thead>
<tr>
<th>Victim’s input slew</th>
<th>400</th>
<th>400</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggressor1 input slew</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Aggressor2 input slew</td>
<td>quiet</td>
<td>40</td>
<td>400</td>
</tr>
<tr>
<td>Nominal delay</td>
<td>1995</td>
<td>1122</td>
<td>1122</td>
</tr>
<tr>
<td>Maximum slowdown</td>
<td>438</td>
<td>416</td>
<td>414</td>
</tr>
<tr>
<td>Effective skew window</td>
<td>([-745, 754])</td>
<td>([-645, 1054])</td>
<td>([-645, 1054])</td>
</tr>
<tr>
<td>Worst input skew at aggressor1</td>
<td>554</td>
<td>854</td>
<td>954</td>
</tr>
<tr>
<td>Worst output skew at aggressor1</td>
<td>338</td>
<td>332</td>
<td>285</td>
</tr>
</tbody>
</table>

**FIGURE 12** Affected intervals to sweep.

**FIGURE 13** Estimate the latest arrival time with multi-aggressors.
peak noise delay. During the static timing analysis, from the known bounds of the slew rates of all the signals, we compute the effective skew windows for each signal once, and we do not recompute them when the slew rate ranges of some signals become smaller during the process. This makes the coupling analysis conservative. The sweeping procedure is efficient: sorting takes $O(n \log n)$, where $n$ is the number of aggressors; sweeping the boundaries takes linear time. Notice that in practice, the number of aggressors acting on a victim may be quite large, with many of them having small coupling capacitances. However, those aggressors with small coupling capacitance would only contribute to small delay variation in different switching conditions. For this reason all of them can be treated as ground capacitance, which greatly reduces the complexity of crosstalk aware static timing analysis. A similar aggressor filtering aware static timing analysis is also applicable to the peak noise estimation. Suppose the aggressor $i$’s input switches within the interval $[T^L_i, T^U_i]$. Assume that the peak noise from aggressor $i$ takes $t_{\text{peak}}$ time to reach the victim’s output. So the peak noise at victim’s output from aggressor $i$ occurs during the interval $[b_{1,i}, b_{2,i}] = [T^L_i + t_{\text{peak}} - p_i, T^U_i + t_{\text{peak}} + p_i]$. The effective noise width $p_i$ is used to ensure conservatism in the noise estimation. By sorting and sweeping all the peak noise intervals $[b_{1,i}, b_{2,i}]$, we can compute the total peak noise in each sub-interval. Thus we can find the maximum peak noise $V_{\text{peak}, \text{max}}$, and also the sub-interval $[T^L_i, T^U_i]$ during which this peak noise occurs. To further improve the accuracy, we compute the maximum peak noise at the victim’s output by making all aggressors switching, with switching times at $T^L_i - t_{\text{peak}}$ for the aggressor $i$.

After identifying the peak noise within each sub-interval, we can use a similar method as the one described in the procedure simple_worst_delay to find the impact of the noise signal on the delay in different sub-intervals. To ensure conservatism, we compute the delay at each boundary point, i.e. the aggressor $i$ switches at $b_{1,i} - t_{\text{peak}}$ or $b_{2,i} + t_{\text{peak}}$. Once we know delays at all boundary points, we can easily compute the earliest and the latest arrival times of victim’s output.

The above approach can be applied also in simulation based timing analysis. The computation cost would be higher because of the multiple aggressor switching delay computation. The method can be applied to a few critical coupling structures identified by our fast static timing analysis.

Comparing the Worst Delay Estimation and the Latest Arrival Time Estimation

We consider the example in Fig. 14 to explain differences between these two problems. We use some typical delay values in 0.35 μm technology. For a simple coupling structure such as shown in Fig. 2, assume the nominal delay of the victim to be 641 ps, and the worst case delay to be 1082 ps. If the aggressor’s and the victim’s input skew are within the range $[-945, 545]$ (effective skew window), we observe coupling effects from the aggressor. The aggressor’s and victim’s input timing windows are shown in Fig. 14.

We show the latest arrival time computed according to the previously published method compared to those computed using our proposed method. The published method, described in Refs. [10,27], will consider the worst case delay to be 1082, and the victim’s latest arrival time would be computed as 6082, which yields a pessimistic result. Our method can identify the delay when victim’s input switches at different times, thus computing the victim’s latest arrival time as 5641.

ITERATIVE TOPOLOGICAL ANALYSIS

As with the traditional static timing analysis, we can quickly estimate the shortest and longest circuit delays by applying topological analysis. In this section, we will discuss topological analysis in the presence of capacitive coupling.

Iteration to Improve Accuracy

When there is no coupling in a combinational circuit, the static timing analyzer sweeps the circuit in any topological order and computes both the arrival time windows and the slew rate ranges for all the signals. The presence of coupling complicates the computation.

In Fig. 15(a), PI and PO represent I/O pins. Timing information at PIs are given. The other nodes represent logic gates, and the directed edges represent signal flow. A directed edge is from a gate’s output to another gate’s input. Two nodes are coupled if any two of their outputs are mutually coupled. Couplings are represented by the dashed edges with capacitances. In Fig. 15(a), the coupled nodes are: (A, E), (B, D) and (D, G).

In Fig. 15(b), we show two different topological orders to process nodes. Processing a node means computing
delay at the node’s output. Suppose that we process nodes using the first order in Fig. 15(b). When we compute delay at node G’s output, we should know the timing window of node D’s input. In the first sweep, there is no information about the node D yet, so we have to assume either that the timing window at node D’s input is infinite or that the signal is quiet. In the second sweep, we can recomputed the delay at node G’s output using the available timing window at node D’s input. But as node D’s input may still change in the second sweep, we may need to do one or more iterations.

According to the assumption we use in the first sweep, there are two different iteration processes.

**Iteration Starting from the Simple Worst Case**

In the first sweep, we compute the simple worst case of each signal, assuming that its neighbors may switch at any time. Therefore, each signal will suffer the maximum slowdown or speedup from its neighbors. The simple worst case may be very pessimistic, for each signal it results in a timing window wider than the actual switching timing window. See Fig. 16.

In the next iteration, we use the available timing windows of neighbors’ inputs to recompute each signal’s timing window and to propagate the changes. This process continues until the timing windows at primary outputs do not change, or when the number of iterations exceeds the specified value. This process will lead to tighter upper bounds of the actual switching timing windows for all signals in the circuit. This is stated in Lemma 3.

**Lemma 3** If the iteration process starts from the simple worst case for all signals, and the speedup and slowdown for each signal are computed using the method described in Fig. 13 (procedure `estimate_MALAT`), the timing windows for all signals gradually shrink or stay the same, and always cover the actual timing windows.

**Proof** Suppose we first compute the simple worst case for each signal in the circuit, i.e. coupling effects (both speedup and slowdown) are estimated based on the assumption that all neighbors of each signal may switch at any time.

In the first iteration, for each signal, we now recompute its timing window based on the available input timing windows of its neighbors. Coupling effects (speedup and slowdown) will not be greater compared to the case when we assumed all neighbors may switch at any time. So the latest arrival time of each signal will stay the same or become smaller, and the earliest arrival time will stay the same or become greater.

Assume the claim is true in nth iteration, i.e. timing window of each signal stays the same or becomes smaller. Then in iteration $n + 1$:

From the way we compute affected windows as explained in Fig. 10, since timing windows at its inputs and its neighbors’ inputs stay the same or become smaller, the affected windows from each aggressor will stay the same or become smaller. In procedure `estimate_MALAT`, the latest arrival time is computed by sweeping boundary points of the affected windows as shown in Fig. 12, and adding worst slowdown from each aggressor at the right boundary of each affected window. So the latest arrival time of this signal will stay the same or decrease. Similarly, its earliest arrival time will stay the same or increase.

So in each iteration, each signal’s timing window will stay the same or shrink.

Assuming that the maximum speedup and slowdown occur within the entire effective skew window, we perform a pessimistic estimation to coupling effects. The timing window of each signal in the iteration process always covers its actual timing window. Hence Lemma 3.

**Iteration Starting from Nominal Case**

In the first sweep, for each signal when its neighbors are quiet, we first compute the nominal case timing windows. The nominal case is an optimistic situation. For each signal, it results in a timing window narrower than the actual switching timing window, as depicted in Fig. 16.

In the next iteration, we use the available timing windows of neighbors’ inputs to recompute the timing windows of each signal and to propagate the changes. This process continues until timing windows at the primary outputs do not change, or the number of iteration exceeds.
the specified value. Signals are assumed to be uncorrelated. This process leads to tighter lower bounds on the signal switching timing windows for all signals in the circuit. This is stated in Lemma 4, which can be proved by induction. The proof is similar to the one for Lemma 3.

**Lemma 4** Assume that the signals are not correlated. If the iteration process starts from the nominal case for all the signals, and both speedup and slowdown for each signal are computed using the method described in Fig. 13 (procedure \texttt{estimate\_MALAT}), the timing windows for all signals gradually enlarge or remain unchanged.

For a well tuned design, the coupling effects are not very severe, and in such a case, the iteration may start either from the simple worst case or the nominal case and converges quickly. However, for some designs, especially the designs in early stages, there is no guarantee that either iteration will converge quickly. In the case when fast convergence does not occur, different iteration processes starting from the simple worst case and the nominal case can be performed, with two or three iterations in each process. The difference in the results reflects the uncertainty of the coupling delay analysis.

**Non-iteration Condition**

Assume that in Fig. 15(a) only the (B, D) coupling exists. To compute the delay at node D’s output, we need to know both node D’s inputs, and node B’s inputs. If we use the first order to process nodes, these conditions are not satisfied, as one of node B’s inputs, node A, is processed after node D. But if we use the second order, these conditions are satisfied and no iteration of coupling analysis is necessary.

*Non iteration condition:* Assume there is a coupling between two nodes (A, B). If all inputs of node A are processed before node B, and all inputs of node B are processed before node A, then iteration due to coupling (A, B) can be avoided in the coupling delay analysis.

In the second order of Fig. 15(b), the non iteration conditions for coupling (A, E) and (B, D) are satisfied. However, as node D is in node G’s fanout cone, it is not possible to process node D’s input, i.e. nodes E and H, before the node G. Assume there is a coupling between two nodes (A, B). If node A is not in node B’s fanout cone, and node B is not in node A’s fanout cone, then there exists an order which satisfies the non iteration conditions, i.e. all inputs of node A are processed before those of node B, and all inputs of node B are processed before node A.

Given the order to visit signals when computing the arrival times, if the non iteration condition for a coupling edge cannot be satisfied, we call it a *violation*. The total number of violations reflects the potential iteration cost. For example, in the first order in Fig. 15(b), there are two violations, and there is only one violation in the second order, so the second order is a better order. If node G is coupled to node D, and node D is in node G’s fanout cone, we call it an *intrinsic violation*. The number of intrinsic violations is the minimum number of violations that a topological order can achieve.

Assume that the signals A and B are mutually coupled, and $A_{in}$ and $B_{in}$ are their inputs, respectively. The task of generating a topological order is equivalent to assigning an ID number to each node. Assume $S(A)$ is the ID of the signal A. \( V \) denotes a violation associated with each coupling edge (A, B) in the circuit. The task of generating a topological order with a minimum number of violations can be formulated as follows:

\[
\text{Minimize } \sum_{i=1}^{m} V_i,
\]

where \( m \) is the number of coupling edges in the circuit,

\[
V_i = \begin{cases} 
0 & \text{if } A_{in} < B, \text{ and } B_{in} < A; \\
1 & \text{otherwise}
\end{cases}
\]

and \( S(A_{in}) < S(A) \).

We use a greedy method to solve this problem, i.e. we perform a breadth first search from primary outputs, each time selecting the signal with the smallest cost.

**Other Considerations**

**Multiple Intervals for Slowdown Effect**

In solving the MALAT problem as described in section “Worst Arrival Time Estimation”, we find the effective skew windows for all aggressors, assuming that the worst slowdown caused by each aggressor will occur if its input skew is anywhere within the whole effective skew window. This is a pessimistic assumption. As can be seen in Fig. 4, a significant slowdown occurs only within a relatively small sub-interval. One possible improvement would be to divide the effective skew window into three consecutive intervals. In the first and last intervals, a slowdown may occur but only 50% at most. In the middle interval the worst slowdown may occur. This method may further improve accuracy, but it would require extra effort to characterize and store the effective skew windows. The run time overhead for sorting and sweeping to solve the MALAT problem would increase too. These modifications could be applied to critical nets after the fast estimation.

**Multiple Intervals for Timing Window**

In our static timing analysis, we record the earliest and latest arrival times for all pins in the circuit. Using this simple timing window to check coupling effects may result in overestimating delay. For example, two signals may have only two different arrival time points. Thus signal A may arrive at 200 or 1000; signal B may arrive at 600 and 1600. Although signal A will never be slowed
down by signal $B$, we could misjudge this situation if we were using the simple timing window to represent the signal arrival times.

If we could record all possible arrival time points for a signal, we could more accurately estimate the coupling delays. However, such recording is too memory intensive, and we found it to be computationally infeasible for some circuits. Multiple intervals [17] have been shown to be effective in power estimation. Using multiple intervals will increase the run time when computing the latest arrival times as described in Section “Worst Arrival Time Estimation”. Besides, merging the intervals would impose additional run time overheads. The simple timing windows are more robust and assure conservative timing analysis. Considering all the above factors, we decided to use only the simple windows.

**FUNCTIONAL CORRELATION ANALYSIS IN CRITICAL PATHS IDENTIFICATION**

In the above topological analysis, we have not considered gates’ functionalities and their relationship in the circuit. Ignoring the functional correlation will result in pessimistic circuit delay estimation. In this section, we describe a method of performing functional correlation analysis for the coupling neighbors. We will apply it to identify the critical paths in the circuit.

Consider a physical path {b, d, e, g} as shown in Fig. 17. *On inputs* are the signals on the path. *Side inputs* are the fan-in signals to the gates along the path but are not themselves on the path. For example, $c$ is a side input of signal $d$. *Neighbors* of an on input are signals routed next to it in the layout of the circuit. A logic value is a controlling value ($cv$) for a gate if and only if it determines the gate’s output independently of the other inputs. For example, the controlling value of an AND gate is 0, and the controlling value of an OR gate is 1. The noncontrolling value ($ncv$) for a gate is the complementary value of its $cv$.

**Sensitizable Path**

In a circuit, there may be many paths which do not propagate transitions to the primary outputs. These paths are called *false paths*. False paths do not determine the circuit’s performance. A path is sensitizable if there exists test vectors causing a transition to propagate along the path. Path sensitization has been studied since the late 80s and early 90s [4,11,19,28]. In Ref. [19] it has been shown that the path sensitization problem is equivalent to the SAT problem, and finding the longest sensitizable path in a circuit is NP-hard. The commonly used path sensitization criteria include the floating mode sensitization [4] and the viable path [19].

Floating mode analysis assumes that the previous state of each signal is unknown. A path is considered sensitizable if it satisfies the following conditions [4]:

**Definition 1** *Floating mode sensitizable path*: a path is sensitizable if and only if each on input is either the earliest controlling value, or the latest noncontrolling value while all the side inputs have noncontrolling values.

It is computationally expensive to check the above exact condition for each path in a circuit. In Ref. [11] a necessary condition has been proposed:

**Definition 2** *Functional irredundant path*: if an on input settles at a noncontrolling value, its corresponding side inputs must also settle at the noncontrolling value.

The above functional irredundant condition is applied in Ref. [11]. When checking to see whether a physical path satisfies a functional irredundancy condition or not, the path is treated as two logical paths: one for the rising transition at the primary input, and one for the falling transition. Starting from a primary input with a logical value, a partial path is extended by one gate at a time. The side inputs of the gate are all set to noncontrolling values if the gate’s on input has a noncontrolling value. The values at the side inputs must be justified. Complete value justification is very time consuming for large circuits. Thus, to speed up the process, only implications are performed [11].

It has been shown that the above procedure usually identifies a large portion of paths as functional redundant, i.e. false paths. We will apply the above procedure before identifying functional correlations between the coupling neighbors.

**Signal Correlations**

Functional information about a path’s coupling neighbors may be helpful in predicting the path’s delay more accurately. We first introduce some concepts describing functional correlations of signals:

**Definition 3** If coupled signals $A$ and $B$ always settle to the same logic value, they are called completely obedient neighbors.

**Definition 4** If coupled signals $A$ and $B$ always settle to the opposite logic values, they are called completely disobedient neighbors.

Figure 18 shows a simple example of this type of functional correlation. Signals $a$ and $b$, if routed next to each other, are completely obedient neighbors. Signals $a$ and $c$, if routed next to each other, are completely disobedient neighbors.
The completely obedient neighbors have very strong functional correlation. There does not exist an input vector that causes completely obedient (disobedient) signals to switch in opposite (same) directions, or the effect of such a switching cannot be propagated to any primary output. Information about such signals is useful in layout synthesis to reduce crosstalk effect. They can be found using the approach described in Ref. [16] or by applying a recursive learning technique [18].

There exist also other kinds of functional correlations. Suppose that a certain coupling effect between two signals may only be sensitized and propagated along some paths, but not along every path containing these two signals. It is helpful to identify which paths may be affected. If coupling effects propagate only along the short paths, a circuit’s performance may not be affected. In such a case no timing optimization is necessary to speed up the circuit.

We have the following definitions for path dependent correlations.

**Definition 5** If two neighboring signals A and B always settle to the same value when the path P containing signal A propagates a transition, we call the signal B a path P-dependent obedient neighbor of A.

**Definition 6** If two neighboring signals A and B always settle to the opposite values when the path P containing the signal A propagates a transition, we call the signal B a path P-dependent disobedient neighbor of A.

**Definition 7** If a coupling neighbor is neither a path dependent obedient neighbor nor a disobedient neighbor, we call it an active neighbor.

There are many input vectors that may sensitize a path. Under different input vectors the active neighbors may switch in the opposite or the same directions with respect to the on input in the given path P.

Path-dependent obedient (disobedient) neighbors are not necessarily completely obedient (disobedient) neighbors. Identifying path dependent obedient or disobedient neighbors is performed after a path is identified as functional redundant. When implications are applied to verify if a given path P is sensitizable or not, some signals may also have implied values. For a signal \( a_i \) on a sensitizable path P, we check the implied values of \( a_i \)'s coupling neighbors. If a neighbor has the same value as the signal \( a_i \), this neighbor is a path-dependent obedient neighbor. If it has an opposite value to the signal \( a_i \), it is a path dependent disobedient neighbor. In this way we find some path P-dependent obedient and disobedient neighbors.

Recursive learning [18] is an efficient technique to identify logical correlations. Some completely obedient and disobedient neighbors can be found while performing recursive learning before the sensitization condition of any path is checked. Applying recursive learning again after the path sensitization is checked, more path-dependent obedient and disobedient neighbors can be found.

**Path Delay Estimation**

Once we have functional correlation information about the coupling neighbors for a path, we can predict the path delay more accurately by making use of the following observations.

**Observation 1** If two signals are completely obedient neighbors, there is no need to consider a slowdown effect between them. If two signals are completely disobedient neighbors, there is no need to consider a speedup effect between them.

**Observation 2** For a given path P propagating a transition, its path-dependent obedient neighbors do not cause a slowdown. Similarly, path P-dependent disobedient neighbors do not cause a speedup on P.

Before performing functional analysis, we have already performed the iterative topological analysis and computed a pessimistic bound of arrival timing windows on each signal in the circuit. When computing path delay after identifying path-dependent obedient and disobedient neighbors, we apply Observation 2 and recompute signal arrival timing windows for all on inputs of the path. The pessimistic arrival timing windows of active neighbors are used to estimate the coupling effects. The detailed procedure is a simple modification of \( estimate_{MALAT} \) described in section “Worst Arrival Time Estimation”.

When computing the latest arrival time for a victim’s output, we do not consider slowdown effects from path-dependent obedient neighbors; and when computing the earliest arrival time at a victim’s output, we do not consider speedup effects from the path dependent disobedient neighbors. Here we do not repeat the detailed description of the procedure.

**Critical Path Identification**

Critical paths are those paths whose delays are longer than the given specification. We call the gates on the critical paths as the critical gates. There are different methods to identify critical paths in the presence of crosstalk delay effects. They are described below beginning with the simplest and ending with the most complicated. Some of the simple methods do not guarantee that the selected critical paths are sensitizable.

1. Selecting paths based on negative slacks: a slack of each signal can be computed from its required time and arrival time. If the arrival time and the required times are computed accurately, the paths which contain only nodes with negative slacks are identified.
as critical. This is the fastest way to identify the critical paths. Because of computational complexity, arrival time and required time are usually computed based on topological analysis. This method provides only a lower bound to the actual slack and may report pessimistically a large number of critical paths.

2. Selecting paths based on coupling delay of each path: coupling delay of each stage is computed as explained in Section “Worst Arrival Time Estimation”. Those paths whose coupling delays are longer than the timing specification are reported as critical by this method. The method removes the inaccuracy introduced by using estimated required time, so this approach reports less pessimistic results as compared to the first method. No gate functional information is considered.

3. Selecting paths based on coupling delay and sensitizability of each path: in this method, only functional irredundant paths whose coupling delays are greater than the specification are selected. The path selection method proposed in Ref. [5] can be used.

4. Selecting paths based on coupling delay, sensitizability, and functional correlations between coupling neighbors: in this method, for each functional irredundant path, we identify the path-dependent obedient and disobedient neighbors, and then recompute the coupling delay of this path as explained before. Utilizing this kind of functional correlation information can reduce the pessimism in estimating path delay. The number of critical paths selected is much smaller than the number reported by previous methods. We will explain the details of this method later in this section.

5. Identifying critical paths by simulation: simulating a given path under various input vectors provides the most accurate delay of the path, and allows us to determine which paths are actually critical under particular input vectors. Simulating each path in the circuit is too expensive and impractical; thus usually only a small subset of paths selected by one of the above methods is simulated. Another difficulty is in generating the test vectors that cause the worst delay and required time are usually computed based on topological analysis. This method provides only a lower bound to the actual slack and may report pessimistically a large number of critical paths.

Figure 19 presents a procedure for identifying critical paths when timing specification \( \tau \) is given. Each path is treated as two logical paths: one for the rising transition at the primary input, and one for the falling transition. Starting from a primary input and a logical value, a partial path is extended by one gate at a time. The side inputs of the gate will all be set to noncontrolling value if its on input is noncontrolling value. The values at the side inputs must be justified. Complete value justification is very timing consuming for large circuits. Thus, only implication is applied to speed up the process. If implication reports conflict, it means that the partial path is functional redundant so no further traversal down this partial path is necessary.

Not only the functional irredundant condition checked for each partial path, but delay of each partial path is also computed. Esperance of a partial path is the delay of the longest path which contains the partial path. The longest distance from the gate to any primary output, \( d_{from\_max} \), is pre-computed in reverse topological order. Esperance of a partial path is computed by adding delay of this partial path and \( d_{from\_max} \) of the ending gate of the partial path. If the esperance of a partial path is shorter than the timing specification \( \tau \), it means this partial path is not included in any critical path, so no further traversal down this partial path is attempted.

We denote by LSP the stored long sensitizable paths. We denote by PPS the stored, still investigated, partial paths. A partial path is extended one gate at a time, esperance is computed, and sensitization checking is incrementally applied after each extension. The short paths and unsensitizable partial paths are removed immediately from the PPS. For each partial path, we also store the signals required to sensitize it, which already have implied logic values. To save the memory usage, PPS will store only those paths that start from one primary input. To reduce run time complexity, we compute path delays using functional correlation information only for a complete path, i.e. when a path reaches primary output, and we do not order partial paths in PPS by esperance. The procedure can also be used to find the longest paths if \( \tau \) is reasonably close to the longest path delay. It can also be modified to find the \( K \) longest paths, which will require searching all paths from all primary inputs at the same time, and ordering paths in PPS. This task is more memory-intensive.

Note that we can not only apply the above procedure to all paths in this circuit, but we can also choose to apply it only to some paths we are interested in. For example, we could choose paths which consists only of nodes with negative slacks. If the number of critical paths is large, it is
better to perform the incremental path delay calculation and the sensitization check at the same time. If the number of critical paths is small, it is better to first find all topological critical paths and then perform the sensitization check only on those paths.

Functional correlation analysis gives less pessimistic estimation of path delays, identifying many fewer paths as critical. It is different from the false path analysis. The false paths analysis can be done before static timing analysis, and false paths can be removed from the timing graph when timing analysis is performed. But the correlation analysis may have to be run more than once, as it may be too expensive to store all correlation information if memory is limited.

### EXPERIMENTAL RESULTS

Experiments with coupling delay analysis require layouts in deep submicron technology. We have extracted resistance and capacitance of some coupling structures in 0.35 μm technology, but we did not have complete layouts for the benchmark circuits. So we added delay information to the synthesized and mapped logic netlists, based on the data derived from these laid-out structures. In our experiments, each logic stage may have delay from 50 ps to 800 ps. Slew rate can be between 40 and 400 ps. Each wire has up to three coupling neighbors. Depending on the delay of the coupling neighbor, its contribution to the coupling delay of each neighbor may cause up to 45% increase of the nominal delay.

We list results of the 11 ISCAS benchmark circuits in Table III. In our experiments, we get the same results for the longest path delay from both iteration processes whether starting from simple worst case or starting from the nominal case, which is the bound listed in the table. It takes at most five iterations to converge. The unit of delay is nano second (ns). Max. level is the maximum number of logic stages in the circuit. After the coupling effect of each neighbor is characterized in terms of the effective skew window and the worst slowdown, iterations proceed very fast. For all circuits, run times on the Sun Ultra 10 for five iterations are within 20 s. The percentage following each delay value is the increase of delay due to crosstalk, compared with the nominal case delay. The simple worst delay is very pessimistic (on the average, it is 70% more than the nominal case delay) but the actual longest path delay is only about 20% more than the nominal case delay.

In Table IV, we show how coupling delay of the longest path converges as the iterations progress starting from simple worst case. Coupling delay1 shows results after the first iteration of simple worst delay, and coupling delay2 shows results after the second iteration. The bound column shows the final converging value. Percentages shown represent extra delays caused by the coupling over the nominal delay. For most circuits, two iterations are enough. But it takes more iterations for C6288.

We have also tested a greedy approach to reduce the total number of violations in the nodes processing order.

### TABLE III Bound of coupling delay

<table>
<thead>
<tr>
<th>Circuits</th>
<th>No. of cells</th>
<th>No. of pins</th>
<th>Max level</th>
<th>Nominal delay</th>
<th>Simple worst</th>
<th>Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1355</td>
<td>583</td>
<td>1611</td>
<td>27</td>
<td>14.30</td>
<td>23.19 (62%)</td>
<td>19.06 (33%)</td>
</tr>
<tr>
<td>C1908</td>
<td>407</td>
<td>1574</td>
<td>26</td>
<td>12.15</td>
<td>21.78 (80%)</td>
<td>15.46 (27%)</td>
</tr>
<tr>
<td>C3540</td>
<td>812</td>
<td>3224</td>
<td>36</td>
<td>16.95</td>
<td>27.32 (61%)</td>
<td>19.70 (16%)</td>
</tr>
<tr>
<td>C499</td>
<td>360</td>
<td>1257</td>
<td>20</td>
<td>10.05</td>
<td>16.93 (69%)</td>
<td>13.66 (36%)</td>
</tr>
<tr>
<td>C6288</td>
<td>2435</td>
<td>7187</td>
<td>124</td>
<td>61.7</td>
<td>106.40 (72%)</td>
<td>77.88 (26%)</td>
</tr>
<tr>
<td>C880</td>
<td>311</td>
<td>1008</td>
<td>20</td>
<td>9.25</td>
<td>15.04 (63%)</td>
<td>11.59 (25%)</td>
</tr>
<tr>
<td>C17</td>
<td>13</td>
<td>25</td>
<td>3</td>
<td>2.4</td>
<td>3.95 (65%)</td>
<td>2.90 (21%)</td>
</tr>
<tr>
<td>C2670</td>
<td>971</td>
<td>2788</td>
<td>24</td>
<td>9.95</td>
<td>17.05 (71%)</td>
<td>11.51 (16%)</td>
</tr>
<tr>
<td>C432</td>
<td>190</td>
<td>599</td>
<td>22</td>
<td>11.35</td>
<td>19.77 (74%)</td>
<td>13.75 (21%)</td>
</tr>
<tr>
<td>C5315</td>
<td>1398</td>
<td>5408</td>
<td>30</td>
<td>14.9</td>
<td>24.81 (67%)</td>
<td>16.51 (11%)</td>
</tr>
<tr>
<td>C7552</td>
<td>2056</td>
<td>7474</td>
<td>27</td>
<td>12.45</td>
<td>23.18 (86%)</td>
<td>14.03 (13%)</td>
</tr>
<tr>
<td>Average</td>
<td>867</td>
<td>2924</td>
<td>33</td>
<td>15.95</td>
<td>27.22 (70%)</td>
<td>22.30 (20%)</td>
</tr>
</tbody>
</table>

### TABLE IV Convergence of iterations

<table>
<thead>
<tr>
<th>Circuits</th>
<th>Nominal delay</th>
<th>Coupling delay1</th>
<th>Coupling delay2</th>
<th>Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1355</td>
<td>14.30</td>
<td>20.07 (40%)</td>
<td>19.06 (33%)</td>
<td>19.06 (33%)</td>
</tr>
<tr>
<td>C1908</td>
<td>12.15</td>
<td>16.32 (34%)</td>
<td>15.51 (28%)</td>
<td>15.46 (27%)</td>
</tr>
<tr>
<td>C3540</td>
<td>16.95</td>
<td>20.74 (22%)</td>
<td>19.70 (16%)</td>
<td>19.70 (16%)</td>
</tr>
<tr>
<td>C499</td>
<td>10.05</td>
<td>13.86 (38%)</td>
<td>13.66 (36%)</td>
<td>13.66 (36%)</td>
</tr>
<tr>
<td>C6288</td>
<td>61.7</td>
<td>80.16 (30%)</td>
<td>78.49 (27%)</td>
<td>77.88 (26%)</td>
</tr>
<tr>
<td>C880</td>
<td>9.25</td>
<td>12.02 (30%)</td>
<td>11.59 (25%)</td>
<td>11.59 (25%)</td>
</tr>
<tr>
<td>C17</td>
<td>2.4</td>
<td>2.90 (21%)</td>
<td>2.90 (21%)</td>
<td>2.90 (21%)</td>
</tr>
<tr>
<td>C2670</td>
<td>9.95</td>
<td>11.76 (18%)</td>
<td>11.51 (16%)</td>
<td>11.51 (16%)</td>
</tr>
<tr>
<td>C432</td>
<td>11.35</td>
<td>15.20 (34%)</td>
<td>14.01 (23%)</td>
<td>13.75 (21%)</td>
</tr>
<tr>
<td>C5315</td>
<td>14.9</td>
<td>16.83 (13%)</td>
<td>16.51 (11%)</td>
<td>16.51 (11%)</td>
</tr>
<tr>
<td>C7552</td>
<td>12.45</td>
<td>14.70 (18%)</td>
<td>14.03 (13%)</td>
<td>14.03 (13%)</td>
</tr>
</tbody>
</table>
However, we have not observed any improvements in the run times. One reason is that the violations in the original node orders are dominated by the intrinsic violations, i.e., the nodes are coupled within the same fanout cones, and such violations cannot be resolved by reordering.

In Table V, we show the coupling ratios computed for each circuit. We randomly generated 1K instances for each benchmark circuit, with different wire lengths and coupling neighbors. *Coupling ratio* is the ratio of coupling-caused delay over the nominal delay of a circuit. We identify the minimum and maximum coupling ratios in these 1K instances, computed by our iterative topological analysis and the simple worst estimation. Our analysis always reports much less pessimistic results than the simple worst estimation.

To illustrate how functional correlation reduces the pessimism of path delay estimation, in Table VI, we show how coupling delay of 16 long paths in C499 changes if we use functional correlation analysis as described in the last section. We choose 16 paths whose topological delays are longer than the longest nominal delay. *Bound* in the table is the coupling delay obtained from iterative topological analysis starting from simple worst case. *Rising delay* and *falling delay* are coupling delays computed after functional correlation analysis, corresponding to the case when primary input is rising or falling, respectively. U means that the corresponding transition of the path cannot be sensitized; thus it does not impact the performance of the circuit. The percentage is the increase of a delay due to crosstalk compared to the nominal case delay. Using the functional correlation can reduce the pessimism of path delay estimation. Coupling delay computed with functional correlations for some paths may be 10% less than that computed without functional correlations.

In Table VII, we include results of the functional correlation analysis for some ISCAS benchmark circuits. Delays are in ns. We show delays of the longest path in the nominal case (“nominal delay”), delays after iterative topological analysis starting from the simple worst case (“topological long”), and delays after the functional correlation analysis (“functional long”). The percentages show the extra coupling delays in comparison to the nominal delay. For circuit C6288 we could not finish the functional analysis to find the longest path, as there are too many paths in the circuit for the memory capacity of our machine. The functional correlation analysis can reduce substantially the pessimism of the static timing analyzer.

In Table VIII, we show the number of critical paths and the number of critical gates (gates on critical paths) reported by different analysis methods. Paths which have delays longer than the longest nominal delay in the circuit are considered critical paths. The column “total path” shows the total number of paths in each circuit. The “topo. long” column gives the number of paths whose coupling delays are longer, according to topological analysis, than the longest nominal delay in the circuit. The number of functional irredundant paths is listed in the column “irredundant long”. The column “violate” shows the number of long paths after functional correlation analysis. These are the paths whose coupling delay is still longer than the longest nominal delay.

In many circuits, the long sensitizable paths are just a small portion of all the paths in the circuit. And the difference between the number of topological long paths (“topo. long”) and actual long paths (“violate”) may be quite large. The difference between the “irredundant long” and “violate” shows the effectiveness of detecting the path dependent signal correlations in path delay estimation.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Nominal delay</th>
<th>Topological long</th>
<th>Functional long</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1355</td>
<td>14.30</td>
<td>19.06 (13%)</td>
<td>17.72 (24%)</td>
</tr>
<tr>
<td>C1908</td>
<td>12.15</td>
<td>15.46 (27%)</td>
<td>15.37 (27%)</td>
</tr>
<tr>
<td>C3540</td>
<td>16.95</td>
<td>19.70 (16%)</td>
<td>19.46 (15%)</td>
</tr>
<tr>
<td>C499</td>
<td>10.05</td>
<td>13.66 (36%)</td>
<td>13.11 (30%)</td>
</tr>
<tr>
<td>C6288</td>
<td>61.27</td>
<td>77.88 (26%)</td>
<td>U</td>
</tr>
<tr>
<td>C880</td>
<td>9.25</td>
<td>11.59 (25%)</td>
<td>11.43 (24%)</td>
</tr>
<tr>
<td>C2670</td>
<td>9.95</td>
<td>11.51 (16%)</td>
<td>11.51 (16%)</td>
</tr>
<tr>
<td>C3540</td>
<td>11.35</td>
<td>13.75 (21%)</td>
<td>13.40 (18%)</td>
</tr>
<tr>
<td>C5315</td>
<td>14.9</td>
<td>16.51 (11%)</td>
<td>16.36 (10%)</td>
</tr>
<tr>
<td>C7552</td>
<td>12.45</td>
<td>14.06 (13%)</td>
<td>13.78 (11%)</td>
</tr>
</tbody>
</table>

**TABLE V** Range of coupling ratios

<table>
<thead>
<tr>
<th>Circuits</th>
<th>Iterative topo. analysis (%)</th>
<th>Simple worst estimation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1355</td>
<td>33</td>
<td>63</td>
</tr>
<tr>
<td>C1908</td>
<td>27</td>
<td>86</td>
</tr>
<tr>
<td>C3540</td>
<td>16</td>
<td>67</td>
</tr>
<tr>
<td>C499</td>
<td>34</td>
<td>68</td>
</tr>
<tr>
<td>C6288</td>
<td>26</td>
<td>72</td>
</tr>
<tr>
<td>C880</td>
<td>25</td>
<td>63</td>
</tr>
<tr>
<td>C17</td>
<td>21</td>
<td>65</td>
</tr>
<tr>
<td>C2670</td>
<td>16</td>
<td>71</td>
</tr>
<tr>
<td>C432</td>
<td>20</td>
<td>73</td>
</tr>
<tr>
<td>C5315</td>
<td>11</td>
<td>83</td>
</tr>
<tr>
<td>C7552</td>
<td>13</td>
<td>86</td>
</tr>
</tbody>
</table>

**TABLE VI** Functional coupling delay of C499

<table>
<thead>
<tr>
<th>Path</th>
<th>Nominal delay</th>
<th>Bound</th>
<th>Rising delay</th>
<th>Falling delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.55</td>
<td>10.40</td>
<td>10.01</td>
<td>U</td>
</tr>
<tr>
<td>2</td>
<td>8.75</td>
<td>10.57</td>
<td>10.17</td>
<td>9.38</td>
</tr>
<tr>
<td>3</td>
<td>8.75</td>
<td>10.62</td>
<td>10.06</td>
<td>U</td>
</tr>
<tr>
<td>4</td>
<td>8.75</td>
<td>10.57</td>
<td>9.58</td>
<td>10.17</td>
</tr>
<tr>
<td>5</td>
<td>8.4</td>
<td>10.92</td>
<td>U</td>
<td>10.00</td>
</tr>
<tr>
<td>6</td>
<td>9.15</td>
<td>11.06</td>
<td>10.05</td>
<td>10.64</td>
</tr>
<tr>
<td>7</td>
<td>8.55</td>
<td>10.67</td>
<td>U</td>
<td>9.95</td>
</tr>
<tr>
<td>8</td>
<td>8.5</td>
<td>10.28</td>
<td>9.60</td>
<td>U</td>
</tr>
<tr>
<td>9</td>
<td>8.4</td>
<td>10.92</td>
<td>10.04</td>
<td>U</td>
</tr>
<tr>
<td>10</td>
<td>9.5</td>
<td>12.09</td>
<td>10.81</td>
<td>11.08</td>
</tr>
<tr>
<td>11</td>
<td>9.05</td>
<td>11.44</td>
<td>10.42</td>
<td>10.49</td>
</tr>
<tr>
<td>12</td>
<td>8.95</td>
<td>11.85</td>
<td>U</td>
<td>10.53</td>
</tr>
<tr>
<td>13</td>
<td>8.30</td>
<td>11.23</td>
<td>9.92</td>
<td>9.40</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>12.84</td>
<td>11.84</td>
<td>U</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>12.84</td>
<td>U</td>
<td>11.69</td>
</tr>
<tr>
<td>16</td>
<td>9.65</td>
<td>13.66</td>
<td>12.64</td>
<td>U</td>
</tr>
</tbody>
</table>
The column “neg. slack” gives the number of gates with negative slack when we use only the simplest worst delay to compute the required time for each signal. The column “topo. gates” gives the number of critical gates on the topologically long path. The column “funct. gates” gives the number of critical gates on the long paths after the functional correlation analysis. We perform the functional correlation analysis on all paths in the circuit, reporting the run times on Sun Ultra 10.

DISCUSSION AND FUTURE WORK

In this paper we have studied the problem of incorporating temporal and functional information of coupled signals to improve the accuracy of traditional static timing analysis. Our target is to perform efficient coupling delay estimation with acceptable error, which can be used for fast timing verification and for timing driven layout synthesis and optimization.

First we have discussed the problem of computing the earliest and the latest arrival times in crosstalk aware static timing analysis. We have shown that coupling effects should be considered in an effective skew window, and we have explained how to find an approximate effective skew window. We have proposed an efficient method to estimate the earliest and the latest arrival times when multiple aggressors are present. We have shown that our method can accurately predict the latest arrival times, whereas previous methods may yield overly optimistic or unduly pessimistic results.

We have investigated convergence issues in topological analysis. We have shown that the iterative update of timing windows is necessary when signals on the same paths are mutually coupled. The iteration converges quickly in our experiments.

For the first time in the literature, we have proposed to use an efficient functional correlation analysis based on path sensitization criteria to further reduce the pessimism of coupling delay estimation. Our experimental results show that the functional correlation analysis can yield a less pessimistic estimation of path delays, and identify many fewer critical paths than the methods which do not apply the functional correlation analysis. Functional correlation analysis, when applied to all the paths in the circuit, may be computation intensive for some circuits. However, it can be applied after topological long paths are identified, and can significantly reduce number of critical paths falsely reported.

For technologies with features below 0.35 μm, capacitive coupling effects are even more severe. Efficient techniques to analyze and optimize crosstalk induced timing are and will remain essential. Our future work will include applying the described crosstalk aware static timing analyzer to guide layout synthesis in deep-submicron technologies.
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