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1. Introduction

We consider the MAP/G/1 queue under N-policy with a single vacation and set-up. As soon as there are no customers to serve, the server takes a vacation (vacation period). After the vacation, if the server finds N or more customers, it starts a set-up of a random length (set-up period). If not, the server stays in the system until N customers accumulate (dormant period). After the set-up, the server continuously serves the customers until the system empties (busy period). Thus, a cycle consists of a vacation period, a dormant period, a set-up period and a busy period. The service, vacation and set-up times are assumed to be mutually independent with general distributions. We also assume that they are independent of the phase of the underlying Markov chain. Customers arrive according to the Markovian Arrival Process (MAP) with parameter matrices C and D. For the formal definition of MAP, readers are advised to see Lucantoni, et al. [10].

We derive the vector generating functions of the queue length at an arbitrary time and at departures in decomposed forms. We also derive the Laplace-Stieltjes transform of the waiting time. Computation algorithms for mean performance measures are provided.

1This work was supported in part by KOSEF through Statistical Research Center for Complex Systems at Seoul National University.
Lee et al. [5] studied the MAP/G/1 system under multiple and single vacations with $N$-policy and showed that the vector generating functions of the queue length at an arbitrary time and at departures are decomposed into two parts: one is the vector generating function of the queue length at an arbitrary idle time, and the other is an unidentified matrix generating function. The authors [6] also confirmed that those decompositions hold for the MAP/G/1 system under $N$-policy with multiple vacations and set-up. We show that those decompositions also hold for this system with a single vacation and set-up.

Kasahara et al. [2] studied the MAP/G/1 queue with $N$-policy and multiple vacations. They used the matrix-analytic approach pioneered by Neuts [11, 12], and his colleagues [8-10, 15, 16]. In this paper, we employ the method of supplementary variables. This method directly provides us with the queue length distributions at an arbitrary time. Departure point queue length and virtual waiting time distributions can be obtained as by-products. For works in this category, see [1, 3-6, 13, 14].

The remainder of the paper is organized as follows. In Section 2, we develop the vector system equations and solve the equations by using the eigenvalues and eigenvectors of $-(C + zD)$. We derive the vector generating functions of the queue length at an arbitrary time and at departures in decomposed forms. Interpretations of the decompositions are presented. In Section 3, we derive the Laplace-Stieltjes transform of the waiting time of an arbitrary customer. In Section 4, we present the computation algorithms for mean performance measures. We consider some special cases in Section 5.

2. The Queue Length

We first develop the system equations. Let us define the following notations:

- $N$: steady-state queue length (number of customers in the system, including the one in service)
- $J$: the phase of the underlying Markov chain (UMC)
- $S_R, V_R, H_R$: remaining service time, vacation time and set-up time
- $C, D$: $(m \times m)$ parameter matrices of the Markovian arrival process
- $C_{ij}, D_{ij}$: $(i, j)$-element of $C, D$
- $\pi_i = Pr[J = i], \ (1 \leq i \leq m)$
- $\pi = (\pi_1, \pi_2, \ldots, \pi_m)$
- $\lambda = \pi D e$: mean arrival rate
- $\rho = \lambda E(S)$: traffic intensity

Let us define the following probabilities:

$p_{n,i}^{(v)}(x)dx = Pr[\zeta = 1, N = n, J = i, V_R \in (x, x + dx)], (n \geq 0, 1 \leq i \leq m)$

$p_{n,i}^{(d)} = Pr[\zeta = 2, N = n, J = i], (0 \leq n \leq N - 1, 1 \leq i \leq m)$

$p_{n,i}^{(s)}(x)dx = Pr[\zeta = 3, N = n, J = i, V_R \in (x, x + dx)], (n \geq N, 1 \leq i \leq m)$

$p_{n,i}^{(b)}(x)dx = Pr[\zeta = 4, N = n, J = i, S_R \in (x, x + dx)], (n \geq 1, 1 \leq i \leq m)$. 
Then, defining $s(x)$, $v(x)$ and $h(x)$ as the pdf of the service time, vacation time and set-up time respectively, the above probabilities satisfy the following equations:

$$0 = \sum_{j=1}^{m} p_{0,0j}^{(D)} C_{ji} + p_{0,0}^{(V)} (0), \quad (1 \leq i \leq m)$$

$$0 = \sum_{j=1}^{m} p_{n,0j}^{(D)} C_{ji} + \sum_{j=1}^{m} p_{n-1,0j}^{(D)} D_{ji} + p_{n,0}^{(V)} (0), \quad (1 \leq n \leq N - 1, 1 \leq i \leq m)$$

$$- \frac{d}{dx} p_{1,i}^{(B)} (x) = \sum_{j=1}^{m} p_{1,j}^{(B)} (x) C_{ji} + p_{2,i}^{(B)} (0) s(x), \quad (1 \leq i \leq m)$$

$$- \frac{d}{dx} p_{k,i}^{(B)} (x) = \sum_{j=1}^{m} p_{k,j}^{(B)} (x) C_{ji} + p_{k+1,i}^{(B)} (0) s(x) + \sum_{j=1}^{m} p_{k-1,j}^{(B)} (x) D_{ji}, \quad (2 \leq k \leq N - 1, 1 \leq i \leq m)$$

$$- \frac{d}{dx} p_{N,i}^{(B)} (x) = \sum_{j=1}^{m} p_{N,j}^{(B)} (x) C_{ji} + p_{N+1,i}^{(B)} (0) s(x) + \sum_{j=1}^{m} p_{N-1,j}^{(B)} (x) D_{ji} + p_{n}^{(S)} (0) s(x), \quad (1 \leq i \leq m)$$

$$- \frac{d}{dx} p_{n,i}^{(B)} (x) = \sum_{j=1}^{m} p_{n,j}^{(B)} (x) C_{ji} + \sum_{j=1}^{m} p_{n-1,j}^{(B)} (x) D_{ji}, \quad (n \geq N + 1, 1 \leq i \leq m)$$

$$- \frac{d}{dx} p_{0,i}^{(V)} (x) = \sum_{j=1}^{m} p_{0,j}^{(V)} (x) C_{ji} + p_{1,i}^{(B)} (0) v(x), \quad (1 \leq i \leq m)$$

$$- \frac{d}{dx} p_{n,i}^{(V)} (x) = \sum_{j=1}^{m} p_{n,j}^{(V)} (x) C_{ji} + \sum_{j=1}^{m} p_{n-1,j}^{(V)} (x) D_{ji}, \quad (n \geq N + 1, 1 \leq i \leq m)$$

$$- \frac{d}{dx} p_{N,i}^{(S)} (x) = \sum_{j=1}^{m} p_{N,j}^{(S)} (x) C_{ji} + \sum_{j=1}^{m} p_{N-1,j}^{(S)} D_{ji} + p_{n}^{(V)} (0) h(x), \quad (1 \leq i \leq m)$$

$$- \frac{d}{dx} p_{n,i}^{(S)} (x) = \sum_{j=1}^{m} p_{n,j}^{(S)} (x) C_{ji} + \sum_{j=1}^{m} p_{n-1,j}^{(S)} D_{ji} + p_{n}^{(V)} (0) h(x), \quad (n \geq N + 1, 1 \leq i \leq m).$$

Let us define the $(1 \times m)$ row vectors as follows:

$$p_{n}^{(D)} = (p_{n,1}^{(D)}, p_{n,2}^{(D)}, \ldots, p_{n,m}^{(D)}), \quad p_{n}^{(B)} (x) = (p_{n,1}^{(B)} (x), p_{n,2}^{(B)} (x), \ldots, p_{n,m}^{(B)} (x))$$

$$p_{n}^{(V)} (x) = (p_{n,1}^{(V)} (x), p_{n,2}^{(V)} (x), \ldots, p_{n,m}^{(V)} (x)), \quad p_{n}^{(S)} (x) = (p_{n,1}^{(S)} (x), p_{n,2}^{(S)} (x), \ldots, p_{n,m}^{(S)} (x)).$$

Then, the above system equations can be converted to the vector system equations as follows:

$$0 = p_{n}^{(D)} C + p_{n}^{(V)} (0) \quad (2.1)$$
Let us define the following vector generating functions

\[ 0 = p_{n}^{(B)}C + p_{n-1}^{(B)}D + p_{n}^{(V)}(0), \quad (1 \leq n \leq N - 1) \] (2.2)

\[ - \frac{d}{dx} p_{n}^{(B)}(x) = p_{n}^{(B)}(x)C + p_{n}^{(B)}(0)s(x) \] (2.3)

\[ - \frac{d}{dx} p_{n}^{(B)}(x) = p_{n}^{(B)}(x)C + p_{n+1}^{(B)}(0)s(x) + p_{n}^{(B)}(x)D, \quad (2 \leq n \leq N - 1) \] (2.4)

\[ - \frac{d}{dx} p_{N}^{(B)}(x) = p_{N}^{(B)}(x)C + p_{N+1}^{(B)}(0)s(x) + p_{N}^{(B)}(x)D + p_{N}^{(S)}(0)s(x) \] (2.5)

\[ - \frac{d}{dx} p_{n}^{(B)}(x) = p_{n}^{(B)}(x)C + p_{n+1}^{(B)}(0)s(x) + p_{n}^{(B)}(x)D + p_{n}^{(S)}(0)s(x), \quad (n \geq N + 1) \] (2.6)

\[ - \frac{d}{dx} p_{0}^{(V)}(x) = p_{0}^{(V)}(x)C + p_{1}^{(B)}(0)v(x) \] (2.7)

\[ - \frac{d}{dx} p_{n}^{(V)}(x) = p_{n}^{(V)}(x)C + p_{n-1}^{(S)}D, \quad (n \geq 1) \] (2.8)

\[ - \frac{d}{dx} p_{n}^{(S)}(x) = p_{n}^{(S)}(x)C + p_{n-1}^{(B)}Dh(x) + p_{n}^{(V)}(0)h(x) \] (2.9)

\[ - \frac{d}{dx} p_{n}^{(S)}(x) = p_{n}^{(S)}(x)C + p_{n-1}^{(S)}D + p_{n}^{(V)}(0)h(x), \quad (n \geq N + 1). \] (2.10)

Let us define the following vector generating functions

\[ p^{(D)}(z) = \sum_{n=0}^{N-1} p_{n}^{(D)}z^n, \quad p^{(B)}(z, x) = \sum_{n=1}^{\infty} p_{n}^{(B)}(x)z^n, \quad p^{(V)}(z, x) = \sum_{n=0}^{\infty} p_{n}^{(V)}(x)z^n, \]

\[ p^{(S)}(z, x) = \sum_{n=N}^{\infty} p_{n}^{(S)}(x)z^n. \]

Multiplying (2.3)-(2.6) by \( z^n \) and summing over \( n \), yields

\[ - \frac{d}{dx} p^{(B)}(z, x) = p^{(B)}(z, x)(C + zD) \]

\[ + \left[ \frac{1}{z} p^{(B)}(z, 0) - p^{(B)}(0) + p^{(S)}(z, 0) \right] s(x). \] (2.11)

Similarly, from (2.7) and (2.8), we get

\[ - \frac{d}{dx} p^{(V)}(z, x) = p^{(V)}(z, x)(C + zD) + p^{(B)}(0)v(x). \] (2.12)

From (2.9) and (2.10), we get

\[ - \frac{d}{dx} p^{(S)}(z, x) = p^{(S)}(z, x)(C + zD) \]

\[ + \left[ zN p_{N-1}^{(B)}D + \sum_{n=N}^{\infty} p_{n}^{(V)}(0)z^n \right] h(x). \] (2.13)

Let us define the Laplace transform as follows:
\[ p^{(B)}(z, \theta) = \int_0^\infty e^{-\theta x} p^{(B)}(z, x) dx, \quad p^{(V)}(z, \theta) = \int_0^\infty e^{-\theta x} p^{(V)}(z, x) dx, \]
\[ p^{(S)}(z, \theta) = \int_0^\infty e^{-\theta x} p^{(S)}(z, x) dx. \]

Taking the Laplace transforms of both sides of (2.11)-(2.13), we obtain
\[ p^{(B)}(z, \theta)(\theta I + C + zD) = \left[ 1 - \frac{S(\theta)}{z} \right] p^{(B)}(z, 0) - [p^{(I)}(z, 0) - p^{(B)}(0)] S^*(\theta) \]  
(2.14)
\[ p^{(V)}(z, \theta)(\theta I + C + zD) = p^{(V)}(z, 0) - p^{(B)}(0) V^*(\theta) \]  
(2.15)
\[ p^{(S)}(z, \theta)(\theta I + C + zD) = p^{(S)}(z, 0) \]  
(2.16)
\[ - \left[ \sum_{n=0}^{N} p^{(V)}(0) z^n + z N p^{(D)}_{N-1} D \right] H^*(\theta). \]

From (2.1) and (2.2), we get
\[ z^N p^{(D)}_{N-1} D = \sum_{n=0}^{N-1} p^{(V)}(0) z^n + p^{(D)}(z)(C + zD). \]  
(2.17)

Using (2.17) in (2.16), we get
\[ p^{(S)}(z, \theta)(\theta I + C + zD) = p^{(S)}(z, 0) \]  
(2.18)
\[ - [p^{(I)}(z)(C + zD) + p^{(V)}(z, 0)] H^*(\theta). \]

Now, we obtain \( p^{(B)}(z, 0), p^{(V)}(z, 0) \) and \( p^{(S)}(z, 0) \) contained in (2.14), (2.15) and (2.18). They concern the queue length and the phase of the underlying Markov chain (UMC) at the ending points of a busy period, a vacation, and a set-up. This can be accomplished by eliminating the left-hand side of (2.14), (2.15) and (2.18). For this purpose, we use the eigenvalues of the matrix \( (C + zD) \) and their right eigenvectors. Let \( \alpha_i(z), \) \( (i = 1, 2, \ldots, m) \) be the eigenvalues. Let \( \xi_i(z) \) be the right eigenvector of \( \alpha_i(z) \). It is well-known that \( \alpha_i(z) \) and \( \xi_i(z) \) are related by (see Strang [17], for example)
\[ -(C + zD) \xi_i(z) = \alpha_i(z) \xi_i(z) \]

or
\[ [\alpha_i(z) I + C + zD] \xi_i(z) = 0, \quad (1 \leq i \leq m). \]

Using \( \alpha_i(z) \) in \( \theta \) of (2.15) and postmultiplying both sides by \( \xi_i(z) \), we get
\[ p^{(V)}(z, \alpha_i(z))[\alpha_i(z) I + C + zD] \xi_i(z) \]
\[ = [p^{(V)}(z, 0) - p^{(B)}(0) V^*(\alpha_i(z))] \xi_i(z). \]  
(2.19a)

Then, the left-hand side of (2.19a) vanishes and we get
\[
p^{(V)}(z, 0)\xi(z) = p^{(B)}_1(0)V^*(a_i(z))\xi_i(z). \tag{2.19b}
\]

Equation (2.19b) should hold for all eigenvalues \(\alpha_1(z), \ldots, \alpha_m(z)\). Thus, we get
\[
p^{(V)}(z, 0)[\xi_1(z), \ldots, \xi_m(z)] = p^{(B)}_1(0)[V^*(\alpha_1(z))\xi_1(z), \ldots, V^*(\alpha_1(z))\xi_m(z)]. \tag{2.19c}
\]

Let us define an \((m \times m)\) matrix \(\Xi(z)\) of the eigenvectors as follows:
\[
\Xi(z) = [\xi_1(z), \xi_2(z), \ldots, \xi_m(z)].
\]

It is proven in Lee et al. [4] that the eigenvalues \(\alpha_1(z), \alpha_2(z), \ldots, \alpha_m(z)\) are distinct for a \(z\) on \(\{z: |z| \leq 1\}\), and the inverse matrix \(\Xi^{-1}(z)\) exists. Thus, (2.1c) becomes
\[
p^{(V)}(z, 0) = p^{(B)}_1(0)\Xi(z)D_\theta\{V^*(\alpha_i(z))\}_{i=1}^m\Xi^{-1}(z) \tag{2.19d}
\]

where
\[
D_\theta\{a_i\}_{i=1}^m = \left(\begin{array}{cccc}
a_1 & 0 & \cdots & 0 \\
0 & a_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a_m
\end{array}\right).
\]

Using (2.19d) in (2.15) yields
\[
p^{(V)}(z, \theta)(\theta I + C + zD) = p^{(B)}_1(0)\Xi(z)D_\theta\{V^*(\alpha_i(z)) - V^*(\theta)\}_{i=1}^m\Xi^{-1}(z) \tag{2.20}
\]

In the same way, we get, from (2.14) and (2.18),
\[
p^{(B)}(z, 0) = [p^{(S)}(z, 0) - p^{(B)}_1(0)]\Xi(z)D_\theta\left\{\frac{zS^*(\alpha_i(z))}{z - S^*(\alpha_i(z))}\right\}_{i=1}^m\Xi^{-1}(z) \tag{2.21}
\]
\[
p^{(S)}(z, 0) = [p^{(D)}(z)(C + zD) + p^{(V)}(z, 0)]\Xi(z)D_\theta\left\{\{H^*a_i(z)\}\right\}_{i=1}^m\Xi^{-1}(z). \tag{2.22}
\]

Using (2.21) in (2.14) and (2.22) in (2.18), we get
\[
p^{(S)}(z, \theta)(\theta I + C + zD) = [p^{(D)}(z)(C + zD) + p^{(V)}(z, 0)]
\times \Xi(z)D_\theta\{H^*(\alpha_i(z)) - H^*(\theta)\}_{i=1}^m\Xi^{-1}(z) \tag{2.23}
\]
\[
p^{(B)}(z, \theta)(\theta I + C + zD) = [p^{(S)}(z, 0) - p^{(B)}_1(0)]
\times \Xi(z)D_\theta\left\{\frac{zS^*(\alpha_i(z)) - S^*(\theta)}{z - S^*(\alpha_i(z))}\right\}_{i=1}^m\Xi^{-1}(z). \tag{2.24}
\]

Equations (2.20), (2.23) and (2.24) will play central roles in obtaining the vector generating functions of the queue length and the Laplace-Stieltjes transform (LST) of the waiting time.
All the above quantities are expressed in eigenvalues, eigenvectors and diagonal matrices of the functions of the eigenvalues. These quantities can be converted into familiar matrix-analytic notations. See Appendix I for the conversions.

2.1 The Queue Length at an Arbitrary Time

The vector generating function $\mathbf{Y}(z)$ of the queue length at an arbitrary time can be obtained from

$$
\mathbf{Y}(z) = \mathbf{p}^{(D)}(z) + \mathbf{p}^{(B)}(z, \theta)|_{\theta=0} + \mathbf{p}^{(V)}(z, \theta)|_{\theta=0} + \mathbf{p}^{(S)}(z, \theta)|_{\theta=0}. 
$$

(2.25)

Using (2.20), (2.23) and (2.24) in (2.25), we get, after using (I-2) of Appendix I,

$$
\mathbf{Y}(z) = \left[\mathbf{p}^{(D)}(z)\Xi(z)D_{\gamma}\left\{H^*(\alpha_{i}(z))\right\}_{i=1}^{m}\Xi^{-1}(z) + \mathbf{p}^{(B)}(0)\Xi(z)D_{\gamma}\left\{\frac{1-V^*(\alpha_{i}(z))H^*(\alpha_{i}(z))}{\alpha_{i}(z)}\right\}_{i=1}^{m}\Xi^{-1}(z)\right]
$$

(2.26)

$$
\times \Xi(z)D_{\gamma}\left\{\frac{(1-z)S^*(\alpha_{i}(z))}{S^*(\alpha_{i}(z))-z}\right\}_{i=1}^{m}\Xi^{-1}(z).
$$

The number of customers at an arbitrary time during a dormant period can be obtained from the information concerning the previous busy period termination point and the number of customers that arrive during the vacation. Thus, we can express $\mathbf{p}^{(D)}(z)$ in (2.26) in terms of $\mathbf{p}^{(B)}(0)$. Let $(\mathbf{V}_n)_{ij}$ be the probability that $n$ customers arrive during a vacation and the phase of the UMC is $j$ at the end of the vacation, given that the UMC is $i$ at the start of the vacation. Let $\mathbf{V}_n$ be the matrix of $(\mathbf{V}_n)_{ij}$ and $\mathbf{V}(z)$ be the matrix generating function of $\mathbf{V}_n$ such that $\mathbf{V}(z) = \sum_{n=0}^{\infty} \mathbf{V}_n z^n$. Then, we have the following theorem.

**Theorem 1:** If we define the matrix $\Phi_n$ as

$$
\Phi_0 = \mathbf{V}_0, \quad \Phi_n = \sum_{k=0}^{n} \mathbf{V}_k \left[(-C)^{-1}D\right]^{n-k}, \quad (n \geq 1),
$$

(2.27)

(a) we get

$$
\mathbf{p}^{(D)}(z) = \mathbf{p}^{(B)}(0)\sum_{n=0}^{N-1} \Phi_n \left(-C\right)^{-1}z^n
$$

(2.28)

(b) $(\Phi_n)_{ij}$ is the probability that the system state (queue length) visits $n$ during the dormant period and the phase of the UMC at the visit is $j$, given that the vacation starts with the phase in $i$.

**Proof:** (a) For $n = 0$, we get, from (2.1), $-\mathbf{p}^{(D)}_0 \mathbf{C} = \mathbf{p}^{(V)}(0)$. The queue length at the end of the vacation is the number of customers that arrive during the vacation. Thus, we get $\mathbf{p}^{(V)}(z, 0) = \mathbf{p}^{(B)}(0)\mathbf{V}(z)$ which means $\mathbf{p}^{(V)}(0) = \mathbf{p}^{(B)}(0)\mathbf{V}_n$. With $n = 0$, we get $\mathbf{p}^{(V)}(0) = \mathbf{p}^{(B)}(0)\mathbf{V}_0$, which implies $-\mathbf{p}^{(D)}_0 \mathbf{C} = \mathbf{p}^{(B)}(0)\mathbf{V}_0 = \mathbf{p}^{(B)}(0)(-\mathbf{C})^{-1}$. From the definition. Thus we get $\mathbf{p}^{(D)} = \mathbf{p}^{(B)}(0)(-\mathbf{C})^{-1}$. For $n \geq 1$, we get, from (2.2),

$$
-\mathbf{p}^{(D)}_n \mathbf{C} = \mathbf{p}^{(B)}(0)\sum_{k=0}^{n} \mathbf{V}_k \left[(-C)^{-1}D\right]^{n-k} = \mathbf{p}^{(B)}(0)\Phi_n.
$$

Thus, we get $\mathbf{p}^{(D)}_n = \mathbf{p}^{(B)}(0)\Phi_n (-C)^{-1}$, which implies (2.28).
We first notice that \((-C)^{-1}D\) is the phase change probability during an interarrival time. Conditioning on the number of customers that arrive during the vacation completes the proof.

Using (2.28) in (2.26), \(Y(z)\) becomes

\[
Y(z) = p_{1}^{(B)}(0) \left[ \sum_{n=0}^{N-1} \Phi_{n} (-\mathbf{C})^{-1} z^{n} \mathbb{E}(\mathbf{H}^{*}(\alpha_{i}(z))) \right] \sum_{i=1}^{m} \Xi^{-1}(z) \\
+ \Xi(z) D_{g} \left[ \frac{1 - V^{*}(\alpha_{i}(z)) H^{*}(\alpha_{i}(z))}{\alpha_{i}(z)} \right] \sum_{i=1}^{m} \Xi^{-1}(z) \\
\times \Xi(z) D_{g} \left[ \frac{(1 - z) S^{*}(\alpha_{i}(z))}{S(\alpha_{i}(z)) - z} \right] \sum_{i=1}^{m} \Xi^{-1}(z). \tag{2.29}
\]

Now, we consider the term \(p_{1}^{(B)}(0)\) contained in (2.29). We note that \(p_{1}^{(B)}(0)\) is the rate at which the system becomes empty. If we let \(x_{0}\) be the vector probability that there are no customers in the system at an arbitrary departure, this should be equal to \(\lambda x_{0}\) because \(\lambda\), which is the arrival rate, should be equal to the departure rate in steady state. Thus, we have

\[
p_{1}^{(B)}(0) = \lambda \mathbf{x}_{0}. \tag{2.30}
\]

Using (2.30) in (2.29), we get

\[
Y(z) = \lambda \mathbf{x}_{0} \left[ \sum_{n=0}^{N-1} \Phi_{n} (-\mathbf{C})^{-1} z^{n} \mathbb{E}(\mathbf{H}^{*}(\alpha_{i}(z))) \right] \sum_{i=1}^{m} \Xi^{-1}(z) \\
+ \Xi(z) D_{g} \left[ \frac{1 - V^{*}(\alpha_{i}(z)) H^{*}(\alpha_{i}(z))}{\alpha_{i}(z)} \right] \sum_{i=1}^{m} \Xi^{-1}(z) \\
\times \Xi(z) D_{g} \left[ \frac{(1 - z) S^{*}(\alpha_{i}(z))}{S(\alpha_{i}(z)) - z} \right] \sum_{i=1}^{m} \Xi^{-1}(z). \tag{2.31a}
\]

Now, using Appendix I, we can convert (2.31a) into the matrix-analytic notations as follows:

\[
Y(z) = \lambda(z - 1) \mathbf{x}_{0} \left\{ \sum_{n=0}^{N-1} \Phi_{n} (-\mathbf{C})^{-1} z^{n} \mathbf{H}(z) + [\mathbf{V}(z) \mathbf{H}(z) - \mathbf{I}] (\mathbf{C} + z \mathbf{D})^{-1} \right\} \\
\times \mathbf{A}(z) [z \mathbf{I} - \mathbf{A}(z)]^{-1} \tag{2.31b}
\]

where \(\mathbf{A}(z)\) and \(\mathbf{H}(z)\) are the matrix generating functions of the number of customers that arrive during a service time and a set-up time, respectively.

Now, we need to find \(\mathbf{x}_{0}\). Obtaining \(\mathbf{x}_{0}\) requires the distribution of the number of customers that are served between two neighboring busy-period termination points. (We will call this interval a cycle.) This, in turn, requires the queue length distribution at the busy period initiation point.
Theorem 2: Let $Q_{N,\text{setup}}(z)$ be the matrix generating function of the queue length at the starting epoch of an arbitrary busy period, given the phase at the ending epoch of the previous busy period. Then, we have

$$Q_{N,\text{setup}}(z) = \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} z^n (C + zD)H(z) + V(z)H(z).$$

(2.32)

Proof: Let $Q_N(z)$ be the matrix generating function of the queue length at an arbitrary busy period starting epoch of the MAP/G/1 queue with $N$-policy and a single vacation (without set-up). Conditioning on the number of customers that arrive during the vacation, we get

$$Q_N(z) = V(z) - \sum_{n=0}^{N-1} V_n z^n + \sum_{k=0}^{N-1} V_k[-(C)^{-1}D]\cdot N-kz^N.$$ 

(2.33)

From Theorem 1, we have

$$\sum_{n=0}^{N-1} \Phi_n (-C)^{-1} z^n = \sum_{n=0}^{N-1} V_n [(C)^{-1}D]\cdot n-k(C)^{-1} z^n$$

$$= \sum_{n=0}^{N-1} V_n (-C)^{-1} z^n + \sum_{n=1}^{N-1} \sum_{k=0}^{n-1} V_k [(C)^{-1}D]\cdot n-k(C)^{-1} z^n.$$ 

Postmultiplying both sides of the above equation by $(-C)$, we get

$$\sum_{n=0}^{N-1} V_n z^n = \sum_{n=0}^{N-1} \Phi_n z^n - \sum_{n=1}^{N-1} \sum_{k=0}^{n-1} V_k [(C)^{-1}D]\cdot n-kz^n.$$ 

(2.34)

Using (2.34) in (2.33), we have

$$Q_N(z) = V(z) - \left\{ \sum_{n=0}^{N-1} \Phi_n z^n - \sum_{n=1}^{N-1} \sum_{k=0}^{n-1} V_k [(C)^{-1}D]\cdot n-kz^n \right\}$$

$$+ \sum_{k=0}^{N-1} V_k [(C)^{-1}D]\cdot N-kz^N$$

$$= V(z) - \sum_{n=0}^{N-1} \Phi_n z^n + \sum_{n=1}^{N-1} \sum_{k=0}^{n-1} V_k [(C)^{-1}D]\cdot n-kz^n$$

$$= V(z) + \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} z^n C + \left\{ \sum_{m=0}^{N-1} \sum_{k=0}^{m} V_k [(C)^{-1}D]\cdot n-kz^m \right\} Dz.$$ 

Using (2.27), we get

$$Q_N(z) = \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} z^n (C + Dz) + V(z).$$

(2.35)
Then, $Q_{N, \text{setup}}(z) = Q_N(z)H(z)$ completes the proof.

Now, define $K(z)$ as the matrix generating function of the number of customers that are served during a cycle. Then using (2.32), we have

$$K(z) = Q_{N, \text{setup}}(z) \mid z = G(z)$$

(2.6)

$$= \sum_{n=0}^{N-1} \Phi_n (1 - C)^{-1}[G(z)]^n[C + DG(z)] + V(G(z))]H(G(z))$$

where $V(G(z)) = \int_0^\infty e^{(C + DG(z))x} dV(x)$ (Lucantoni, et al. [10]) and $G(z)$ is the matrix generating function of the number of customers that are served during a fundamental period (Neuts [12]).

Let $K = K(z) \mid z = 1$ be the matrix of the phase change probability of the UMC during an arbitrary cycle. Then, from (2.36) we get

$$K = K(z) \mid z = 1 = \sum_{n=0}^{N-1} \Phi_n (1 - C)^{-1}G^n(C + DG) + V(G)H(G).$$

(2.37)

Let $\kappa$ be the stationary vector of $K$ such that $\kappa = \kappa K$ and $\kappa e = 1$. Let $\kappa^* = \frac{1}{\kappa} K(z) \mid z = 1 e$ be the mean number of customers that are served during a cycle, given the phase at the ending epoch of a busy period. Then, it is well known that $\alpha_0$ can be obtained from (Neuts [12])

$$\alpha_0 = \frac{\kappa}{\kappa^*}.$$ 

(2.38)

Now, we can express $\alpha_0$ in terms of $\Phi_n$ defined and interpreted in Theorem 1. We first obtain $\kappa^*$.

**Theorem 3:** We have

$$\kappa^* = \frac{1}{1 - \rho} \left[ \sum_{n=0}^{N-1} \Phi_n (1 - C)^{-1} + E(V)I + E(H)I \right] e + (K - I)(eg + C + DG)^{-1}D\mu.$$ 

(2.39)

**Proof:** See Appendix III.

Using (2.39) in (2.38) with $\kappa(K - I) = 0$ yields

$$\alpha_0 = \frac{(1 - \rho)\kappa}{\kappa^* \sum_{n=0}^{N-1} \Phi_n (1 - C)^{-1} e + E(V) + E(H)}.$$ 

(2.40)

Using (2.40) in (2.31a, b), we get

$$Y(z) = r_1(z) \cdot \Xi(z)D_g \left\{ \frac{(1 - \rho)(1 - z)S'(\alpha(z))}{S'(\alpha(z)) - z} \right\} m_{i=1}^{m-1}(z)$$

$$= r_2(z)(1 - \rho)(z - 1)A(z)[zI - A(z)]^{-1}.$$ 

(2.41)
where

$$r_1(z) = \frac{1}{\kappa} \sum_{n=0}^{N-1} \Phi_n \left(-C\right)^{-1} z^n + E(V) \kappa \Xi(z) D_g \left\{ \frac{1-V^{s}(\alpha(z))}{E(V)} \right\} \Xi^{-1}(z)$$

(2.42)

and

$$r_2(z) = \frac{1}{\kappa} \sum_{n=0}^{N-1} \Phi_n \left(-C\right)^{-1} z^n + E(V) \kappa \frac{V(z)-I(C+zD)}{E(V)}$$

(2.43)

The Queue Length at Departures

All the information concerning the queue length at departures can be recover from $p^{(B)}(z, 0)$, because the departure epochs are the epochs at which the remaining service times become zero. Thus, after a normalization and discounting the departing customer, we get the vector generating function $X(z)$ of the queue length at departures as

$$X(z) = \frac{p^{(B)}(z, 0)}{p^{(B)}(1, 0) e} \sim^{-1} = \frac{p^{(B)}(z, 0)}{\lambda} \sim^{-1}$$

(2.44)

where we used $\lambda = p^{(B)}(1, 0) e = p^{(B)}(z, 0) \mid z=1 e$, because $p^{(B)}(1, 0) e = \sum_{n=1}^{\infty} p^{(B)}(0) e$ is the departure rate of the customers which is equal to the arrival rate in steady state.

After using (2.19d), (2.22), (2.28) and (2.30) in (2.21), we can rewrite $p^{(B)}(z, 0)$ in a different form as

$$p^{(B)}(z, 0) = \lambda \Xi \left[ \sum_{n=0}^{N-1} \Phi_n \left(-C\right)^{-1} z^n \Xi(z) D_g \left\{ \frac{1-V^{s}(\alpha(z))}{\alpha(z)} \right\} \Xi^{-1}(z) \right]$$

(2.45)

Using (2.45) in (2.44) together with (2.40), we get
\[ X(z) = r_1(z) \cdot \Xi(z)D_g \left\{ \frac{(1-p\alpha(z)S'\alpha(z))}{\lambda S'\alpha(z) - \lambda z I} \right\}_{i=1}^{\infty} \Xi^{-1}(z) \]  

(2.46)

where \( r_1(z) \) and \( r_2(z) \) were given in (2.42) and (2.43).

From (2.41) and (2.46), we confirm the well known relationship (Takine and Takahashi [18]),

\[ Y(z)(C + zD) = \lambda(z - 1)X(z). \]  

(2.47)

2.3 Decompositions and Probabilistic Interpretations

To interpret \( r_1(z) \) (or equivalently, \( r_2(z) \)), we need the mean length of the idle period \( \bar{I}_{\text{setup}} \) which consists of a vacation, a dormant period and a set-up time. Let \( T_n^s(\theta) \) be the matrix LST of the time until \( n \) customers arrive given the phase of the UMC at time 0. Then, we easily get

\[ T_n^s(\theta) = (\theta I - C)^{-1}D T_{n-1}^s(\theta), \quad (n \geq 1), \quad (T_0^s(\theta) = I) \]  

(2.48)

where \((\theta I - C)^{-1}D\) is the LST of the time length until the first arrival. Let \( I_N^v(\theta) \) be the matrix Laplace transform of the idle period of the MAP/G/1 queue under \( N \)-policy with a single vacation (without set-up), given the phase at the end of a busy period. Then, conditioning on the number of arrivals during the vacation, we get

\[ I_N^v(\theta) = \sum_{k=0}^{N-1} V_k^v(\theta) T_{N-k}(\theta) + \sum_{k=N}^{\infty} V_k^v(\theta) \]  

(2.49)

where \( V_k^v(\theta) \) is the matrix Laplace transform of the vacation length which includes the probability that \( k \) customers arrive during the vacation.

Let \( \tau_{n,i} \) be the mean time until \( n \) customers arrive, given that the UMC is in phase \( i \) at time 0. Define a column vector \( \tau_n = (\tau_{n,1}, \tau_{n,2}, \ldots, \tau_{n,m})^T \). Then using (2.48), we can easily derive

\[ \tau_n = - T_n^{s(1)}(\theta) \big|_{\theta = 0} e = \sum_{k=0}^{n-1} \left[ (-C)^{-1}D \right]^k (-C)^{-1} e. \]  

(2.50)

Let \( \eta_{N,i} \) be the mean length of the idle period in the MAP/G/1 queue under \( N \)-policy and a single vacation (without set-up), given that the UMC is in phase \( i \) at the end of a busy period. Let us define the column vector \( \eta_N = (\eta_{N,1}, \eta_{N,2}, \ldots, \eta_{N,m})^T \). Then, we can get

\[ \eta_N = - \frac{\partial}{\partial \theta} I_N^v(\theta) \big|_{\theta = 0} e = \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} e + E(V) e. \]  

(2.51)

Then, from (2.49), we get

\[ E(I_N) = - \frac{\partial}{\partial \theta} I_N^v(\theta) e|_{\theta = 0} = \left[ \kappa \sum_{k=0}^{N-1} \Phi_k (-C)^{-1} e + E(V) \right]. \]  

(2.52)

Then, we get the mean length of an idle period as
\[ E(I_{N_{\text{setup}}}) = E(I_N) + E(H) = \kappa \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} e + E(V) + E(H). \] (2.53)

If we let \( E(B_{N_{\text{setup}}}) \) be the mean length of an arbitrary busy period, we easily get, from (2.38) and (2.40),

\[ E(B_{N_{\text{setup}}}) = \kappa \kappa^* E(S) = \frac{\rho}{1-\rho} \left[ \kappa \sum_{k=0}^{N-1} \Phi_k (-C)^{-1} e + E(V) + E(H) \right]. \] (2.54)

Now, we are ready to interpret the queue length generating functions given in (2.41) and (2.46). If the system state during the dormant period visits \( n \), it stays there for \( (C)^{-1} e \) on the average. Thus \( \kappa \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} e \) is the mean length of the dormant period during an arbitrary idle period. Thus, without proofs, we have Theorem 4 and Theorem 5.

**Theorem 4:** Let \( \phi^{(D)} \) and \( \phi^{(V)} \) be the probabilities that the server is in a dormant period and in a set-up period given that the system is idle. Then we get

\[
\phi^{(D)} = \frac{\kappa \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} e}{\kappa \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} e + E(V) + E(H)}.
\] (2.55a)

\[
\phi^{(V)} = \frac{E(V)}{\kappa \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} e + E(V) + E(H)}.
\] (2.55b)

\[
\phi^{(S)} = \frac{E(H)}{\kappa \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} e + E(V) + E(H)}.
\] (2.55c)

**Theorem 5:** Let \( \psi_{n,i} \) be the probability that at an arbitrary time during a dormant period, there are \( n \) customers in the system and the phase of the UMC is in \( i \). Define the vector \( \psi_n = (\psi_{n,1}, \psi_{n,2}, \ldots, \psi_{n,N}) \). Then we get

\[ \psi_n = \frac{\kappa \kappa (-C)^{-1} e}{\kappa \sum_{k=0}^{N-1} \Phi_k (-C)^{-1} e}, \quad (0 \leq n \leq N - 1). \] (2.56)

Now, using (2.55a, b, c) and (2.56), the vector generating function \( Y(z) \) of the queue length at an arbitrary time ((2.41)) and \( X(z) \) at departures ((2.46)) become

\[
Y(z) = \left\{ \phi^{(D)} \right\} \sum_{n=0}^{N-1} \psi_n z^n + \phi^{(V)} \kappa V^+(z) + \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} \Phi_n z^n (C + zD) + V(z) \right] H^+(z) \right\}
\times \Xi(z) D_y \left\{ \frac{(1-\rho)(1-z^s(n(z)))}{S'(n(z)) - z} \right\}^{\sum_{l=1}^{m} \Xi^{-1}(z)}
\] (2.57)

\[
= \left\{ \phi^{(D)} \right\} \sum_{n=0}^{N-1} \psi_n z^n + \phi^{(V)} \kappa V^+(z) + \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} \Phi_n z^n (C + zD) + V(z) \right] H^+(z) \right\}
\times (1-\rho)(z-1) A(z)[zI - A(z)]^{-1}.
\]
where \( \lambda \) and \( \mu \) are the matrix generating functions of the number of customers that arrive during a vacation time and a set-up time, respectively (see Appendix I).

Now, we are ready to interpret the term

\[
\phi^{(D)} \sum_{n=0}^{N-1} \psi_n z^n + \phi^{(V)} \kappa \mathbf{V}^+(z) + \phi^{(S)} \kappa \left( \sum_{n=0}^{N-1} \Phi_n z^n (\mathbf{C} + z \mathbf{D}) + \mathbf{V}(z) \right) \mathbf{H}^+(z)
\]

which is common to (2.57) and (2.58). In the following theorem, we show that (2.59) is the vector generating function of the queue length at an arbitrary idle time.

**Theorem 6:** Let \( \mathbf{p}_{\text{id}}(z) \) be the vector generating function of the queue length at an arbitrary idle time. Then we have

\[
\mathbf{p}_{\text{id}}(z) = \frac{1}{\lambda} (\mathbf{C} + z \mathbf{D}) \mathbf{A}(z) [z \mathbf{I} - \mathbf{A}(z)]^{-1}
\]

where \( \mathbf{V}^+(z) \) and \( \mathbf{H}^+(z) \) are the matrix generating functions of the number of customers that arrive during a vacation time and a set-up time, respectively (see Appendix I).

Now, we are ready to interpret the term

\[
\phi^{(D)} \sum_{n=0}^{N-1} \psi_n z^n + \phi^{(V)} \kappa \mathbf{V}^+(z) + \phi^{(S)} \kappa \left( \sum_{n=0}^{N-1} \Phi_n z^n (\mathbf{C} + z \mathbf{D}) + \mathbf{V}(z) \right) \mathbf{H}^+(z)
\]

Applying (2.60) into (2.57) and (2.58), we get the final decomposed forms of the vector generating function of the queue length distributions as

\[
\mathbf{Y}(z) = \mathbf{p}_{\text{id}}(z) \cdot \mathbf{X}^+(z)
\]

\[
\mathbf{X}(z) = \mathbf{p}_{\text{id}}(z) \cdot \mathbf{X}(z)
\]

where
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\[\chi_V(z) = \Xi(z)Dg \left\{ \frac{(1-\rho)(1-z)S'(\alpha(z))}{S'(\alpha(z))-z} \right\}_{i=1}^m \Xi^{-1}(z) \]

\[= (1 - \rho)(z - 1)A(z)[zI - A(z)]^{-1} \]

and

\[\chi_N(z) = \Xi(z)Dg \left\{ \frac{(1-\rho)\theta(z)S'(\alpha(z))}{\lambda S'(\alpha(z))-z} \right\}_{i=1}^m \Xi^{-1}(z) \]

\[= \frac{(1-\rho)}{\lambda} (C + zD)A(z)[zI - A(z)]^{-1}. \]

Decomposition results of (2.61) and (2.62) confirm the results of Lee and Ahn [5, 6].

3. The Waiting Time

In this section, we derive the LST of the waiting time of an arbitrary arriving customer (actual waiting time). Let us define the following notations.

\(W^*_A(\theta)\): the LST of the actual waiting time of an arbitrary arriving customer

\(W^*(B)(\theta)\): the LST of the actual waiting time of the customer who arrives during the busy period (including the probability that the server is busy when the customer arrives)

\(W^*(D)(\theta)\): the LST of the actual waiting time of the customer who arrives during the dormant period (including the probability that the server is in a dormant period when the customer arrives)

\(W^*(V)(\theta)\): the LST of the actual waiting time of the customer who arrives during the vacation (including the probability that the server is busy when the customer arrives).

First, we obtain \(W^*(B)(\theta)\). The virtual waiting time in this case is the sum of

(i) the remaining service and

(ii) the service times of the waiting customers.

Information concerning (i) and (ii) is contained in \(p^*(B)(z, \theta)\) in (2.24). Using (2.22), (2.30), (2.40) and \((\theta I + C + zD)^{-1} = \Xi(z)Dg \left\{ \frac{1}{\theta - \alpha(z)} \right\}_{i=1}^m \Xi^{-1}(z)\), we can rewrite (2.24) as

\[p^*(B)(z, \theta) = (1 - \rho)\]

\[\times \left[ \phi^C \sum_{n=0}^{N-1} \psi_n z^n \Xi(z)Dg \left\{ \frac{\alpha(z)H'(\alpha(z))}{\theta - \alpha(z)} \right\}_{i=1}^m \Xi^{-1}(z) \right. \]

\[+ \phi^V \alpha \Xi(z)Dg \left\{ \frac{1 - V'(\alpha(z))H'(\alpha(z))}{E(V)\theta - \alpha(z)} \right\}_{i=1}^m \Xi^{-1}(z) \]

\[\left. \times \Xi(z)Dg \left\{ \frac{zS'(\alpha(z)) - S'(\theta)}{S'(\alpha(z)) - z} \right\}_{i=1}^m \Xi^{-1}(z). \]

Thus, the LST \(W^*(B)(\theta)\) becomes
where $D/\lambda$ is the factor that converts the virtual phase probabilities to actual phase probabilities.

Now, we obtain $W_A^{(D)}(\theta)$. If the virtual customer arrives during the dormant period and sees $k$ customers, his waiting time is the sum of

(i) the service times of those $k$ customers,
(ii) the time until $(N - k - 1)$ more customers arrive and
(iii) the set-up time.

The system is idle with probability $(1 - \rho)$. Thus $(1 - \rho)\phi^{(D)} \sum_{k=0}^{N-1} \psi_k z^k$ is the joint vector generating function of the number of customers that are found by the virtual customer who arrives during the dormant period. Using (2.48), we get

$$W_A^{(D)}(\theta) = (1 - \rho)\phi^{(D)} \sum_{k=0}^{N-1} \psi_k [S^*(\theta)]^k D\frac{e^{\theta(S^*(\theta))}}{D(\theta)} e^{\theta(S^*(\theta))} \Xi(S^*(\theta))$$

Now, we obtain $W_A^{(V)}(\theta)$. Consider the virtual customer who arrives during a vacation. Suppose $k$ customers arrive during the elapsed vacation and $l$ customers arrive during the remaining vacation. Then we have two cases:

**Case 1:** If $k + l + 1 \geq N$, the virtual waiting time is the sum of

(i) the remaining vacation time,
(ii) the $k$ service times and
(iii) the set-up time.

**Case 2:** If $k + l + 1 \leq N - 1$, the virtual waiting time is the sum of

(i) the remaining vacation time,
(ii) the time until $N - (k + l + 1)$ more customers arrive,
(iii) the $k$ service times and
(iv) the set-up time.

Obtaining the LST of the actual waiting time due to (i) and (ii) of Case 1 and (i) and (iii) of Case 2 requires the joint transform of the number of customers that arrive during the elapsed vacation time, the number of customers that arrive during the remaining vacation, and the length of the remaining vacation time. For this purpose, we employ the approach used in Kasahara, et al. [2], which is presented in Appendix II.

To compute the waiting time due to (ii) of Case 2, we can use (2.48). Then, the LST of the actual waiting time during the vacation can be expressed as

$$W_A^{(V)}(\theta) = (1 - \rho)\phi^{(V)} \Xi(S^*(\theta)) D\frac{e^{\theta(S^*(\theta))}}{D(\theta)} e^{\theta(S^*(\theta))} \Xi(S^*(\theta))$$

$$+ \sum_{k=0}^{N-2} \sum_{l=0}^{N-k-2} \Omega_{k,l}(\theta)[S^*(\theta)]^k T_{N-k-l-1}(\theta) e^{H^*(\theta)}$$

$$+ \sum_{k=0}^{N-2} \sum_{l=0}^{N-k-2} \Omega_{k,l}(\theta)[S^*(\theta)]^k T_{N-k-l-1}(\theta) e^{H^*(\theta)}$$

$$+ \sum_{k=0}^{N-2} \sum_{l=0}^{N-k-2} \Omega_{k,l}(\theta)[S^*(\theta)]^k T_{N-k-l-1}(\theta) e^{H^*(\theta)}$$

(4.3)
\[= (1 - \rho)\phi(V)\kappa \left\{ \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \Omega_{k,l}(\theta)[S^*(\theta)]^k \right. \\
\left. + \sum_{k=0}^{N-2} \sum_{l=0}^{N-k-2} \Omega_{k,l}(\theta)[S^*(\theta)]^k [T_{N-k-l-1}^* - I] \right\} e^{H^*(\theta)}. \]

To simplify the term \[\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} [S^*(\theta)]^k \Omega_{k,l}(\theta)e \] contained in (3.4), let \(\omega^*_v(z, \theta)\) be the joint transform of the number of customers that arrive during the elapsed vacation (based on the actual arrival point) and the length of the remaining vacation time with the phase at the start of the vacation being in \(i\). Let its column vector be \(\omega^*(z, \theta)\). Then, from (II-1) of Appendix II, we have

\[\omega^*(z, \theta) = \Omega^*(z_1, z_2, \theta)e \mid z_1 = z_2 = 1 \]

(3.5a)

\[= \int \int e^{(C+D)t}P \left[ I + \sum_{n=1}^{\infty} \frac{(x-t)^n}{n!} (C + D)^n \right] ee^{-}\theta(x-t) \frac{x(x)}{E(V)} dtdx. \]

From \((C + D)^n e = 0, (n \geq 1)\) and (I-3) of Appendix I, (3.5a) is reduced to

\[\omega^*(z, \theta) = \Xi(z)D_g \left\{ \frac{V^*(a_z(z))-V^*(\theta)}{E(V)[\theta - a_z(z)]} \right\} \Xi^{-1}(z) \frac{P}{\lambda} e. \]

(3.5b)

Then, we have

\[\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} [S^*(\theta)]^k \Omega_{k,l}(\theta)e = \omega^*(S^*(\theta), \theta) \]

(3.6)

\[= \Xi(S^*(\theta))D_g \left\{ \frac{V^*(a_z(S^*(\theta)))-V^*(\theta)}{E(V)[\theta - a_z(S^*(\theta))]} \right\} \Xi^{-1}(S^*(\theta)) \frac{P}{\lambda} e. \]

Using (3.6) in (3.4), we get

\[W^{(V)}_A(\theta) = (1 - \rho)\phi(V)\kappa \Xi(S^*(\theta))D_g \left\{ \frac{V^*(a_z(S^*(\theta)))-V^*(\theta)}{E(V)[\theta - a_z(S^*(\theta))]} \right\} \Xi^{-1}(S^*(\theta)) \frac{P}{\lambda} e \]

\[+ \sum_{k=0}^{N-2} \sum_{l=0}^{N-k-2} \Omega_{k,l}(\theta)[S^*(\theta)]^k [T_{N-k-l-1}^* - I] e \right\} H^*(\theta). \]

(3.7)

Now, we obtain \(W^{(S)}_A(\theta)\). The virtual waiting time in this case is the sum of

(i) the remaining set-up time and

(ii) the service times of the waiting customers.

We can use (2.23) for this purpose. Using (2.19d), (2.28), (2.30), (2.38), and

\((\theta I + C + zD)^{-1} = \Xi(z)D_g \left\{ \frac{1}{\theta - a_z(z)} \right\} \Xi^{-1}(z)\), Equation (2.23) becomes
\[ p^{(S)}(z, \theta) = (1 - \rho) \left[ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n z^n \Xi(z) D_\theta \left\{ \frac{\alpha_1(z)}{\theta - \alpha_1(z)} \right\}_j \Xi^{-1}(z) \right. \]

\[ - \phi^{(V)} \kappa \Xi(z) D_\theta \left\{ \frac{V^*(\alpha_1(z))}{E(V)^{\theta - \alpha_1(z)}} \right\}_j \Xi^{-1}(z) \]

\[ \times \Xi(z) D_\theta \left\{ H^*(\theta) - H^*(\alpha_1(z)) \right\}_j \Xi^{-1}(z) \]  

(3.8)

Thus, we get

\[ W_A^{(S)}(\theta) = p^{(S)}(z, \theta) \mid_{z = S^*(\theta)} \frac{\partial}{\partial \lambda} e = (1 - \rho) \]

\[ \times \left[ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n [S^*(\theta)]^n \Xi(S^*(\theta)) D_\theta \left\{ \frac{\alpha_1(S^*(\theta))}{\theta - \alpha_1(S^*(\theta))} \right\}_j \Xi^{-1}(S^*(\theta)) \right. \]

\[ - \phi^{(V)} \kappa \Xi(S^*(\theta)) D_\theta \left\{ \frac{V^*(\alpha_1(S^*(\theta)))}{E(V)^{\theta - \alpha_1(S^*(\theta))}} \right\}_j \Xi^{-1}(S^*(\theta)) \]

\[ \times \Xi(S^*(\theta)) D_\theta \left\{ H^*(\theta) - H^*(\alpha_1(S^*(\theta))) \right\}_j \Xi^{-1}(S^*(\theta)) \frac{\partial}{\partial \lambda} e. \]

(3.9)

Then, using (3.2), (3.3), (3.7) and (3.9), we get the LST of the actual waiting time as

\[ W_A(\theta) = W_A^{(V)}(\theta) + W_A^{(D)}(\theta) + W_A^{(S)}(\theta) + W_A^{(B)}(\theta) \]

\[ = \left\{ \phi^{(D)} \sum_{k=0}^{N-1} \psi_k [S^*(\theta)]^k H^*(\theta) + \phi^{(V)} \kappa \left[ \frac{1 - V^*(\theta)}{E(V)^{\theta}} \right] H^*(\theta) + \phi^{(S)} \kappa \left[ \frac{1 - H^*(\theta)}{E(H)^{\theta}} \right] \right\} \]

\[ \times \Xi(S^*(\theta)) D_\theta \left\{ \frac{(1 - \rho) \theta}{\theta - \alpha_1(S^*(\theta))} \right\}_j \Xi^{-1}(S^*(\theta)) \frac{\partial}{\partial \lambda} e \]

(3.10a)

\[ + (1 - \rho) \phi^{(D)} \sum_{k=0}^{N-1} \psi_k [S^*(\theta)]^k \frac{\partial}{\partial \lambda} [T_{N-k-1}(\theta) - I] e H^*(\theta) \]

\[ + (1 - \rho) \phi^{(V)} \kappa \sum_{k=0}^{N-2} \sum_{l=0}^{N-k-2} [S^*(\theta)]^k \Omega_{k,l}(\theta) [T_{N-k-l-1}(\theta) - I] e H^*(\theta) \]

or, in matrix-analytic notations,

\[ W_A(\theta) = \left\{ \phi^{(D)} \sum_{k=0}^{N-1} \psi_k [S^*(\theta)]^k H^*(\theta) + \phi^{(V)} \kappa \left[ \frac{1 - V^*(\theta)}{E(V)^{\theta}} \right] H^*(\theta) + \phi^{(S)} \kappa \left[ \frac{1 - H^*(\theta)}{E(H)^{\theta}} \right] \right\} \]
4. Mean Performance Measures

In this section, we derive the algorithm to compute the mean queue length and the mean waiting time.

4.1 The Mean Queue Length

We can get the mean queue length \( L_D = X^{(1)}(1)e \) at departures by following the standard procedure presented in Lucantoni, et al. [10]. We first rewrite (2.46) as

\[
X(z)[zI - A(z)] = \frac{1-\rho}{\lambda} \left\{ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n z^n (C + zD) + \frac{1}{\pi^{(V)}} \phi^{(V)} \kappa [V(z) - I] \right\} + \frac{1}{\pi^{(H)}} \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} z^n (C + zD) + V(z) \right] (H(z) - I) A(z). \tag{4.1}
\]

Using \( z = 1 \) in (4.1) and adding \( X(1)e\pi \) to both sides, we get

\[
X(1) = \pi + \frac{1-\rho}{\lambda} \epsilon \left\{ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n (C + D) + \frac{1}{\pi^{(V)}} \phi^{(V)} \kappa (V - I) \right\} + \frac{1}{\pi^{(H)}} \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} (C + D) + V \right] (H - I) \epsilon A(I - A + \epsilon \pi)^{-1}. \tag{4.2}
\]

Let \( U(z) \) be the right-hand side of (4.1). Then, we get

\[
U^{(1)}(1) = \frac{1-\rho}{\lambda} \left\{ \phi^{(D)} \sum_{n=0}^{N-1} n \psi_n (C + D) + \phi^{(D)} \sum_{n=0}^{N-1} \psi_n D \right\} + \frac{1}{\pi^{(V)}} \phi^{(V)} \kappa V^{(1)}(1) \tag{4.3}
\]
\[ + \frac{1}{E[H]} \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} n \Phi_n (-C)^{-1} (C + D) + \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} D + V^{(1)}(1) \right] (H - I) \]

\[ + \frac{1}{E[H]} \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} (C + D) + V \right] H^{(1)}(a) A \]

\[ + \frac{1 - \rho}{\lambda} \left\{ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n (C + D) + \frac{1}{E[V]} \phi^{(V)} \kappa (V - I) \right\} \]

\[ + \frac{1}{E[H]} \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} (C + D) + V \right] (H - I) A^{(1)}(1) \]

and

\[ U^{(2)}(1)e = \frac{1 - \rho}{\lambda} \left\{ 2 \phi^{(D)} \sum_{n=0}^{N-1} n \psi_n D e + \frac{1}{E[V]} \phi^{(V)} \kappa V^{(2)}(1)e \right\} \]

\[ + \frac{2(1 - \rho)}{\lambda} \left\{ \phi^{(D)} \sum_{n=0}^{N-1} n \psi_n (C + D) + \phi^{(2)} \sum_{n=0}^{N-1} \psi_n D \right\} \]

\[ + \frac{1}{E[V]} \phi^{(V)} \kappa V^{(1)}(1) \]

\[ + \frac{1}{E[H]} \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} n \Phi_n (-C)^{-1} (C + D) + \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} D + V^{(1)}(1) \right] (H - I) \]

\[ + \frac{1}{E[H]} \phi^{(S)} \kappa \left[ \sum_{n=0}^{N-1} \Phi_n (-C)^{-1} (C + D) + V \right] H^{(1)}(1) A^{(1)}(1)e \]
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\[ L_D = \mathbf{X}^{(1)}(1)\mathbf{e} \]

\[ = \frac{1}{\pi^{(1)}}\left\{ \mathbf{X}(1)\mathbf{A}^{(2)}(1)\mathbf{e} + \mathbf{U}^{(2)}(1)\mathbf{e} \right\} \quad (4.5) \]

\[ + 2[\mathbf{U}^{(1)}(1) - \mathbf{X}(1)(\mathbf{I} - \mathbf{A}^{(1)}(1))](\mathbf{I} - \mathbf{A} + \varepsilon\pi)^{-1}\mathbf{\beta}]. \]

Then, the mean queue length at an arbitrary time can be obtained, from (2.47), as

\[ L = \mathbf{Y}^{(1)}(1)\mathbf{e} \]

\[ = L_D + \left[ \frac{1}{\pi} \mathbf{D} - \mathbf{X}(1) \right] (\varepsilon\pi + \mathbf{C} + \mathbf{D})^{-1}\mathbf{D} \mathbf{e}. \quad (4.6) \]

4.2 The Mean Waiting Time

We rewrite (3.10b) as

\[ W_A^*(\theta) = (1 - \rho)\phi^{(D)}\sum_{k=0}^{N-1} \rho_k[S^{*}(\theta)]^kH^*(\theta)\frac{D}{N}T_{N-k-1}(\theta) - \mathbf{I}\mathbf{e} \]

\[ + (1 - \rho)\phi^{(V)}\sum_{k=0}^{N-2} \sum_{l=0}^{N-k-2} [S^{*}(\theta)]^k\Omega_{k,l}(\theta)H^*(\theta)T_{N-k-l-1}(\theta) - \mathbf{I}\mathbf{e} \]

\[ + \tilde{W}_{N,\text{setup}}^*(\theta)\frac{D}{N}\mathbf{e} \]

where

\[ \tilde{W}_{N,\text{setup}}^*(\theta) = \left\{ \phi^{(D)}\sum_{k=0}^{N-1} \rho_k[S^{*}(\theta)]^kH^*(\theta) + \phi^{(V)}\kappa \left[ \frac{1}{\pi V(\theta)} \right] H^*(\theta) \right\} \]

\[ + \phi^{(S)}\kappa \left[ \frac{1}{\rho H(\theta)} \right] \}

\[ (1 - \rho)\theta[\theta\mathbf{I} + \mathbf{C} + S^{*}(\theta)\mathbf{D}]^{-1}. \quad (4.8) \]

Then the mean waiting time can be obtained from
\[ W_A = - W^{(1)}_A(0) = (1 - \rho) \left[ \phi^{(D)} \sum_{k=0}^{N-1} \psi_n \kappa \Omega_{k,l} \tau_{N-k-l} + \phi^{(V)} \sum_{k=0}^{N-2} \sum_{l=0}^{N-k-2} \Omega_{k,l} \tau_{N-k-l-1} \right] \]

\[ - \tilde{W}^{(1)}_{N, \text{setup}}(0) \frac{\partial e}{\partial \pi} \]

where \( \Omega_{k,l} \) can be obtained from (II-6) of Appendix II and \( \tau_n \) can be obtained from (2.50).

We rewrite (4.8) as

\[ \tilde{W}^{*}_{N, \text{setup}}(\theta)[\theta I + C + S^*(\theta)D] = (1 - \rho) \left\{ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n [S^*(\theta)]^n \theta H^*(\theta) \right\} \]

\[ + \frac{1}{E(V)} \phi^{(V)} \kappa [1 - V^*(\theta)]H^*(\theta) + \frac{1}{E(V)} \phi^{(S)} \kappa [1 - H^*(\theta)] \}

Then, we easily get

\[ \tilde{W}^{*}_{N}(0) = \pi. \] (4.11)

Differentiating (4.10) with respect to \( \theta \), we get

\[ \tilde{W}^{(1)}_{N, \text{setup}}(\theta)[\theta I + C + S^*(\theta)D] + \tilde{W}^{*}_{N, \text{setup}}(\theta)[I + S^{(1)}(\theta)D] \]

\[ = (1 - \rho) \left\{ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n n [S^*(\theta)]^{n-1} S^{(1)}(\theta)\theta H^*(\theta) \right\} \]

\[ + \phi^{(D)} \sum_{n=0}^{N-1} \psi_n [S^*(\theta)]^n H^*(\theta) + \phi^{(D)} \sum_{n=0}^{N-1} \psi_n [S^*(\theta)]^n H^{(1)}(\theta) \]

\[ - \frac{1}{E(V)} \phi^{(V)} \kappa V^{(1)}(\theta) H^*(\theta) + \frac{1}{E(V)} \kappa [1 - V^*(\theta)]H^{(1)}(\theta) \]

\[ - \frac{1}{E(V)} \phi^{(S)} \kappa H^{(1)}(\theta) \}

where \( f^{(1)}(x) = \frac{d}{dx} f(x) \). Using \( \theta = 0 \) in (4.12) and adding \( \tilde{W}^{(1)}_{N}(0)e\pi \) to both sides yields

\[ \tilde{W}^{(1)}_{N, \text{setup}}(0) = [\tilde{W}^{*}_{N, \text{setup}}(0)e] \pi \]

\[ + (1 - \rho) \left\{ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n + (\phi^{(V)} + \phi^{(S)}) \kappa - \frac{1}{\rho} \pi [I - E(S)D] (e\pi + C + D)^{-1} \}

Postmultiplying (4.13) by \( De \) yields
\[
\tilde{W}^{x(1)}_{N,\text{setup}}(0)e = \lambda \tilde{W}^{x(1)}_{N,\text{setup}}(0)e
\]

(4.14)

\[
+ (1 - \rho) \left\{ \phi^{(D)} \sum_{n=0}^{N-1} \psi_n + (\phi^{(V)} + \phi^{(S)}) \kappa - \frac{1}{1 - \rho} \pi [I - E(S)D] (e\pi + C + D)^{-1} De. \right\}
\]

Differentiating (4.12) once more, using \(\theta = 0\) and postmultiplying \(e\) yields

\[
\tilde{W}^{x(1)}_{N,\text{setup}}(0)e = E(S) \tilde{W}^{x(1)}_{N,\text{setup}}(0)e - \frac{1}{2} \lambda E(S^2)
\]

(4.15)

\[
- (1 - \rho) \left\{ \phi^{(D)} \left[ E(S) \sum_{n=1}^{N-1} n\psi_n e + E(H) \right] + \phi^{(V)} \left[ \frac{E(V)}{2E(V)} + E(H) \right] + \phi^{(S)} \frac{E(H^2)}{2E(H)} \right\}.
\]

From (4.14) and (4.15), we get

\[
- \tilde{W}^{x(1)}_{N,\text{setup}}(0)\frac{DE}{\lambda} = \frac{\lambda E(S^2)}{2(1 - \rho)} + \phi^{(D)} \left[ E(S) \sum_{n=1}^{N-1} n\psi_n e + E(H) \right]
\]

\[
+ \phi^{(V)} \left[ \frac{E(V)}{2E(V)} + E(H) \right] + \phi^{(S)} \frac{E(H^2)}{2E(H)}
\]

(4.16)

\[
+ \left\{ \frac{1}{1 - \rho} \pi [I - E(S)D] - \phi^{(D)} \sum_{n=0}^{N-1} \psi_n - (\phi^{(V)} + \phi^{(S)}) \kappa \right\} (e\pi + C + D)^{-1} \frac{DE}{\lambda} e.
\]

We finally using (4.16) in (4.9) to obtain the mean waiting time as

\[
W_A = \frac{\lambda E(S^2)}{2(1 - \rho)} + \phi^{(D)} \left[ E(S) \sum_{n=1}^{N-1} n\psi_n e + E(H) \right]
\]

\[
+ \phi^{(V)} \left[ \frac{E(V)}{2E(V)} + E(H) \right] + \phi^{(S)} \frac{E(H^2)}{2E(H)}
\]

(4.17)

\[
+ (1 - \rho) \phi^{(D)} \sum_{n=0}^{N-1} \psi_n \frac{D}{\lambda} \tau_{N-n-1} + (1 - \rho) \phi^{(V)} \kappa \sum_{k=0}^{N-2} \sum_{l=0}^{N-2-k-2} \Omega_{kl} \tau_{N-k-l-1}
\]

\[
+ \left\{ \frac{1}{1 - \rho} \pi [I - E(S)D] - \phi^{(D)} \sum_{n=0}^{N-1} \psi_n - (\phi^{(V)} + \phi^{(S)}) \kappa \right\} (e\pi + C + D)^{-1} \frac{DE}{\lambda} e.
\]
5. Special Cases

Let us show some special cases.

5.1 M/G/1 Queue with Single Vacation

In this case, we have $C = -\lambda$, $D = \lambda$, $N = 1$, $\phi^{(S)} = 0$, $H^*(\theta) = 1$, $V_0 = V^*(\lambda)$, $\phi^{(V)} = \frac{\lambda E(V)}{V^*(\lambda) + \lambda E(V)}$, $\phi^{(D)} = \frac{V^*(\lambda)}{V^*(\lambda) + \lambda E(V)}$, $\Phi_0 = 1$, $V^+(z) = \frac{1 - V^*(\lambda - \lambda z)}{V^*(\lambda) + \lambda E(V)}$.

Using these in (2.62), (2.63) and (3.10), we get the well-known results,

$$Y(z) = X(z) = \left[ \frac{\lambda E(V)}{V^*(\lambda) + \lambda E(V)} \frac{1 - V^*(\lambda - \lambda z)}{\lambda (1 - z) E(V)} + \frac{V^*(\lambda)}{V^*(\lambda) + \lambda E(V)} \right]$$

\begin{equation}
\times \frac{(1 - \rho)(z - 1)S^*(\lambda - \lambda z)}{z - S^*(\lambda - \lambda z)}
\end{equation}

$$W^*_A(\theta) = \left[ \frac{\lambda E(V)}{V^*(\lambda) + \lambda E(V)} \frac{1 - V^*(\theta)}{\theta E(V)} + \frac{V^*(\lambda)}{V^*(\lambda) + \lambda E(V)} \right] \frac{\theta(1 - \rho)}{\theta - \lambda \lambda S^*(\theta)}.
\end{equation}

5.2 MAP/G/1 Queue with Single Vacation

In this case, we have $N = 1$, $\phi^{(S)} = 0$, $H^*(\theta) = 1$, $\phi^{(D)} = \frac{\kappa V_0(-C)^{-1}e}{\kappa V_0(-C)^{-1}e + E(V)}$, $\phi^{(V)} = \frac{E(V)}{\kappa V_0(-C)^{-1}e + E(V)}$, $\psi_0 = \frac{\kappa V_0(-C)^{-1}e}{\kappa V_0(-C)^{-1}e + E(V)}$ and $\psi_n = 0$, $n \geq 1$. Using these in (2.62), (2.63), (3.10) and (4.17), we get

$$Y(z) = \left[ \frac{\kappa V_0(-C)^{-1}e}{\kappa V_0(-C)^{-1}e + E(V)} + \frac{\kappa V_0(-C)^{-1}e + E(V)}{\kappa V_0(-C)^{-1}e + E(V)} \kappa V^+(z) \right]$$

\begin{equation}
\times (1 - \rho)(z - 1)A(z)[zI - A(z)]^{-1}
\end{equation}

$$X(z) = \left[ \frac{\kappa V_0(-C)^{-1}e}{\kappa V_0(-C)^{-1}e + E(V)} + \frac{E(V)}{\kappa V_0(-C)^{-1}e + E(V)} \kappa V^+(z) \right]$$

\begin{equation}
\times (1 - \rho)(C + zD)A(z)[zI - A(z)]^{-1}
\end{equation}

$$W^*_A(\theta) = \left[ \frac{\kappa V_0(-C)^{-1}e}{\kappa V_0(-C)^{-1}e + E(V)} + \frac{E(V)}{\kappa V_0(-C)^{-1}e + E(V)} \kappa \frac{1 - V^*(\theta)}{\theta E(V)} \right]$$

\begin{equation}
\times (1 - \rho)\frac{\theta I + C + S^*(\theta)D}{\theta}^{-1}P \frac{E(V)}{\kappa V_0(-C)^{-1}e + E(V)}
\end{equation}

$$W_A = \frac{\lambda E(S^2)}{2(1 - \rho)} + \phi^{(V)} \frac{E(V)}{2E(V)}
\end{equation}
\[ + \left\{ \frac{1}{1-\pi} \left[ I - E(S)D \right] - \phi^{(D)} \psi_0 - \phi^{(V)} \kappa \right\} (e\pi + C + D)^{-1} e. \]

5.3 MAP/G/1 Queue with a Single Vacation and N-Policy

The results of this case can be obtained by simply using \( \phi^{(S)} = 0 \) and \( H^*(\theta) = 1 \) in (2.62), (2.63), (3.10b) and (4.17).

References

Appendix I: Representations in Matrix-Analytic Notations

Since \( a_1(z), \ldots, a_m(z) \) are eigenvectors of the matrix \( - (C + zD) \), we have (Strang [17])
\[
(C + zD) = \Xi(z) D_g \{ a_i(z) \}_{i=1}^m \Xi^{-1}(z),
\]
(I-1)
\[
(C + zD)^{-1} = \Xi(z) D_g \left\{ \frac{1}{a_i(z)} \right\}_{i=1}^m \Xi^{-1}(z),
\]
and
\[
e^{(C+D)x} = \sum_{n=0}^\infty \frac{(C+D)x^n}{n!} = \Xi(z) D_g \{ e^{-a_i(z)x} \}_{i=1}^m \Xi^{-1}(z).
\]
(I-3)

Let \( A(z) \) be the matrix generating function of the number of customers that arrive during a service time. Then, we have (Lucantoni, et al. [10])
\[
A(z) = \int_0^\infty e^{(C+D)x} dS(x).
\]
(I-4)

Using (I-3), we get the identity
\[
A(z) = \Xi(z) D_g \{ S^+(a_i(z)) \}_{i=1}^m \Xi^{-1}(z).
\]
(I-5)

Then we get
\[
[zI - A(z)]^{-1} = \Xi(z) D_g \left\{ \frac{1}{z - S^+(a_i(z))} \right\}_{i=1}^m \Xi^{-1}(z).
\]
(I-6)

Similarly, let \( V(z) \) be the matrix generating function of the number of customers that arrive during a vacation time. Then, analogously with (I-5), we get
\[
V(z) = \Xi(z) D_g \{ V^+(a_i(z)) \}_{i=1}^m \Xi^{-1}(z).
\]
(I-7)

For later use, let \( V^+(z) \) be the matrix generating function of the number of customers that arrive during an elapsed (or remaining) vacation time. Then, after using (I-3), we obtain
\[
V^+(z) = \int_0^\infty e^{(C+D)x} \left[ \frac{1-V(z)}{E(V)} \right] dS(x)
\]
\[
= \int_0^\infty \Xi(z) D_g \{ e^{-a_i(z)x} \}_{i=1}^m \Xi^{-1}(z) \frac{1-V(z)}{E(V)} dS(x)
\]
(I-8)
\[
\Xi(z)D_g \left\{ \int_0^\infty e^{-\alpha(z)x} \frac{1-V'(x)}{E(V'(x))} \, dx \right\}_{i=1}^m \Xi^{-1}(z)
\]

\[
\Xi(z)D_g \left\{ \frac{1-V'(\alpha(z))}{E(V'(\alpha(z)))} \right\}_{i=1}^m \Xi^{-1}(z).
\]

We note that \( A(z), V(z), (C+zD) \) and \( V^+(z) \) commute with each other. From (I-5) and (I-7), (I-8) becomes, in matrix-analytic notations,

\[
V^+(z) = \frac{1}{E(V)} [\Xi(z)I\Xi^{-1}(z) - \Xi(z)D_g \{V^+(\alpha_i(z))\}_{i=1}^m \Xi^{-1}(z)]
\]

\[
\times \Xi(z)D_g \left\{ \frac{1}{\alpha_i(z)} \right\}_{i=1}^m \Xi^{-1}(z)
\]

\[
= \frac{[V(z)-I][C+zD]^{-1}}{E(V)}
\]

\[
= \frac{(C+zD)^{-1}[V(z)-I]}{E(V)}.
\]

Likewise, for the setup time \( H \), we have

\[
H(z) = \Xi(z)D_g \{H^+(\alpha_i(z))\}_{i=1}^m \Xi^{-1}(z)
\]

(I-10)

and

\[
H^+(z) = \Xi(z)D_g \left\{ \frac{1-H^+(\alpha_i(z))}{E(H^+(\alpha_i(z)))} \right\}_{i=1}^m \Xi^{-1}(z)
\]

\[
= \frac{[H(z)-I][C+zD]^{-1}}{E(H)}.
\]

(I-11)

Appendix II The Approach of Kasahara, et al. [2]

Let us define \( (\Omega_{k,l}(y))_{ij} \) as the probability that, given the phase being in \( i \) at the beginning of the vacation and an actual customer arrival during the vacation, \( k \) customers arrive during the elapsed vacation time, \( l \) customers arrive during the remaining vacation time, the remaining vacation time is less than or equal to \( y \) and the phase is \( j \) at the end of the vacation. Let us define the joint matrix transform \( \Omega^*(z_1, z_2, \theta) \) as

\[
\Omega^*(z_1, z_2, \theta) = \int_0^\infty \sum_{k=0}^\infty \sum_{l=0}^\infty z_1^k z_2^l e^{-\theta y} d\Omega_{kl}(y)
\]

(II-1)
\[
\int_{x=0}^{\infty} \frac{x \cdot e^{\left(C + z_1 D\right)x} \cdot e^{-\theta x} \cdot e^{-\frac{\theta x}{\mathcal{E}(V)}}}{x} \, dx.
\]

Kasahara et al. [2] showed that

\[
\Omega^* (z_1, z_2, \theta) = \int_{x=0}^{\infty} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{\nu(x-t)^m}{n!m!} (\Theta I + C + z_1 D)^n \frac{\nu(x)}{\mathcal{E}(V)} dtx
\]

where \( \Theta = \max(-C) \).

They also showed that the following recursions hold

\[
F_{k+1,l}(n, m) = \begin{cases} 
(\Theta I + C) F_{k,l}(0, m), & (n = 0) \\
(\Theta I + C) F_{k,l}(n, m) + D F_{k,l}(n - 1, m), & (1 \leq n \leq k - 1) \\
D F_{k,l}(k, m), & (n = k + 1)
\end{cases}
\]

where the matrix \( F_{k,l}(n, m) \) satisfies

\[
(\Theta I + C + z_1 D)^n \frac{\nu(x)}{\mathcal{E}(V)} = \sum_{k=0}^{n} \sum_{l=0}^{m} z_1^k z_2^l F_{k,l}(n, m)
\]

with \( F_{0,0}(0, 0) = \frac{\nu}{\mathcal{E}(V)} \).

Using (II-3c) in (II-2), we get

\[
\Omega^* (z_1, z_2, \theta) = \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} z_1^k z_2^l \int_{x=0}^{\infty} e^{-\theta x} e^{-\frac{\theta x}{\mathcal{E}(V)}} \frac{\nu(x)}{\mathcal{E}(V)} \, dx
\]

\[
\times \sum_{n=k}^{\infty} \sum_{m=l}^{\infty} \frac{\nu(x-t)^m}{n!m!} F_{n,m}(k, l) dtx.
\]

Then, we obtain the coefficient matrix \( \Omega^*_{kl}(\theta) = \sum_{y=0}^{\infty} e^{-\theta y} d\Omega_{kl}(y) \) of \( \Omega^* (z_1, z_2, \theta) \) as...
\[ \Omega_{k,l}(\theta) = \int_{x=0}^{\infty} \int_{t=0}^{x} e^{\theta t} e^{-((\theta+\theta)\chi x)} v(x) \left( \sum_{n=k}^{\infty} \sum_{m=1}^{n} \frac{\theta(x)}{\theta m} F_{n,m}(k, l) \right) dt dx. \]  

(II.5)

Setting \( \theta = 0 \), we get

\[ \Omega_{k,l} = \sum_{n=k}^{\infty} \sum_{m=1}^{n} \gamma_{n,m} F_{n,m}(k, l) \]  

(II-6)

where

\[ \gamma_{n,m} = \frac{1}{E(V)[n+m+1]} \int_{0}^{\infty} x^{n+m+1} e^{-\theta x} v(x) dx. \]  

(II-7)

Appendix III Proof of Theorem 3

From (2.36) and after using \((C + DG)e = 0, H(G)e = e\) and \(\frac{d}{dz} G(z) \mid_{z=1} e = \mu\), we have

\[ \kappa^{*} = \frac{d}{dz} K(z) \mid_{z=1} e \]

\[ = \left[ \sum_{n=0}^{N-1} \Phi_{n}(-C)^{-1} G^{n} D \mu + \frac{d}{dz} V(G(z)) \mid_{z=1} e \right] \]  

(III-1)

\[ + \left[ \sum_{n=0}^{N-1} \Phi_{n}(-C)^{-1} G^{n}(C + DG) + V(G) \right] \frac{d}{dz} H(G(z)) \mid_{z=1} e. \]

(\(\mu\) is given by \(\mu = \frac{d}{dz} G(z) \mid_{z=1} e = (I - G + \rho g)[I - A + (e - \beta)g]^{-1} e\), where \(\beta\) is the mean number of customers that arrive during a service time and is given by (see Neuts [12])

\[ \beta = \frac{d}{dz} A(z) \mid_{z=1} e = \rho e + (e\pi + C + D)^{-1}(A - I)De. \]

Using

\[ \frac{d}{dz} e^{(C + DG(z)x} = \sum_{n=1}^{\infty} \sum_{k=1}^{n-1} (C + DG(z))^{k} D \left[ \frac{d}{dz} G(z) \right] (C + DG(z))^{n-1-k} \]

and

\[ (C + DG)^{n-k} e = 0, (k \leq n - 2), \]

we get

\[ \frac{d}{dz} e^{(C + DG(z)x} \mid_{z=1} e = \sum_{n=1}^{\infty} \frac{\mu}{n!} (C + DG)^{n-1} D \mu. \]
Thus, we get

$$\frac{d}{dz}V(G(z))\big|_{z=1} e = \int_0^\infty \sum_{n=1}^\infty \left( (C + DG)^n - I \right) D\mu dV(x).$$  (III-2)

Multiplying (III-2) by \( I = (eg + C + DG)^{-1}(eg + C + DG) \) and using \( g(C + DG)^{-1} = 0, (n \geq 2) \), we get

$$\frac{d}{dz}V(G(z))\big|_{z=1} e$$

$$= (eg + C + DG)^{-1} \int_0^\infty \left( xeg \mathcal{D}\mu + (e^{(C + DG)x} - I)D\mu \right) dV(x).$$  (III-3)

Using \( gD\mu = \lambda/(1-\rho) \) (Lucantoni et al. [10]) and \( \int_0^\infty e^{(C + DG)x} dV(x) = V(G) \), we get

$$\frac{d}{dz}V(G(z))\big|_{z=1} e = \left\{ \frac{\lambda E(V)}{1-\rho} e + [V(G) - I](eg + C + DG)^{-1} D\mu \right\}$$  (III-4)

where we used \((eg + C + DG)e = e\) and \((eg + C + DG)^{-1} e = e\).

Similarly, we get

$$\frac{d}{dz}H(G(z))\big|_{z=1} e = \left\{ \frac{\lambda E(H)}{1-\rho} e + [H(G) - I](eg + C + DG)^{-1} D\mu \right\}$$  (III-5)

Using (III-4) and (III-5) in (III-1) with \( g(eg + C + DG)^{-1} = g \) and \( G^ne = e \) completes the proof.