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The distorted-wave Born approximation (DWBA) has been one of the most successful theoretical approaches for treating electron collisions with complicated atoms, and recently the DWBA has been successfully extended to treat electron-impact ionization of molecules. The purpose of this paper is to give an overview of that development and to provide a summary of the recent experimental and theoretical works examining low to intermediate energy electron-impact single ionization of molecules.

1. Introduction

One of the most fundamental, unsolved problems in physics is the few-body problem. The few-body problem arises from the fact that the Schrödinger equation is not analytically solvable for more than two mutually interacting particles. As a result, for three or more particles, theory must resort to significant modeling efforts using approximations, the validity of which is determined by comparison with experiment.

Atomic collisions present a valuable test of these theoretical treatments of the few-body problem for two main reasons. First, the underlying fundamental interaction between the particles in atomic systems, the electromagnetic force, is well understood. In particular, for any two particles, it is known exactly. Consequently, for collisions involving more than two particles, discrepancies between experiment and theory must be attributed to the few-body aspects of the theoretical model. Second, the recent advancements in experimental techniques, such as cold-target recoil-ion momentum spectroscopy (COLTRIMS) [1–5] have allowed for complete kinematic information about every particle in the system to be determined. These fully differential cross-section (FDCS) measurements provide a stringent test for even the best theoretical models.

Advances on the theoretical side now allow for an essentially exact numerical calculation of one of the simplest three-body problems, namely, electron-impact ionization of hydrogen [6–8]. Single ionization of helium with the ion being left in the ground state can also be treated as a 3-body problem, and very good agreement between experiment and theory has been achieved for electron-impact ionization of helium as well [9–12]. However, for heavy particle ionization of helium, agreement between experiment and theory is not as good, particularly for out-of-plane scattering [5]. For single ionization of heavier atoms, and particularly molecules, approximations have to be made. This has led to the development of a number of theoretical models that deal with different targets, impact energies, and geometries. Each model uses different approximations and as a result, the experiments play an important role in verifying the accuracy of theoretical approximations and guiding the calculations.

One of the most successful theoretical approaches for electron-impact ionization of more complicated targets is the distorted-wave Born approximation (DWBA). The DWBA treats single ionization of a complex target as a 3-body problem with the effect of the spectator electrons being represented by a spherically symmetric potential which is used in the Schrödinger equation to calculate the continuum wave functions for the continuum particles. Madison et al. [13] reported the very first DWBA calculation for ionization...
of helium in 1977 and numerous DWBA papers can be found in the literature (for a representative sample of DWBA papers since 1990 see [14–100]). In general, the DWBA tends to give reasonable agreement with the dominant features of the fully differential cross-section (FDCS) measurements for electron-impact ionization of atoms if the incident electron has an energy of about 100 eV or larger.

In the standard DWBA for ionization, the final state wave function is represented as a product of two wave functions which contain no mutual electron-electron repulsion (normally called postcollision interaction or PCI). In 1989, Brauner et al. [101] (to be referred to as BBK) showed that significantly better agreement with experiment could be achieved for electron-impact ionization of atomic hydrogen at lower energies if the PCI was included directly in the final state wave function instead of just the perturbation. Including the PCI in the final state wave function is accomplished by including the Coulomb interaction between the two final state continuum electrons in the final state wave function. The big advantage of including the electron-electron interaction directly in the final state wave function stems from the fact that any physics contained in the wave function is automatically contained to all orders of perturbation theory so the BBK treatment contains the PCI to all orders of perturbation theory.

The BBK final state wave function for ionization of hydrogen is a product of three Coulomb functions—a Coulomb wave for each of the two continuum electrons in the field of a proton and the Coulomb interaction between the two electrons. This 3-Coulomb (3C) wave function was first proposed by Redmond [102] and Rosenberg [103] almost 40 years ago and one of the attractive features of the 3C wave function lies in the fact that it is an exact asymptotic solution of the 3-body problem. The success of the BBK work inspired investigations of other wave functions for 3-continuum particles [104–107]. Alt and Mukhamedzhanov [104] proposed a wave function using local relative momenta which was shown to also be asymptotically correct. Berakdar [105] proposed the dynamic screened 3C (DS3C) wave function. In the DS3C wave function, the momenta are constants while the effective charges are dynamical variables. These charges are chosen such that the wave function has the proper behavior on the Wannier ridge.

The $T$-matrix that needs to be evaluated to calculate the cross-section is a 6-dimensional (6D) integral. However, in the standard DWBA without the PCI, all the angular integrals can be evaluated analytically and only two radial integrals are performed numerically which means that DWBA results can be generated in a few minutes on a single standard processor. On the other hand, if the Coulomb interaction depending on relative electron-electron coordinates is put in the final-state wave function, the angular integrations can no longer be performed analytically which means that a more complicated integral is required. In the BBK work for ionization of atomic hydrogen, all the wave functions were analytic which allowed for a partial analytic integration of the $T$-matrix which simplified the required numerical work.

If the final state Coulomb interaction is included in the standard DWBA approximation using numerical bound and continuum wave functions, a full 6D integral is required for the $T$-matrix. Due to the numerical difficulties associated with evaluating 6D integrals, several approximations have been proposed to simplify the integral. The Coulomb interaction between the two electrons can be expressed as a product of the Gamow factor and a $F_1$ hypergeometric function and it is the hypergeometric function that causes the problem. Botero and Macek [108] (see also Whelan et al. [31, 32]) proposed neglecting the hypergeometric function and just using the Gamow factor. With this approximation, the electron-electron repulsion factors out of the integral and the net effect are to multiply the DWBA amplitude by the Gamow factor. Kheifets et al. [95, 96] recently showed that approximating the Coulomb interaction by the Gamow factor significantly improved agreement between experiment and theory for high energy ionization of inert gases particularly at larger scattering angles. Ward and Macek [109] proposed a low energy approximation keeping the hypergeometric function but evaluating it for an average separation between the electrons. Al-Hagan et al. [110] recently found that this was a good approximation for low energy ionization of molecular hydrogen. Jones et al. [29] argued that the full strength Coulomb interaction between the two continuum electrons may be too strong for small separations so they suggested using the asymptotic form for the hypergeometric function. All of these approximations allow one to include PCI while keeping the calculation difficulty at the same level as the DWBA.

All of the above work focused on approximations for the final state wave function. The BBK approximation uses a plane wave for the incoming electron which is assumed to be OK at least for high energies since it is asymptotically correct. However, for heavy ion impact, Crothers and McCann [111] proposed using an Eikonal initial state (EIS) and this approximation has had huge success for double differential cross-sections (DDCS) for heavy particle ionization. Jones and Madison [112, 113] investigated different possible initial states for electron-impact ionization of atomic hydrogen and they found that the EIS with the 3C final state gave the best agreement with experiment for electron impact ionization as well. In the heavy particle calculations, approximations appropriate for heavy particle DDCS were made such as straight line paths and neglecting some terms in the $T$-matrix. Since these approximations would not be appropriate for FDCS for electron scattering, Jones and Madison performed a full quantum mechanical calculation including all terms in the $T$-matrix.

Subsequently, we successfully applied the same EIS approach to recent 3D FDCS measurements for heavy particle ionization [5, 114–116]. Crothers and McCann labeled their approximation continuum distorted-wave-Eikonal initial state (CDW-EIS). Our approach differed from the numerous CDW-EIS calculations performed for heavy particle scattering in three ways.

(1) All of the CDW-EIS calculations performed in the 1990s for less differential cross-sections used a straight-line semiclassical trajectory for the projectile while we use a full quantum-mechanical treatment.
These straight-line semiclassical trajectory models have been very effective in predicting experimental data for less differential cross-sections. However, these approximations have been shown to be not as reliable for cross-sections differential in the projectile scattering angle [117–124].

(2) We use distorted-waves for the continuum states of the active electron. The previous studies have shown that distorted-waves can improve CDW-EIS calculations in less differential cross-sections [125]. Madison et al. [114] showed that distorted-waves are even more important for FDCS studies.

(3) The exact $T$-matrix can be expressed as the sum of two terms, and all the previous CDW-EIS calculations evaluate only the first term of the sum whereas we evaluate both terms.

Consequently, we labeled our calculation 3DW-EIS to distinguish from the previous CDW-EIS calculations.

For electron-impact ionization of heavier atoms or molecules, it is necessary to use numerical bound state wave functions and numerical distorted-waves for the continuum electrons. If one additionally wants to include the final state electron-electron Coulomb interaction in the final state, one is forced to perform a full numerical 6D integral for the $T$-matrix. Due to the complexity of performing such an integral [126], it was not until 2003 before the first DWBA calculation including PCI was reported by Prideaux and Madison [75] for ionization of argon and krypton. Prideaux and Madison called the DWBA calculation including the full Coulomb PCI the 3-body distorted-wave (3DW) approximation. The difference in computer time between the DWBA and 3DW calculations is a few minutes versus a few days on a single processor.

All the above calculations are based upon first-order perturbation theory. However, one has to be very careful with terminology since any physics contained in the initial or final state wave function is contained to all orders of perturbation theory while the interactions in the perturbation are contained to only first-order. As a result, a first-order calculation will normally contain some physics to all orders. For example, a distorted-wave is an elastic scattering wave function from the target. Consequently, a normal DWBA calculation will contain elastic scattering of the incoming electron from the neutral target to all orders of perturbation theory as well as elastic scattering of the two final continuum electrons. The inclusion of the full Coulomb PCI in the final state wave function means that the final-state electron-electron repulsion is included to all orders of perturbation theory.

Although there were some second-order plane-wave Born calculations (PWB2) using closure reported in the 1980s for ionization of hydrogen [127], most of the more recent second-order work has concentrated on two electron process for electron-helium collisions. Marchalant et al. [128–130] reported a PWB2 calculation for excitation-ionization of helium in which the first-order term was evaluated highly accurately and closure was used for the second-order term. Bartschat and coworkers [131–134] reported second-order hybrid distorted-wave $R$-matrix (RM) calculations (DWB2-RM) which use the closure approximation and the simplified Green’s (SG) function approximation to evaluate the second-order term. The only DWB2 calculation which has evaluated the second-order term without making any approximations (other than using pseudostates for the intermediate states) was that of Chen et al. [135] and Chen and Madison [136]. Although the second-order term was evaluated more accurately in the Chen DWB2 work, the first-order term was not as accurate as either of the above PWB2 and DWB2-RM works so it is difficult to make meaningful comparisons. Chen et al. [137] evaluated the validity of the closure and simplified Green’s function approximations and, not surprisingly, found that the validity of these approximations strongly depended on the kinematics of the collision.

Electron-impact single ionization of molecules has been extensively studied for 2-3 decades using high-energy incident electrons. This work has been nicely summarized by Weigold and McCarthy [138]. It is now well known that, for high energy, the FDCS is proportional to the square of the momentum space wave function for the active orbital averaged over all orientations (the so-called Dyson orbital) and, as a result, the high energy studies are normally called electron momentum spectroscopy (EMS). These EMS studies have provided a wealth of information about the quality of quantum chemistry calculations of molecular wave functions. For high energy, the dynamics of the collision is not important (i.e., the Dyson orbital is independent of the incident electron energy).

Although there were some experimental papers reported for low to intermediate energy ionization of molecules in the 90s, atoms received more attention probably due to limited theoretical support for the molecular measurements. The challenge for molecules is to use a multicenter wave function that is normally not spherically symmetric as compared to atoms which have one scattering center and spherically symmetric wave functions. Another challenge arises from the fact that the experiments to date do not align the molecules before the collision. The traditional (e,2e) measurements therefore represent an average over all molecular orientations which must be taken into account in the theoretical approach. In spite of these difficulties, there has been an increased interest in low energy molecular ionization in the last ten years [139–181].

On the theoretical side, the plane-wave impulse approximation (PWIA) developed by McCarthy and coworkers [138, 182–184] has been very successful in the EMS work for studying molecular structure. Other theoretical approaches include the approach of Robicheaux [185] who introduced an analytical method to treat electron-impact ionization of $H_2^+$ using a prolate spheroidal coordinate system. This method is a useful way to assess the experimental data and other approximations. The modified additive rule (MAR) obtains molecular ionization cross-sections by summing the ionization cross-section for each constituent atom using atomic weighting factors. MAR was used to obtain theoretical cross-sections for electron-impact ionization of C$_2$H$_6$ by Deutch and Becker [186].
The distorted-wave impulse approximation (DWIA) is similar to the PWIA except that the plane waves are replaced with distorted-waves. Gao et al. presented DWIA results for electron-impact ionization of N$_2$ [156] for incident electron energies between 35.6 eV and 400 eV. The DWIA results were compared to the experimental data of Rioual et al. [187] as well as Hussey and Murray [147]. There was reasonable agreement at intermediate to high incident electron energies. However, the agreement worsened at low incident electron energies. Comparing the PWIA and the DWIA, the DWIA gave better agreement with the experimental data particularly at the intermediate energies.

In the first Born approximation (FBA), the ejected electron is treated as a Coulomb wave whereas the incident and scattered electrons are treated as plane waves. In 2001, Champion et al. [142] used the FBA to study electron-impact ionization of H$_2$O. Monzani et al. [188] reported a DWBA approach for H$_2$ in which all incoming and outgoing continuum electrons are represented as distorted-waves calculated in a single-center static-exchange potential. Weck et al. [141, 150] developed the first Born approximation two-center continuum (FBA-TCC) approximation with correct boundary conditions in the entrance and exit channels. In the TCC approximation for diatomic molecules, one assumes that the ejected electron is ionized from the proximity of one of the nuclei and the passive electron completely screens the other nucleus. As a result, the ejected electron interacts with only one nucleus and the projectile electron. In this approach the incident and scattered electrons are represented as plane waves. This method was quite successful in reproducing the high energy (~4 keV) H$_2$ absolute experimental data of Chérid et al. [189]. Most recently Colgan et al. [177–179] generalized the time dependent close coupling (TDCC) method previously used for atoms to ionization of molecular hydrogen.

We generalized the 3DW approach we had developed for atoms to molecules which we called the molecular 3-body distorted-wave approach (M3DW) [157, 158]. Similar to atoms, the key ingredient for the M3DW is the electronic charge distribution of the target and the orbital for the active electron. However, very different from atoms, the charge distributions and orbitals cannot be expressed in terms of radial functions and spherical harmonics but rather in terms of a numerical 3D grid. Similar to atoms, static potentials for the molecular electrons are obtained by averaging the charge distribution over all possible orientations. For atoms the nucleus is treated as a point charge while for molecules we have to again average over all possible orientations and this average places the charge of the nucleus on a sphere of radius $R$, where $R$ is the distance of the nucleus from the center of mass. The static potential is the sum of the electronic plus nuclear parts and this potential is used to solve the Schrödinger equation for the continuum electrons (similar to atoms). Since the charge distributions and molecular orbitals depend on the orientation of the molecule, the fundamental FDCS depends on the orientation of the molecule. Although there is presently considerable experimental effort directed at measuring FDCS which depend on molecular orientation, the traditional (e,2e) measurements represent an average over all molecular orientations. Calculating a proper average over all orientations using the M3DW represents a significant computer challenge since a few days are required to get the results for a single orientation (using a single processor). Consequently, Gao et al. [157] proposed the orientation-averaged molecular orbital (OAMO) approximation in which a single average molecular orbital is used to approximate the average over all orientations. While this approximation is not good for most molecular states, it has proved to be very successful for a few highly symmetric states [110, 156–159, 164–169].

The purpose of this paper is to give an overview of the M3DW method for ionization of molecules and to show the current status of agreement between experiment and theory for low to intermediate energy electron-impact ionization of molecules.

2. Three-Body Distorted-wave Approximation for Molecules

The theoretical basis for the 3-body distorted-wave approximation was described by Prideaux and Madison [75] for ionization of atoms. That approach was generalized to molecules by Gao et al. [156, 157]. We start with the exact $T$-matrix for the ionization process which can be written as

$$T = \langle \Psi_f | H - H_0 | \Phi_i \rangle,$$  \hspace{1cm} (1)

where $H$ is the full Hamiltonian for the system, $H_0$ is an approximate initial-state Hamiltonian, and the wave functions $\Psi_f$ and $\Phi_i$ in the $T$-matrix are eigenfunctions of the two Hamiltonians

$$H | \Psi_f \rangle = E | \Psi_f \rangle,$$

$$H_0 | \Phi_i \rangle = E | \Phi_i \rangle.$$  \hspace{1cm} (2)

In terms of the physics contained in the $T$-matrix, any interaction which is included in the calculation of the initial-and final-state wave functions is contained to all orders of perturbation theory for that channel while any interactions contained in the operator $(H - H_0)$ (normally called the perturbation) are contained to first-order in perturbation theory. To evaluate the $T$-matrix, one must choose $H_0$ and approximate $\Psi_f$.

One of the most successful approximations for calculating atomic ionization by electron impact has been the first-order distorted-wave Born approximation (DWBA). In the standard DWBA, the initial-state Hamiltonian is chosen to be

$$H_0 = H_{\text{target}} + T_p + U_i,$$  \hspace{1cm} (3)

where $H_{\text{target}}$ is the Hamiltonian for the neutral target with eigenfunctions $\psi_{\text{target}}$, $T_p$ is the kinetic energy operator for the projectile, and $U_i$ is an initial-state spherically symmetric potential for the projectile-target interaction (normally called the initial-state distorting potential). The initial-state distorting potential consists of the nuclear contribution plus
a spherically symmetric approximation for the interaction between the projectile electron and the target electrons which is obtained from the quantum mechanical charge density of the target. The initial-state distorted-wave $\chi_i$ is an eigenfunction obtained from the initial-state distorting potential

$$\left( T_p + U_i \right) \chi_i = \epsilon_i \chi_i, \quad (4)$$

where $\epsilon_i$ is the energy of the incoming projectile. The physics contained in the initial state distorted-wave is elastic scattering of the projectile from the neutral target represented by the effective potential $U_i$. In the normal DWBA, the exact final-state wave function is approximated as a product of wave functions for each of the final three particles

$$\Psi_f \approx \chi_{proj} \chi_{eject} \Psi_{ion}. \quad (5)$$

Here $\Psi_{ion}$ is the final-state wave function for the ion, and the final-state distorted-waves $\chi_{proj}$ ($\chi_{eject}$) are obtained from the final-state distorting potential $U_{ion}$

$$\left( T_p + U_{ion} \right) \chi_{proj(eject)} = \epsilon_{a(b)} \chi_{proj(eject)}, \quad (6)$$

where $\epsilon_{a(b)}$ is the energy of the scattered (ejected) electron. The final-state distorting potential $U_{ion}$ consists of the nuclear contribution plus a spherically symmetric approximation for the interaction between the continuum electron and the bound electrons in the ion. The physics contained in the final state distorted-wave is elastic scattering of the continuum electron from the final state ion represented by the effective potential $U_{ion}$.

The full Hamiltonian is given by

$$H = H_{target} + T_p + V_i, \quad (7)$$

where $V_i$ is the initial-state interaction between the projectile and target. As a result, the direct-scattering DWBA $T$-matrix for molecules is given by

$$T_{dir}^{3DW} = \langle \chi_{proj} \chi_{eject} \Psi_{ion} | V_i - U_i | \Psi_{target} \chi_i \rangle. \quad (8)$$

As mentioned above, any physics contained in the wavefunctions of the $T$-matrix is contained to all orders of perturbation theory. For the initial state, the distorted-wave $\chi_i$ is an eigenfunction of $U_i$ which means that elastic scattering from the nucleus plus elastic scattering from the spherically symmetric effective potential for all the bound electrons is contained to all orders of perturbation theory. Likewise, for the final state, the distorted-waves $\chi_{proj}$ ($\chi_{eject}$) are eigenfunctions of $U_{ion}$ which means that elastic scattering from the nucleus plus elastic scattering from the spherically symmetric effective potential for the bound electrons in the ion is contained to all orders of perturbation theory. As will be discussed below, in the 3-body approximation, the physics contained in $(V_i - U_i)$ is the nonspherical part of the projectile-active-electron interaction so this is the only physics contained to first-order.

The DWBA has been highly successful for calculating the FDCS for ionization by higher-energy electrons. However, as the energy of the electron decreased, the DWBA starts to fail. One source of this failure is an inadequate treatment of the final-state interaction between the projectile electron and ejected electron. As mentioned in the introduction, BBK demonstrated that better agreement with experiment for electron-hydrogen scattering could be achieved for lower incident electron energies by including the final-state projectile-electron interaction in the approximation for the final-state wave function. In the BBK approach, the exact final state for electron-hydrogen scattering is approximated as

$$\Psi_f \approx CW_{proj} CW_{eject} C_{proj-eject} \Psi_{ion}. \quad (9)$$

where CW is a Coulomb wave for an electron in the field of a proton and $C$ is the Coulomb distortion factor which contains the effects of the final-state Coulomb interaction between the projectile and the ejected electron (PCI). The wave function (9) is called the 3C wave function. For heavier atoms or molecules, a generalization of the 3C to the distorted-wave approach is required. The DWBA equivalent of the 3C wave function for the final-state wave function would be

$$\Psi_f \approx \chi_{proj} \chi_{eject} C_{scat-eject} \Psi_{ion}. \quad (10)$$

Asymptotically this wave function would be a phase-shifted 3C wave function. We will call the wave function (10) a 3-body distorted-wave (3DW). One of the attractive features of this wave function is that it is an exact asymptotic solution of the three body problem. The direct-scattering molecular 3-body distorted-wave $T$-matrix with the final-state wave function (10) is given by

$$T_{dir}^{3DW} = \langle \chi_{proj} \chi_{eject} \Psi_{ion} | V_i - U_i | \Psi_{target} \chi_i \rangle. \quad (11)$$

The physics contained in $M3DW$ approximation is the following. The final-state Coulomb interaction between the projectile and a screened nuclear charge, the Coulomb interaction between the ejected-electron and a screened nuclear charge, and the Coulomb interaction between the projectile and ejected-electron are contained to all orders of perturbation theory. For the initial state, the Coulomb interaction between the projectile and a screened nuclear charge for a neutral target is contained to all orders of perturbation theory. Similar to the DW, the only interaction contained only to first-order in the 3DW is the initial-state nonspherical projectile-active-electron interaction as will be demonstrated below.

In the DW approach, ionization of more complex targets is treated as a three-body problem. In the 3-body approach, the initial-state interaction is approximated as

$$V_i = \frac{1}{r_{ab}} + U_{ion}. \quad (12)$$

Here $(1/r_{ab})$ represents the interaction between the projectile electron and the active target electron and $U_{ion}$ is the
interaction between the projectile electron and the rest of the target including the nuclei. The initial-state distorting potential is given by
\[ U_i = U_a + U_{\text{ion}}, \]
where \( U_a \) is the spherically symmetric interaction potential between the projectile and the active electron. As a result the perturbation is given by
\[ V_i - U_i = \frac{1}{r_{ab}} - U_{a'}. \]

From (14), it is seen that the perturbation is the difference between the full interaction between the projectile-active electron and the spherically symmetric approximation for this interaction. Hence the perturbation is the non-spherical part of the projectile-active electron interaction as mentioned above. Since \( U_a \) depends only on the radial distance of the projectile \( U_a(r_a) \), the perturbation depends only on the coordinates of the projectile and active electron. If we let \( \xi \) represent the coordinates of all the passive electrons, the final state ion wave function for the molecule \( \psi_{\text{ion}}(\xi, R) \) will depend on \( \xi \) and the orientation of the molecule \( R \), while the initial target wave function \( \psi_{\text{target}}(\xi, r_a, R) \) will depend on both \( \xi \) and \( R \) and the active electron \( r_a \) (we assume that the collision time is sufficiently short so that the final-state orientation is the same as the initial-state orientation). Consequently the integral over the passive electron coordinates is
\[ \langle \psi_{\text{ion}}(\xi, R) | \psi_{\text{target}}(\xi, r_a, R) \rangle = \psi_{\text{Dyson}}(r_a, R), \]
where \( \psi_{\text{Dyson}}(r_a, R) \) is the so-called Dyson orbital which depends on the orientation of the molecule \( R \). Consequently, the direct-scattering \( T \)-matrix of (11) depends on the orientation of the molecule
\[ T_{\text{dir}}^{\text{MJDW}}(R) = \langle \chi_{\text{proj}}(r_a) \chi_{\text{eject}}(r_b) C_{\text{scat-eject}}(r_{ab}) \rangle \frac{1}{r_{ab}} - U_a(r_a) \psi_{\text{Dyson}}(r_a, R) \chi(r_a), \]
\[ = \psi_{\text{Dyson}}(r_a, R) \chi(r_a). \]

As mentioned in the introduction, evaluating the DW \( T \)-matrix of (8) takes a few minutes on a single processor while evaluating (16) can take a few days. Almost all of the experimental data reported so far represents an average over all molecular orientations and the proper way to calculate an average over orientations would be to evaluate (16) at a sufficiently large number of orientations that a numerically accurate average could be calculated. Due to the excessive computer time required for this process, Gao et al. [157] proposed the orientation-averaged molecular orbital (OAMO) approximation. The essence of the OAMO approximation is to average the molecular orbitals instead of averaging the cross-sections. In this approximation, the calculation of molecular (e,2e) cross-sections reduces to the same level of difficulty as calculating atomic cross-sections
\[ T_{\text{dir}}^{\text{MJDW}} = \langle \chi_{\text{proj}}(r_a) \chi_{\text{eject}}(r_b) C_{\text{scat-eject}}(r_{ab}) \rangle \frac{1}{r_{ab}} - U_a(r_a) \psi_{OAMO}^{\text{Dyson}}(r_a) \chi(r_b), \]
where \( \psi_{\text{OAMO}}^{\text{Dyson}}(r_a) \) is the Dyson orbital averaged over all orientations. While the OAMO approximation is not valid for most molecular orbitals, Gao et al. [157] showed that it is valid for highly symmetric orbitals as long as the momentum transferred to the ion is less than unity (i.e., near the binary peak).

The spherically symmetric distorting potentials for molecules are calculated similar to the atomic case. The starting point is the molecular charge density for the neutral molecule which is obtained from the Dyson orbitals
\[ \rho(r, R) = \sum_{k=1}^{m} n_k \left| \phi_{\text{Dyson}}^k(r, R) \right|^2, \]
where \( m \) is the number of orbitals in the molecule, \( n_k \) is the occupation number of the orbital, and the density depends on the orientation of the molecule. We initially calculated the Dyson orbitals using the computer code GAMESS with a small basis set. More recently, we formed a collaboration with C. G. Ning who calculates more accurate wave functions using density function theory with a B3LYP/TZ2P basis set. To obtain the spherically symmetric distorting potential, we average (18) over all orientations to form the average radial charge density
\[ \rho_{\text{ave}}(r) = \langle \rho(r, R) \rangle, \]
where the brackets denote taking an average over all orientations. The spherically symmetric static distorting potential representing the interaction between the projectile-electron and the target molecular electrons is then found in the standard way using the average radial density
\[ U_{\text{ele}}(r_a) = \left\langle \int \frac{\rho_{\text{ave}}(r)}{|r_a - r|} \, dr \right\rangle, \]
where now the brackets denote taking an average over all angular locations for \( r_a \). The initial state static distorting potential is the sum of the electronic contribution plus the nuclear contribution
\[ U_{\text{static}} = U_{\text{ele}} + U_{\text{nuc}}. \]
Here \( U_{\text{nuc}} \) is the contribution from the nuclear nuclei. Just as we need to average over all orientations to obtain the potential for the molecular electrons, we also need to average over all orientations for the nuclei. Averaging a nucleus over all orientations is equivalent to placing the nuclear charge on a spherical shell which has a radius equal to the distance from the nucleus to the center of mass. Consequently, \( U_{\text{nuc}} \) is a sum of potentials for concentric spheres for each nucleus centered at the center of mass.

In addition to the static distorting potential, it is standard practice to add additional terms designed to approximate known important physical effects. Two such effects are exchange distortion \( (U_E) \) (effect of continuum electron exchanging with passive electrons), and the correlation-polarization potential \( U_{CP} \)
\[ U_j = U_{\text{static}} + U_E + U_{CP}. \]
For \( U_\text{E} \), we use the exchange-distortion potential of Furness and McCarthy [190] (corrected for errors—see Riley and Truhlar [191]). In this approximation, the exchange potential \( U_\text{E} \) depends on the average molecular charge density

\[
U_\text{E}(r_a) = 0.5 \left[ \epsilon_i - U_\text{static}(r_a) - \sqrt{(\epsilon_i - U_\text{static}(r_a))^2 + 8\pi \rho_\text{ave}(r_a)} \right].
\]

(23)

One needs to be careful when looking at papers which use the Furness-McCarthy approximation since different definitions of the radial density are often used. For (23), the integral of the radial density over all space yields the number of electrons in the molecule. Frequently, a radial density is used for which the integral over radius only yields the number of electrons in the target (we used this definition in the past for atoms where the angular dependence is simply a spherical harmonic). The difference is replacing \( 8\pi \rho_\text{ave} \) with \( 2\rho_\text{ave} \) (see also, e.g., Martinez et al. [97]).

For the correlation-polarization potential \( U_\text{CP} \), we use the approximation of Perdew and Zunger [192] (see also Padial and Norcross [193]). The final state distorting potential \( U_\text{ion} \) is calculated in the same way as \( U_\text{i} \) except that the active electron is removed in the calculation of the charge density.

As mentioned in the introduction, including the full final state Coulomb interaction \( C_{\text{proj-eject}} \) in the wavefunction requires the evaluation of a numerical 6D integral. This factor is given by

\[
C_{\text{proj-eject}} = e^{-\pi y/2} \Gamma(1 - iy) \Gamma(1 - 2iy) F_1(iy, 1, -i(k_{ab} r_{ab} + k_b \cdot r_{ab})).
\]

(24)

Here \( F_1 \) is a confluent hypergeometric function, \( \Gamma(1 - iy) \) is the gamma function, \( k_{ab} = \mu v_{ab}, \mu = 1/2 \) is the reduced mass for two electrons, \( v_{ab} \) is the relative velocity between the two electron, and \( y \) is the Sommerfeld parameter \( y = 1/v_{ab} \) which is a measure of the strength of the coulomb interaction between the two electrons.

For the lower energies, it has become clear that using the full Coulomb interaction of (24) tends to overestimate the effect of the PCI. We have found that the low energy approximation of Ward and Macek [109] often yields very good agreement with experimental data. In the Ward-Macek approximation, one replaces the actual final state electron-electron separation \( r_{ab} \) by an average value directed parallel to \( k_{ab} \). The average separation is given by

\[
r_{\text{ave}} = \frac{\pi^2}{16 \epsilon_i} \left( 1 + \frac{0.627}{\pi} \sqrt{\epsilon_i} \ln \epsilon_i \right)^2,
\]

(25)

where \( \epsilon_i \) is the total energy of the scattered and ejected electrons. With this approximation, the \( C_{\text{proj-eject}} \) factor can be removed from the \( T \)-matrix integral which means that the computational difficulty reduces to that of the standard distorted-wave approximation. Since the cross section is proportional to the square of the \( T \)-matrix, in the Ward-Macek approximation the standard distorted wave cross sections are multiplied by

\[
\left| C_{\text{proj-eject}} \right|^2 = N_{\text{ee}} \left| F_1(iy, 1, -2i k_{ab} r_{\text{ave}}) \right|^2,
\]

(26)

where \( N_{\text{ee}} \), which called the Gamow factor, is defined as:

\[
N_{\text{ee}} = \frac{e^{-\pi y/2} \Gamma(1 - iy)^2}{(\epsilon_i/k_{ab} - 1)}.
\]

Botero and Macek [107] (see also Whelan et al. [31], and Rasch et al. [194]) proposed neglecting the hypergeometric function and just using the Gamow factor to approximate \( C_{\text{proj-eject}} \). Both of these approximations allow one to factor the \( C_{\text{proj-eject}} \) term outside the integral which means that the computational difficulty is reduced to that of a DWBA calculation.

Finally, (17) is for the direct scattering amplitude. Since one cannot distinguish the projectile electron from the ejected electron, we have to evaluate the exchange amplitude as well

\[
T_{\text{exc}} = \frac{\bigg< \chi_{\text{proj}}(\mathbf{r}_b) \chi_{\text{eject}}(\mathbf{r}_a) C_{\text{scat-eject}}(\mathbf{r}_{ab}) \bigg>}{r_{ab}}.
\]

(28)

With these amplitudes, the fully differential cross-section for molecules can be obtained from

\[
\frac{d^2\sigma}{d\Omega_a d\Omega_b dE_b} = \frac{1}{(2\pi)^3} \frac{k_b k_b}{k_i} \left( |T_{\text{dir}}|^2 + |T_{\text{exc}}|^2 + |T_{\text{dir}} - T_{\text{exc}}|^2 \right).
\]

(29)

### 3. Results

There have been numerous high and low energy experimental papers published over the last 20–30 years examining electron-impact ionization of molecules with limited theoretical support. In the last few years, the level of theoretical support has increased and here we will give an overview of the current status of the agreement between experiment and theory. In particular, we will present the recent experimental and theoretical results for \( \text{H}_2, \text{N}_2, \text{H}_2\text{O}, \) and formic acid (FA) or (HCOOH). We would like to emphasize that we are not trying to provide an overview of all the low to intermediate energy work that has been done—only the work performed in the last few years.

#### 3.1. \( \text{H}_2 \)

Two sets of experimental data have been recently reported for electron-impact ionization of \( \text{H}_2 \). Azzedine Lahmah-Bennani’s group in Paris, France has performed some measurements for relatively high energies and Andrew Murray’s group at Manchester, England has reported low energy measurements. Figure 1 shows a comparison of the Paris data [170] with our M3DW results and the First Born Approximation-Two Center Continuum (FBA-TCC) calculation of Joulakian and co-workers. The cross-sections presented in Figure 1 exhibit the typical \((e,2e)\) pattern normally found for ionization of atoms—a large peak at small scattering angles and a small peak at large scattering angles (normally at about 180° from the large peak). The large peak is called the binary peak since it is typically fairly close to the angle one would calculate classically for a binary collision between the projectile and a second electron at rest.
The small peak (barely visible in these measurements plotted on a linear scale) is called the recoil peak and it is attributed to a double scattering mechanism—a binary collision for which the atomic electron is headed in the binary peak direction followed by a 180° backscattering from the positive ion.

The M3DW results were calculated using the orientation-averaged molecular orbital (OAMO) approximation and, as mentioned in the theory section, this approximation is expected to be valid for highly symmetric molecular states and scattering angles for which the momentum transferred to the residual ion is small (less than unity). The momentum transferred to the ion is zero in the binary peak direction and small for angles in the binary peak. For the kinematics of the Paris data, the momentum transferred to the ion is quite large for angles in the recoil peak so the OAMO approximation is expected to be valid for the binary peak but not the recoil peak. Figure 1 presents results for which the projectile is scattered through an angle of 6° with an energy of 500 eV. The horizontal axis is the detection angle for the ejected electron which has energies of 37, 74 and 205 eV as shown. For the two lower energies, both theoretical approaches are in qualitative agreement with experiment although the binary peak position of the M3DW tends to be at a slightly higher angle than experiment while the FBA-TCC is at a somewhat smaller angle. For the highest energy, the M3DW is noticeably closer to the experimental binary peak and there also appears to be some structure in the data, which is predicted by the M3DW. On the other hand, the FBA-TCC is in somewhat better agreement with experiment for the recoil peak as might be expected since the OAMO approximation is not expected to be valid in this angular range.

Figure 2 presents a comparison between experiment and theory for the low-energy measurements from Manchester [177–179]. The Manchester experiment is unique in that the incident beam direction can be rotated relative to the detection plane for the two final-state electrons. The angle $\psi$ in Figure 2 is the angle between the beam direction and detection plane with $\psi = 0°$ being the scattering plane and $\psi = 90°$ being perpendicular to the incident-beam direction. For the data of Figure 2, both final state electrons have equal energies of 10 eV and the horizontal axis is the angle between the two electrons. (It should be noted that the Manchester group normally report their data relative to an angle that is half the mutual detection angle, i.e., in Figure 2, back-to-back scattering is 180° whereas it would be 90° in the original data set.)

Three theoretical results are presented in Figure 2—the time-dependent close coupling (TDCC) results of Colgan and co-workers and the M3DW both with and without the Perdew-Zunger correlation-polarization potential. Although the experimental data are not absolute, there is a common point for all 6 data sets which means that there is only one normalization for all the data sets and we have chosen to normalize experiment and theory in the perpendicular plane. With this normalization, it is seen that both the TDCC and the M3DW-CP are in quite good agreement with experiment in the perpendicular plane. The interesting and peculiar feature is that agreement between experiment and theory gets worse as one approaches the scattering plane and, contrary to what one might expect, we get the worst agreement in the scattering plane. Of course, one could normalize in the scattering plane instead of the perpendicular plane, but then the overall agreement between experiment and theory would look significantly worse. With this normalization, the TDCC looks very good down to $\psi = 67°$ and the M3DW looks reasonably good down to $\psi = 45°$. 

**Figure 1:** FDCS for H$_2$ as a function of the ejected electron angle. The scattered electron energy was 500 eV and the scattering electron angle was 6°. The ejected electron energies were 37 eV, 74 eV, and 205 eV as shown in the figure. The experimental results are compared to M3DW calculations (solid line) and FBA-TCC (dashed line) and both normalized to unity at the experimental maximum.
Figure 2: FDCS for electron impact ionization of H$_2$ for equal final state energies $E_a = E_b = 10$ eV with various values of the angle $\psi$ (the angle $\psi$ is the angle between the beam direction and detection plane) as a function of the angle between the outgoing electrons. The experiment results are compared with TDCC (dotted-dashed line), M3DW with CP (solid line), and M3DW with no CP (dashed line) calculations, where CP is correlation-polarization potential. The experimental and theoretical calculations are normalized to unity at the experimental maximum at $\psi = 90^\circ$. 
One of the interesting aspects of the experimental data lies in the fact that the largest cross-section occurs for \( \psi = 45^\circ \) and not in the scattering plane. Only the M3DW-CP agrees with this observation. Although the agreement between experiment and M3DW-CP for the location of the first peak position becomes worse for decreasing \( \psi \), the height of this peak is predicted fairly well down to \( \psi = 22.5^\circ \). One cannot tell if this continues to be true in the scattering plane since the peak position is not determined by the data. One would certainly expect that the TDCC should be more accurate than the M3DW for these low energies and the success of the M3DW is quite surprising! Since adding the CP potential to the M3DW caused the theory to have a maximum for \( \psi = 45^\circ \), the TDCC calculation was repeated including this potential as well but a similar effect was not found.

3.2. \( \text{N}_2 \). Low to intermediate energy experimental \((e,2e)\) fully differential cross-section measurements for \( \text{N}_2 \) have recently been made in three different laboratories—those of Azzedine Lahmam-Bennani (Paris, France), Andrew Murray (Manchester, England), and Birgit Lohmann (Adelaide, Australia). The higher energy experiments measured in Paris were able to resolve two features [170]. The first feature was direct ionization of the inner \( 2\sigma_g \) state and the second feature contained ionization of three states—the \( 3\sigma_g, 1\pi_u, \) and \( 2\sigma_u \) which could not be resolved. As a result, to properly compare with experiment, a weighted sum of the theoretical results should be performed for the second feature. While this was possible for the FBA-TCC model, it was not possible for the M3DW since the OAMO approximation is not valid for the \( 1\pi_u \) and \( 2\sigma_u \) states.

Figure 3 compares the two theoretical calculations with the Paris FDCS measurements. For both cases, the incident energy was adjusted so that the faster final state electron had an energy of 500 eV and the slower one had 74 eV and the scattering angle for the faster one was \( 6^\circ \). There are two M3DW curves presented on Figure 3. The dash-dot curve is the original calculation contained in the publication of Naja et al. [170] which used Dyson orbitals calculated using GAMESS with a small basis set. The solid curve is a new calculation using Dyson orbitals calculated by C. G. Ning using density function theory with a B3LYP/TZ2P basis set. For the experimental \((3\sigma_g, 1\pi_u, 2\sigma_u)\) state in Figure 3(b), the new results \((3\sigma_g \) only) are in better agreement with the binary peak (and also in better agreement with the FBA-TCC results). For the \( 2\sigma_g \) state in Figure 3(a), the new results predict a double binary peak. Although the experimental data suggest the possibility of a double binary peak, the experimental peak positions are shifted from the theoretical calculations. In fact, the different theoretical predictions for the binary peak positions agree better with each other than with experiment! Compared to \( \text{H}_2 \), the experimental recoil peak is relatively much stronger (as big as the binary peak for the \( 2\sigma_g \) state). While the FBA-TCC prediction for the \((3\sigma_g, 1\pi_u, 2\sigma_u)\) recoil lobe is in qualitative agreement with experiment, the M3DW predictions for the recoil lobe are much different from the experiment. For the \( 2\sigma_g \) state, none of the theoretical predictions resembles the recoil peak found in the experimental data.

The experimental measurements performed at Manchester and Adelaide were for lower incident-electron energies. In both cases, the \( 3\sigma_g, 1\pi_u, \) and \( 2\sigma_u \) states could be resolved. Here we present a comparison between experiment and the M3DW theory for the \( 3\sigma_g \) state only in Figure 4 for incident electron energies of 75 eV and 150 eV. To date, no other molecular calculation has been reported for these energies for \( \text{N}_2 \) to our knowledge except using the Stia et al. [149] approximation in which molecular cross-sections for
energy was 10 eV, and the projectile scattering angle was 15°. The incident electron energy for (a) was 150 eV, the ejected electron energies were 30 eV, and the scattering angle for one electron was fixed at 10° and 25° as shown in the figure. The Adelaide (circles) and Manchester (triangles) experiment results are compared to M3DW calculations (solid curve). The experimental and theoretical data are normalized to unity at the experimental maximum.

For 75 eV incident electrons, the M3DW predicts a significant peak at 180° backscattering (i.e., in the incident beam direction) and the existing experimental data indicates that there is definitely a peak near that direction. The prediction is that the size of this peak will grow with decreasing projectile scattering angle as can be seen from Figures 4(b) and 4(c). Gao et al. [158] interpreted this peak as a Young’s type interference for electrons backscattered from two different nuclei. However, if this were the case, the peak should vanish if the separation between the nuclei was reduced to zero. Hargreaves et al. [195] presented M3DW results for which the separation between the nuclei was reduced to zero and the 180° peak did not go away. Consequently, it is clear that this peak does result from some sort of quantum mechanical interference but we do not believe that it is a Young’s type of interference.

3.3. H₂O. Fully differential cross-sections for electron-impact ionization of H₂O have been recently measured at both Adelaide and Manchester. Milne-Brownlie et al. [155] reported FDCS measurements for the summed 3a₁ + 1b₁ states for 250 eV incident electrons, Kaiser et al. [168] reported results for the 1b₁ state for a range of different kinematics with incident electron energies varying between 30 eV and 110 eV, and Nixon et al. [196] measured low energy 3a₁ FDCS (energy above threshold varying between 4 eV to 40 eV). Although Kaiser et al. [168] showed M3DW results for the 1b₁ state, we now know that the OAMO approximation is not valid for this state even for the binary peak so we will not show those results here. On the other hand, the OAMO approximation should be reasonable good for the 3a₁ state. Figure 5 contains a comparison between the M3DW results and the Nixon et al. [196] measurements for the FDCS for ionization of the 3a₁ state. Similar to the H₂ measurements presented in Figure 2, ψ is the angle between the incident beam direction and the detection plane for the two electrons. For the results of Figure 5, both final state electrons have an energy of 10 eV and the horizontal axis is the angle between the two final state electrons in the detection plane. As before, only one normalization is used for all 5 sets of data. The only theoretical results available are the M3DW and, for Figure 5 we have shown results for the diatomic molecules are approximated as the atomic cross-section times and an interference factor. As can be seen from Figure 4, the M3DW results are in quite good agreement with the experimental binary peaks. For the lower energy in Figures 4(b) and 4(c), both the Manchester and Adelaide data exhibit some additional structure in the 80°–120° angular range which is also predicted by the M3DW. It is difficult and time consuming to measure data in the angular range of the recoil peak and this has been done at Adelaide only for the higher energy. Consistent with the H₂ results, the agreement between experiment and the M3DW theory is not very good for the recoil peak. Interestingly, the Stia et al. [149] approximation of multiplying the atomic cross-section times an interference factor yields quite good agreement with the recoil data although the binary peak is not as good as found for the M3DW. Hargreaves et al. [195] interpreted this as evidence for a Young’s type interference for electron scattering from a diatomic molecule which will be discussed below.
Figure 5: FDCS for electron-impact the ionization of the 3a₁ state of H₂O for equal final state energies \( E_a = E_b = 10 \text{ eV} \) with various values of the angle \( \psi \) (the angle \( \psi \) is the angle between the beam direction and detection plane) as a function of the angle between the outgoing electrons. The experiment results are compared with M3DW (solid line) and MDW (dashed line) calculations. The experimental and theoretical calculations are normalized to unity at the peak for \( \psi = 0^\circ \).
standard DWBA (MDW of (8)) as well as the M3DW. The only difference between the two calculations is the Coulomb interaction in the final state wave function (see (11)).

Figure 5 results are completely opposite from the H₂ results of Figure 2. For H₂, the best agreement between experiment and theory was in the perpendicular plane and here we see the best agreement between experiment and theory is in the scattering plane and the worst agreement is in the perpendicular plane. For H₂, the largest cross-section was found for \( \psi = 45^\circ \) and here the largest cross-section is in the scattering plane (both experiment and theory). The smallest experimental cross-section lies in the perpendicular plane whereas the smallest theoretical cross-section was found for intermediate \( \psi \) angles. In terms of agreement between experiment and theory, the MDW (standard DWBA) predicts the maxima in the cross-section overall better than the M3DW which is hard to understand.

The most puzzling aspect of Figure 5 lies in the perpendicular plane. Al-Hagan et al. [110] examined the behavior of the FDCS in the perpendicular plane for atoms and molecules. In that paper, it was predicted that the FDCS in the perpendicular plane should have a maxima for 90° and 270° scattering for all molecules (and atoms). It was further predicted that molecules which have no nucleus at the center of mass (e.g., like a diatomic) would have a minimum in the FDCS for 180° (back-to-back) scattering. Also, it was predicted that any molecule that has a nucleus at (or near) the center of mass should have a maximum in the FDCS for 180° scattering. These predictions were experimentally verified for H₂, N₂, and CO₂. Here we see that the theoretical results are consistent with the Al-Hagan et al. [110] predictions. Although one might imagine a hint of a 180° maximum in the experimental data, the data has very little structure between 90° and 270°. The most optimistic scenario might be that the three peaks have merged together but there is no indication of this in the data for the intermediate \( \psi \) angles. Consequently, this is currently an interesting unsolved puzzle.

### 3.4. Formic Acid

Finally, we looked at the biomolecule formic acid (FA) (HCOOH). Very recently, Colyer et al. [197] measured FDCS for electron impact ionization of the outer valence orbitals of FA by 100 eV and 250 eV incident electrons. The experiments were performed under asymmetric kinematics, in which the outgoing ejected electron had an energy of 10 eV. Unfortunately, the Adelaide experiment could not resolve the 10a′ and 2a′′ valence orbitals. The OAMO approximation is expected to be good for the 10a′ orbital but not the 2a′′ orbital. Consequently, it is not presently possible to make a clean comparison between the M3DW and the experiment.

There have been several high energy EMS studies performed for FA with the most recent being a study of seven of the highest occupied orbitals including the 10a′ highest occupied molecular orbital (HOMO) by Nixon et al. [198]. Each of the seven orbitals could be resolved and the experimental momentum distributions were compared with PWIA theoretical predictions obtained from wave functions calculated using density function theory with a B3LYP/TZP basis set. The OAMO wave functions we are using were calculated using a B3LYP/TZ2P basis set which should be essentially equivalent for our purposes. Since the EMS studies are designed to be a direct check of the quality of molecular wave functions, we thought it would be instructive to use the EMS data to check the quality of our OAMO wave function for the 10a′ state. Figure 6 compares the Nixon et al. [198] results with our M3DW-CPE (M3DW including correlation-polarization and Furness-McCarthy exchange) for the 10a′ state. For the Nixon′s experiment, the incident electron energy is 831.6 eV, the projectile scattering angle is 20.5°, and the ejected electron energy was 105 eV. The experiment results (circle) are compared to M3DW calculations (solid line) and PWIA calculations (dashed line).

**Figure 6: Theoretical and experimental FDCS for electron-impact ionization of the 10a′ orbital of formic acid as a function of the ejected electron scattering angle.** The incident electron energy was 831.6 eV, the fixed scattered projectile angle was 20.5°, and the ejected electron energy was 105 eV. The experiment results (circle) are compared to M3DW calculations (solid line) and PWIA calculations (dashed line).
kinematics might start playing a role. However, for this to be true, the OAMO approximation would also have to be valid. Consequently, the good agreement between the M3DW-CPE and the high energy experiment shown in Figure 6 indicates that the OAMO approximation is reasonably good for the 10α’ state.

Figure 7 contains a comparison between the theoretical calculation for the 10α’ state only and the Adelaide data, which is summed over the 10α’ + 2α’’ states. Figures 7(a) and 7(b) are for an incident electron energy of 100 eV and projectile scattering angles of 10° and 15°, respectively. Figures 7(c) and 7(d) are for 250 eV incident electrons and the same projectile scattering angles. The two theoretical results are M3DW both including and excluding correlation-polarization and exchange. Unlike the previous cases we have examined, there is not even qualitative agreement between experiment and theory for the binary peak. Since we have seen relatively good agreement with the binary peak for 830 eV in Figure 6, we would assume that the lack of agreement seen here is primarily due to the 2α’’ contribution, which is not included in the theory. It is interesting to note that the M3DW (which would be expected to be inferior) predicts the shape of the recoil peak better than the M3DW-CPE. However, this is probably fortuitous since the theory does not contain the 2α’’ contribution plus the fact that we do not expect the M3DW with the OAMO approximation to yield accurate recoil peaks anyway. It is also interesting to note that the M3DW-CPE results for 250 eV and 15° scattering are in reasonable good agreement with the experimental data. Perhaps this indicates that the 2α’’ state does not make a significant contribution for these kinematics.

3.5. Interference. There has been considerable interest in whether a Young’s type double-slit interference effect could be seen for scattering from diatomic molecules. Stia et al. [149] predicted that, similar to photon scattering, the molecular scattering cross-section for H₂ could be expressed as the atomic cross-section multiplied by an “interference” factor. The interference factor depends on the molecular separation and the momentum transferred to the residual ion. As a result, the shape of the molecular FDCS was predicted to be different from the shape of the atomic FDCS as modified by the interference factor.

Milne-Brownlie et al. [166] compared atomic and molecular H₂ FDCS. For the cases they examined, the interference factor predicted that, relative to the binary peak, the molecular recoil peak should be smaller than the atomic recoil peak and this was verified by the experimental data. Consequently, this was interpreted as an observation of double-slit interference effects. A similar study was performed by Staicu-Casagrande et al. [175] for higher incident electron energies. The important aspect of this work was that three different ejected electron energies were studied and, for two of them, the interference factor predicted a reduction in the recoil peak while for one of them the prediction was for an enhancement and this prediction was also experimentally verified. Again, this was strong evidence supporting the observation of two-center effects.

Very recently, Hargreaves et al. [195] performed a similar study for ionization of N₂. Although the Stia et al. [149] prediction was for H₂, it was assumed that the same idea would be applicable for any diatomic molecule. For the three cases considered, the interference factor predicted a reduction in the molecular recoil peak relative to the atomic case and very good agreement between experiment and theory was found using DWBA atomic cross-sections giving further evidence for two-slit effects.

3.6. Strength of a Perturbation Calculation. As mentioned in the introduction, there are now numerical techniques which can yield accurate FDCS for single ionization of atomic hydrogen, helium, and more recently molecular hydrogen. In terms of calculating reliable cross-sections, these methods should be clearly superior and preferable to any perturbation technique. Perturbation techniques such as the DWBA are expected to be valid for higher energies and we are amazed (and obviously pleased) at the accuracy of these techniques for the low energy results presented here. On the other hand, these perturbation techniques have some important advantages over numerical techniques. Even though the 6D integrals required for the M3DW are numerically intensive, they are still faster than the numerical methods particularly near threshold. Secondly, the M3DW can be applied to atoms or molecules of any size with equal ease. It is likely to be a very long time before numerical methods will be developed which can treat ionization of FA! Of course, the important question concerns the accuracy of the M3DW predictions and that is still an unanswered question. Finally, and most importantly, one of the great strengths of a perturbation calculation lies in the fact that one can easily investigate physical effects causing observed phenomena.

For example, Al-Hagan et al. [110] presented a comparison between ionization of He and H₂ as shown in Figure 8. These are FDCSs measured in the perpendicular plane at Manchester, and the incident beams are adjusted so that the two final state electrons both have 10 eV for both targets. The M3DW theoretical results are clearly in very nice agreement with the experiment for both cases. Comparing the equivalent molecular and atomic cases (i.e., same number of protons and electrons in the target), one immediately notices that both targets (H₂ and He) have peaks around 90° and 270°. On the other hand, He has the largest cross-section at 180° while H₂ has a deep minimum at 180°. The interesting question then concerns why the atomic and molecular targets behave similarly in some cases and completely opposite for other cases and these are the kind of questions that are well suited to a perturbation approach. For example, the atomic He data had been measured almost 20 years ago and Zhang et al. [16] showed how perturbation series can identify the physics leading to the 90° and 270° peaks. As mentioned in the theory section, the fundamental physics contained in a distorted-wave is elastic scattering from the target. A plane wave contains no elastic scattering from the target, and Zhang et al. [16] showed that the 90° and 270° peaks for He went away if the distorted-waves
Figure 7: Experimental FDCSs for the sum of the $10a'+2a''$ orbitals of formic acid as a function of the ejected electron angle, where (a) and (b) have 100 eV incident energy electrons and (c) and (d) have 250 eV incident energy electrons. The ejected electron energy is 10 eV for all cases. The scattered electron angles are $10^\circ$ (for (a) and (c)) and $15^\circ$ (for (b) and (d)). The experiment results are compared with M3DW (dashed line) and M3DW-CPE (solid line) calculations for the $10a'$ orbital only. The experimental and theoretical data are normalized to the recoil peak.
were replaced with plane waves (i.e., if there was no elastic scattering from the target). Since 90° and 270° would be the mutual scattering angles for a classical collision between two equal mass particles with equal energies, the Zhang et al. [16] observation suggested that the physical effects leading to the 90° and 270° peaks were first elastic scattering from the target followed by a classical binary collision occurring in the perpendicular plane. Figure 9 contains the same type of comparison for He and H2 and it is seen that the 90° and 270° peaks go away for both targets without elastic scattering from the target. Consequently, the physics leading to the 90° and 270° peaks is the same for both the atomic and molecular targets.

The next question concerns why there is a maximum at 180° for He and a minimum for H2. One of the important (e,2e) mechanisms is backscattering from the nucleus so we decided to investigate the effect of the nuclear charge distributions on the FDCS. Since the distorting potential is a sum of the electronic part plus the nuclear part, one thing we can easily do is to leave the electronic part alone and change the nuclear part. Recall that the nuclear part consists of the charge of the nucleus distributed uniformly on a thin spherical shell centered on the center of mass. For H2, this means that we have a charge of +2 distributed on a thin spherical shell of radius 0.7 a₀. To investigate the effect of the nuclear charge distribution, we performed calculations with different sized radii decreasing to a point charge and the results are shown in Figure 10. It is seen that the 180° minimum becomes a maximum for a point charge nucleus. We performed a similar calculation for He in which the nuclear charge was placed on a shell of increasing radius and all other aspects of the calculation remained unchanged and again the maximum became a minimum.
4. Conclusions

Although significant theoretical progress for calculating FDCS for electron-impact ionization of molecules has been made in the last few years, there is still much to be done. While the experimental techniques are significantly ahead of the theoretical developments, this is an exciting time since experiments are able to produce excellent data with great detail which provides very stringent tests for theoretical models. The work that has been done so far has provided some valuable insights into the mechanisms of molecular ionization as well as provided some unanswered questions. For example, is the simple model of Al-Hagan et al. [110] correct which states that molecules which have a nucleus at the center of mass will have strong back-to-back scattering in the perpendicular plane while molecules which do not have a nucleus at the center of mass will have weak back-to-back scattering? We have one data set supporting this model and one data set that does not support it.

For the simplest molecule H$_2$ and high incident energies, both the M3DW and FBA-TCC results are in qualitative agreement with the binary peak and poor agreement for the recoil peak. For low incident energies, both the M3DW and TDCC provide very good agreement with the shape of the data in the perpendicular plane. The TDCC gives good shape agreement and relative normalization for out-of-plane angles greater than 45° and rather poor agreement for angles in and near the scattering plane. Surprisingly, the M3DW predicts the relative magnitudes of the cross-section for different planes better than the TDCC. This lack of agreement between experiment and theory for the smallest molecule is a major challenge that needs to be solved.

The larger diatomic molecule that has received the most attention recently is N$_2$. For intermediate energies (75 eV and 150 eV), there is reasonable good agreement between experiment and theory for the binary peak and very bad agreement for the recoil peak. For higher incident energies, one would expect the theoretical approaches to be better but this is not the case. For higher energies, the M3DW and FBA-TCC binary peaks are in better agreement with each other than with experiment. The experimental location for the $2\sigma_g$ and $(3\sigma_g, 1\pi_u, 2\pi_u)$ binary peaks are shifted to larger scattering angles as compared to theory. Although the FBA-TCC is in qualitative agreement with the recoil peak for ionization of the $(3\sigma_g, 1\pi_u, 2\pi_u)$ states, there is no similarity at all between theory and experiment for the $2\sigma_g$ recoil peak.

For the case of low energy ionization of the $3\sigma_d$ state of H$_2$O, results completely opposite from H$_2$ were found. For H$_2$, the best agreement between experiment and theory was in the perpendicular plane. For H$_2$O, the best agreement between experiment and theory is in the scattering plane and the worst agreement is in the perpendicular plane. For H$_2$, the largest cross-section was found for $\psi = 45^\circ$ and for H$_2$O the largest cross-section is in the scattering plane. Since the M3DW has been moderately successful for N$_2$, the big question is whether or not it will also work for even larger molecules and more theoretical and experimental works are required to answer this question.
Finally for the even larger molecule of FA, the fact that the M3DW produced reasonably good agreement with the high energy EMS measurements is very encouraging and indicates the validity of the OAMO at least for the 10a′ state. Unfortunately, the experimental data could not resolve the 10a′ and 2a′′ states, and since the OAMO approximation is known to not be valid for the 2a′′ state, no definite conclusions can be made until either we have an improved experimental resolution or a M3DW calculation that does not make the OAMO approximation.

There has been considerable interest in the possibility of two-center double-slit interference effects for scattering from diatomic molecules. Stia et al. [149] predicted that the cross-section for molecular hydrogen could be expressed as the cross-section for atomic hydrogen times an interference factor. Consequently, one could look for double-slit interference effects by comparing molecular and atomic cross-sections. Two experiments for H₂ and one experiment for N₂ have found evidence for interference using this method. However, this represents indirect evidence for interference at best and it would be much more satisfying to have a more direct method for observing a double slit interference effect.

Finally, the M3DW results presented so far all rely on the OAMO approximation which is potentially valid for a limited number of states and a limited range of scattering angles. Although the approximation has proved to be surprisingly successful for several cases, it is clearly highly desirable to develop a M3DW calculation that does not use this approximation.
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