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1. Introduction

In building or designing a circuit or Boolean switching function, one approach is to begin with a known implementation and add logic to achieve the desired functionality. However, as n, the number of inputs to the switching function, increases, it is impossible to individually examine each switching function to determine if such a technique will lead to a reasonable implementation, both for a given starting function and for the desired function. Thus it is desirable to determine some method of grouping or classifying these functions, such that functions with similar characteristics fall into a common class. One such technique involves applying a transform to the outputs of the switching function, thus generating a series of coefficients which are then used to group the functions. This was first suggested by Edwards [1]. Since then, other researchers have expanded upon this in works such as [2, 3]. The limiting factor of such an approach has been the computational complexity of applying the transform.

For many spectral classification approaches, the transforms generally used are the Walsh or Rademacher-Walsh transforms. These transforms are desirable for a number of reasons, but techniques using these transforms are quite computationally intensive. They are so computationally intensive that it has not been possible to compute the complete spectral classes for functions with more than 5 variables, as published in [3, 4].

In this paper, we revisit the computation of the spectral classes. Since 30 years have passed since this problem has been examined, we theorized that advances in technology could allow for further classes to be computed. We found this to be untrue and present some basic analysis of the problem to support this. In our attempt to press beyond the n = 5 limitation, however, we developed a new approach to spectral classification, and during testing we found that our results differed from those presented in [3]. An additional contribution of our work is a correction to the results from [3], and an argument as to why our new results are correct.

The main idea of our approach involves applying the operations used in classification directly to the functions themselves, using bit operations whenever possible. Rules reflecting the changes for each operation are also predetermined where possible, and stored as templates in order to speed up overall processing. Unlike other approaches, where the spectral domain is used for processing, we chose to remain in the functional domain and make use of a truth table representation for each function, thus allowing us to use a very simple bit-vector as the underlying data structure. A variety of optimization techniques are used to speed up the processing; however, we avoid assumptions made by
previous researchers that resulted in faulty classifications when extended to larger values of \(n\).

2. Background

We first provide some background in the areas of classification and in particular, spectral classification.

2.1. Classification. Given that \(2^n\) unique Boolean switching functions can be realized for \(n\) input variables, it is clear that having some technique for grouping functions together according to some similarities would be useful. There are many techniques for classification, but in general a classification of a set of functions \(F\) into classes \(Q_1, Q_2, \ldots, Q_p\) based on transformations \(T_1, T_2, \ldots, T_m\) is such that

\[
F = Q_1 \cup Q_2 \cup \cdots \cup Q_p,
\]

\[
Q_i \cap Q_j = \emptyset.
\]  

(1)

Two functions \(f_i\) and \(f_j\), \(i \neq j\) are in the same class \(Q_k\) if and only if \(f_j\) can be obtained from \(f_i\) by the application of some appropriate set of transformations from \(T_1, \ldots, T_m\). No set of transformations applied to a function in \(Q_j\) can lead to a function in \(Q_i\) for any \(i, j \in \{1, \ldots, p\}\) where \(i \neq j\).

2.2. Spectral Classification. One of the more common classification techniques divides functions into the NPN classes \([4]\). In this technique the transformations consist of negation of the input variable(s) (N), permutation of the input variable(s) (P), and negation of the output (N).

The negation of an input variable \(x_i\) effectively replaces each instance of a value with its inverse for that particular variable. An example is shown in Table 1. As this example shows, the effect of negating an input variable is that the rows of the truth table for the switching function are permuted.

Similarly, the permutation operation also affects the rows of a function’s truth table. Negation of the output has the effect of inverting (negating) all the output values, and so the rows of the table are not affected.

The spectral classification technique is based on examination of a function’s spectral coefficients. Computation of these coefficients is discussed in Section 2.3. There are five operations which may be applied to a function that do not change the values of a function’s spectral coefficients, only the order in which they appear. These five operations are \([3]\)

1. permutation of the input variables,
2. negation of the input variables,
3. negation of the output,
4. replacing some variable \(x_i\) with \(x_i \oplus x_j\), \(i, j \in \{1, \ldots, n\}\) and \(i \neq j\), and
5. replacing the output \(f(X)\) with \(f(X) \oplus x_i\) for some \(i \in \{1, \ldots, n\}\).

As one can see, the first three operations are the same as given for the NPN classification. These five operations are sometimes referred to as invariance operations. Throughout this work we refer to each of these operations according to their numeric ordering; for example, a Type 1 invariance operation would refer to some permutation of the function’s input variables.

2.3. Computing the Spectral Classes. The spectral classes are formed by determining all functions that have the same set of absolute values of spectral coefficients. Functions with the same spectral coefficients, disregarding ordering and sign, fall into the same spectral class. It is generally necessary to compute the spectral coefficients for a function to determine its spectral classification.

Computation of the spectral coefficients can be carried out by applying the appropriate spectral transform to the output vector of the Boolean switching function in question. In this explanation we describe the use of the Hadamard transformation matrix to compute the spectral coefficients. It should be noted that this results in the same overall set of coefficients as do the Walsh and Rademacher-Walsh transforms; the primary difference is in the resulting ordering of the values. The Hadamard transformation matrix was chosen simply because of its recursive nature, making it easy to describe. Since the remainder of this paper focuses on computing the spectral classes in the functional domain and not in the spectral domain this explanation is included merely for the sake of completeness and understanding of the work.

The Hadamard transformation matrix is recursively defined as given in (2).

\[
T^n = \begin{bmatrix} T^{n-1} & T^{n-1} \\ T^{n-1} & -T^{n-1} \end{bmatrix} \text{ where } T^0 = 1.
\]  

(2)

Then computation of the spectral coefficient vector \(S\) is generally computed by applying (3),

\[
S = T^n Y,
\]  

(3)

where \(Y\) is the output vector of the switching function in question. Generally, \{+1, −1\} encoding is used; that is, 0 values are replaced with +1 and 1 values are replaced with −1. The output vector is referred to as \(Y\) if \{+1, −1\} encoding is used, and \(Z\) if \{0, 1\} encoding is used. Discussions of this replacement can be found in \([3, 5]\).

Table 1: The effect of negation of an input variable \((x_i)\) on the truth table of a Boolean switching function. Note that the output vector of the function is generally referred to as \(Z\), with \(z_i\) being individual elements of \(Z\).

<table>
<thead>
<tr>
<th>(x_0 x_1 x_2)</th>
<th>(f(X))</th>
<th>(x_0 x_1 \overline{x}_2)</th>
<th>(f(X))</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>(z_0)</td>
<td>000</td>
<td>(z_1)</td>
</tr>
<tr>
<td>001</td>
<td>(z_1)</td>
<td>001</td>
<td>(z_0)</td>
</tr>
<tr>
<td>010</td>
<td>(z_2)</td>
<td>010</td>
<td>(z_3)</td>
</tr>
<tr>
<td>011</td>
<td>(z_3)</td>
<td>011</td>
<td>(z_1)</td>
</tr>
<tr>
<td>100</td>
<td>(z_4)</td>
<td>100</td>
<td>(z_5)</td>
</tr>
<tr>
<td>101</td>
<td>(z_5)</td>
<td>101</td>
<td>(z_4)</td>
</tr>
<tr>
<td>110</td>
<td>(z_6)</td>
<td>110</td>
<td>(z_7)</td>
</tr>
<tr>
<td>111</td>
<td>(z_7)</td>
<td>111</td>
<td>(z_6)</td>
</tr>
</tbody>
</table>
An example of applying the Hadamard transformation matrix to the {+1,−1} encoded output vector of the function \( f(X) = \overline{x_3}x_1 + x_2x_1 + x_3\overline{x}_2 \) is shown in Figure 1. A straightforward application of (3) would result in the summation of \( 2^n \times 2^n \) individual product terms; however, there are fast transform procedures that allow interval values to be reused, thus saving some computational effort. Details of such procedures are given in [3].

2.4. Relationship between Spectral Classes and the Spectral Coefficients. Before discussing the impact of the five invariance operations, it is useful to define some labeling to clarify our discussion. If we describe the spectral coefficients as a vector of values \( s \) consisting of individual coefficients \( s_0 \), then it is common to label each individual coefficient according to its meaning. For instance, a coefficient with a single subscript, for example, \( s_1 \), indicates the correlation between \( f(X) \) and the input variable \( x_1 \). A coefficient with multiple subscripts, for instance \( s_{ij} \), \( i \neq j \) indicates the correlation between \( f(X) \) and the function \( x_i \oplus x_j \). The remaining coefficient, \( s_0 \), indicates the similarity of \( f(X) \) to the constant function. An example illustrating this labeling is shown in Figure 1. Given this labeling we can then describe the effect of the five invariance operations on the spectral coefficients of a function as follows.

1. Permutation of any input variables \( x_i \) and \( x_j \) results in the exchange of \( s_i \) with \( s_j \), \( s_{ik} \) with \( s_{jk} \), and so on. Coefficients \( s_0, s_i, s_{ij} \), and others in this pattern remain unchanged.

2. Negation of any input variable \( x_0 \) results in the negation of the related coefficients: \( s_i, s_{ij}, s_{ik}, \) and so forth. Other coefficients \( s_0, s_i, s_{jk}, \) and so on remain unchanged.

3. Negation of the output results in the negation of all \( 2^n \) spectral coefficients.

4. Replacement of any variable \( x_i \) with \( x_i \oplus x_j \) results in the exchange of \( s_i \) with \( s_j \), \( s_{ik} \) with \( s_{jk} \), and so on. Coefficients \( s_0, s_i, s_{jk}, \) and so on remain unchanged.

5. Replacement of the output \( f(X) \) with \( f(X) \oplus x_i \) results in the exchange of \( s_i \) with \( s_0 \), \( s_{ij} \) with \( s_{ij} \), and so on. All coefficients are affected by this change [3].

For example, given \( f(X) = \overline{x}_3x_1 + x_2x_1 + x_3\overline{x}_2 \), then functions \( g(X) = x_3x_1 + x_2x_1 + \overline{x}_3\overline{x}_2 \) and \( h(X) = \overline{x}_3x_1 + x_3x_1 + x_2\overline{x}_2 \) belong to the same spectral class. \( g(X) \) can be generated by negating \( x_3 \) in the original function \( f(X) \), and \( h(X) \) can be generated by permuting variables \( x_2 \) and \( x_3 \) in the original function. \( f(X) \) and \( g(X) \) would have the same spectral coefficients, in the same order, while the change for \( h(X) \) would be the interchange of coefficient pairs \( s_2 \) and \( s_3 \) and \( s_{12} \) and \( s_{13} \).

Thus the spectral classes can be computed by determining all functions with the same sets of coefficient values, or alternatively by applying the 5 invariance operations to a function in order to generate all other functions in the same class.

![Figure 1: An example of computing the spectral coefficients for the function \( f(X) = \overline{x}_3x_1 + x_2x_1 + x_3\overline{x}_2 \).](image)

3. Related Work

There has been a variety of approaches suggested for computation of the spectral coefficients. For instance, Thornton and Dreschler propose the computation of spectral information from logic netlists in [6], and also suggest techniques based on AND/OR graphs and output probabilities [7–9]. Clarke et al. [10] is probably one of the earliest researchers to suggest computation based on decision diagrams, and other researchers such as Jankovic et al. have followed up on this [11–15]. Techniques based on programmable hardware have also been introduced [16] as have parallel techniques [17].

One of the reasons for this renewed interest in spectral coefficients is that researchers such as Hansen and Sekine [18] have suggested new synthesis techniques based on the spectral coefficients of a function. Other work in this area includes techniques for Boolean matching [19], in reversible logic synthesis [20, 21], and in multiple-valued applications [22]. The reader is directed to [23] for further details on advancements in spectral techniques in this field as well as various works by Falkowski and Yan including [24, 25].

While there are many questions of interest in the area of classification, research here has not been as common. Classification techniques based on Reed-Muller forms have been suggested by Tsai and Marek-Sadowska in [26], and a technique based on the matrix representation of a function was introduced by Lapshin in [27]. Related work on classification has also been discussed by Rice and Muzio in [28]. Strazdins [29] discusses the matter of Boolean function classification from a more mathematical approach, although it is of interest to note that this work also is following up on similar work after an approximately 30-year gap.

Our research has focused primarily on spectral classification as introduced by Edwards. In [1] Edwards applied five spectral invariance operations to classify all \( 2^5 \) possible Boolean switching functions for \( n \leq 5 \). He did so using a compressed version of the spectral coefficients referred to as a function’s signature. This signature consists of \( s_0 \); all coefficients with a single subscript, and a list of the absolute values of all coefficients with the number of occurrences of each value. For example, the spectral coefficients for the function \( f(X) = \overline{x}_3x_1 + x_2x_1 + x_3\overline{x}_2 \) are shown in Figure 1, while the corresponding signature for this function is \(-4; 0; 0; 4 \times 0; 4 \times 4 \). Thus \( f(X) \) has the coefficient values...
s_0 = -4, s_1 = 0, s_2 = 0, and s_3 = 0, and the remaining coefficients are grouped into the summary indicated by the notation showing that there are four coefficients with the value 0 and four coefficients with the (absolute) value 4; note that the values for s_0, s_1, s_2, and s_3 are also included in this summary. As one can see, the signature compresses the entire coefficient information by removing the information relating to where in the coefficient pattern a particular value appears.

It was thought that this signature was sufficient to uniquely define each class, and Edwards stated that 47 spectral classes were required to completely classify all 2^{25} functions. However, further investigation in [4] discovered that one of the 47 classes published in [1] did not meet the definition of the classification. There existed at least one function within a particular class for which there was no way to transform it to any other function in that class. This offending class was therefore split into two separate classes, each with the same signature. This discovery proved that this spectral signature as defined by Edwards is not sufficient to uniquely classify all 2^{25} functions and the number of classes for n ≤ 5 thus increased from 47 to 48.

A complementary approach was taken in [3] using only the first four operation types. This approach produced 191 classes, which were mapped to the equivalent classes in [4] using the signature of each class. Clearly the classes determined using only four of the invariance operations have fewer criteria than the classes determined using all five operations, and so there are multiple classes defined in [3] for each class defined in [4].

The general process used in [1, 3, 4] was to transform a starting function, f, into the spectral domain and attempt to construct all other functions in the same spectral class using the five spectral transformations. In order for this to be computed in a reasonable amount of time for n = 5, the problem was extensively pruned and optimized. Unfortunately, the details of these optimizations are unavailable.

### Table 2: An example of three functions each having the same number of true minterms in their output vectors.

<table>
<thead>
<tr>
<th>x_2x_1x_0</th>
<th>f_1(X)</th>
<th>x_2x_1x_0</th>
<th>f_2(X)</th>
<th>x_2x_1x_0</th>
<th>f_3(X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0</td>
<td>000</td>
<td>0</td>
<td>000</td>
<td>1</td>
</tr>
<tr>
<td>001</td>
<td>0</td>
<td>001</td>
<td>1</td>
<td>001</td>
<td>0</td>
</tr>
<tr>
<td>010</td>
<td>0</td>
<td>010</td>
<td>0</td>
<td>010</td>
<td>0</td>
</tr>
<tr>
<td>011</td>
<td>0</td>
<td>011</td>
<td>1</td>
<td>011</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>101</td>
<td>1</td>
<td>101</td>
<td>1</td>
<td>101</td>
<td>1</td>
</tr>
<tr>
<td>110</td>
<td>1</td>
<td>110</td>
<td>0</td>
<td>110</td>
<td>1</td>
</tr>
<tr>
<td>111</td>
<td>1</td>
<td>111</td>
<td>1</td>
<td>111</td>
<td>0</td>
</tr>
</tbody>
</table>

### 4. Our Approach

In contrast with the previous work in [1, 3], the processing in our approach takes place entirely in the functional domain, with the exception of the direct comparison to the previous work. An advantage of performing classification in the spectral domain, or in other words, manipulating the spectral coefficients of a function, is that the spectral coefficients provide more global information about a function, making it possible to make observations about groups of functions and optimize accordingly. However, a big disadvantage of this approach is in the overhead of computing the spectral coefficients, and even fast techniques still have significant computational complexity.

To avoid the overhead associated with converting to the spectral domain, we chose to focus on the functional domain and apply the invariance operations directly to the function’s truth table representation. Since most of the operations simply require reordering of a function’s truth table, this can be easily reflected by a change in a bit vector storing the function’s outputs. Furthermore, the effect of each operation is predictable, and so rules reflecting the changes for each operation can be predetermined and stored as templates. A further advantage of working in the functional domain is in the fact that all of the above operations can be performed very quickly as bit operations such as AND, OR, XOR, and SHIFT. Unfortunately, we do lose out on some opportunity to optimize over groups of functions, since we cannot get information about other functions from an individual function’s truth table.

#### 4.1. Optimizations

One optimization that can be made is to prefilter the functions. It is possible to group the functions based on the number of true bits in the output vector of the function’s truth table. For example, the functions shown in Table 2 all have exactly four 1’s, or four true minterms in their output vectors. Because the number of true bits is never changed by any of operations 1, 2, or 4 (permutation, negation of an input, or replacement of an input with an exclusive-or operation), we know that functions with differing numbers of true minterms can never be in the same class. This prefilter process categorizes the functions according to the number of true minterms in the output vector, resulting in 2^n + 1 categories, of which two are trivial cases (f(X) = 0 and g(X) = 1). The effect of the Type 4 invariance operation is to negate the output, and so a function with k true minterms will be transformed to a function with 2^n − k true minterms. It can be shown that these will both fall into the same category, and so the prefilter can further reduce the number of categories to 2^(n−1). Details of this proof are given in [30].

#### 4.2. Rules

Our process of determining the classes then requires three steps: generate rules, prefilter, and then apply the rules. The rules describe how the output bits from the current function are remapped to create a new function within the same spectral class. For instance, if we consider the first invariance operation, permutation, then it is possible to permute n input variables in n! possible ways resulting in n! rules, including the original function. Table 3 illustrates these rules.

The second invariance operation, negation of input variables, results in 2^n possible rules, as there are 2^n ways in which combinations of the n input variables can be negated.

The third invariance operation, negation of the output, is something of a special case, as no swapping of output
with applied to functions with $n = 3$ variables.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Permutation of Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$z_0$ $z_1$ $z_2$ $z_3$ $z_4$ $z_5$ $z_6$ $z_7$</td>
</tr>
<tr>
<td>1</td>
<td>$z_0$ $z_1$ $z_2$ $z_3$ $z_4$ $z_5$ $z_6$ $z_7$</td>
</tr>
<tr>
<td>2</td>
<td>$z_0$ $z_1$ $z_2$ $z_3$ $z_4$ $z_5$ $z_6$ $z_7$</td>
</tr>
<tr>
<td>3</td>
<td>$z_0$ $z_1$ $z_2$ $z_3$ $z_4$ $z_5$ $z_6$ $z_7$</td>
</tr>
<tr>
<td>4</td>
<td>$z_0$ $z_1$ $z_2$ $z_3$ $z_4$ $z_5$ $z_6$ $z_7$</td>
</tr>
<tr>
<td>5</td>
<td>$z_0$ $z_1$ $z_2$ $z_3$ $z_4$ $z_5$ $z_6$ $z_7$</td>
</tr>
</tbody>
</table>

Table 4: Type 4 input variable lookup table for $n = 3$. This table shows all possible exclusive-or combinations of the three input variables.

<table>
<thead>
<tr>
<th>$x_3$</th>
<th>$x_3 \oplus x_2$</th>
<th>$x_3 \oplus x_1$</th>
<th>$x_3 \oplus x_2 \oplus x_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_2$</td>
<td>$x_2 \oplus x_1$</td>
<td>$x_2 \oplus x_3$</td>
<td>$x_2 \oplus x_1 \oplus x_3$</td>
</tr>
<tr>
<td>$x_1$</td>
<td>$x_1 \oplus x_3$</td>
<td>$x_1 \oplus x_2$</td>
<td>$x_1 \oplus x_2 \oplus x_3$</td>
</tr>
</tbody>
</table>

bits takes place. Thus there is no real rule generated for this operation.

The fourth invariance operation, replacement of a variable with an exclusive-or operation involving that variable, is a more difficult proposition. Figure 2 illustrates how an input whose original value was variable $x_1$ can be replaced with the exclusive-or operation $x_3 \oplus x_1$. Rules for this operation must list all possible legal replacements of the variables, keeping in mind that the replacement of a particular variable must incorporate the original variable. To generate a complete list, first all possible replacements are listed and placed in a lookup table such as is shown in Table 4. To generate a possible Type 4 operation rule, one must then choose one item from each row in Table 4, and this is repeated until all possible combinations have been realized. This will generate $(2^n - 1)^n$ combinations. However, the problem is that some of these combinations are invalid. For example let us take a function such as $f_1(X) = x_3 + x_2 x_1$ and perform the following replacements:

1. replace $x_3$ with $x_3 \oplus x_2 \oplus x_1$,
2. replace $x_2$ with $x_3 \oplus x_2 \oplus x_1$,
3. replace $x_1$ with $x_3 \oplus x_2 \oplus x_1$.

Then the resulting function becomes

$$f_2(X) = [x_1 \oplus x_2 \oplus x_3] + [(x_1 \oplus x_2 \oplus x_3)(x_1 \oplus x_2 \oplus x_3)]$$

$$= [x_1 \oplus x_2 \oplus x_3] + [x_1 \oplus x_2 \oplus x_3]$$

$$= x_1 \oplus x_2 \oplus x_3.$$  \hspace{1cm} (5)

It is clear from examining the truth tables of these two functions as shown in Table 5 that they have different numbers of true minterms, and so cannot be in the same class.

To solve this problem, the replacements can be represented as a matrix in which each row represents a variable and each column indicates whether the variable is included in the replacement. Using this representation for functions $f_1(X)$ and $f_2(X)$ from the above example would result in matrices as shown in Figure 3. In this form, each combination must have true bits on the diagonal. To then separate the valid operations from the invalid combinations, a linear independence check is performed on the vectors of each input combination (the rows of the matrix for each combination of replacements). If a combination is found to be linearly independent, it is added to the list of valid Type 4 operations.

The final invariance operation is the replacement of the output $f(X)$ with $f(X) \oplus x_i$. This operation was not included in this work, so as to generate a list more easily comparable to work in [3].
4.3. Applying the Rules. Simply applying each of the rules for each rule type to some chosen starting function will not achieve the desired result of producing all possible functions in a spectral class. To create all possible functions *all* of the rules must be considered in combination, and the eventual result must combine all rules in all possible combinations. Figure 4 shows a tree illustrating the concept of combining the transformation rules. Each result of the Type 1 rules must be operated on by each of the Type 2 rules. For each result of the Type 2 rules, the Type 3 operations must be applied. Finally, for each Type 3 result, each Type 4 operation must be applied. The leaf nodes of the tree represent all possible functions that can be realized from the original starting function. The first leaf node, when considering a postorder traversal, represents the starting function: in other words the original Boolean switching function, unmodified. The code for implementation of the prefilter, rule-generation, and application of the rules is available in [30].

Table 6: Table showing the number of spectral classes for \( n = 1 \) to 5.

<table>
<thead>
<tr>
<th>( n )</th>
<th>no. classes</th>
<th>no. classes</th>
<th>total no.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>6</td>
<td>256</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>18</td>
<td>65,536</td>
</tr>
<tr>
<td>5</td>
<td>206</td>
<td>191</td>
<td>( 4.29 \times 10^9 )</td>
</tr>
</tbody>
</table>

5. Results & Analysis

5.1. A Correction to Previous Results. In [3] it was stated that there are 191 spectral classes to represent all functions for \( n = 5 \). Our research, however, indicates that several classes may inadvertently have been combined and that there are in fact 206 spectral classes needed to represent all \( 2^{25} \) functions. Table 6 shows the number of classes for \( n = 1 \) through 5 as determined by our approach. All previously published results agree with these values up to \( n = 5 \). As classifying all functions is a problem that grows not just exponentially but double-exponentially as the value of \( n \) increases, this problem must be optimized in order to compute a solution, and a computational solution is not easily checked. Careful analysis of the optimizations in this implementation indicates that \( 5.84 \times 10^{11} \) transformations are required to classify all \( 2^{25} \) functions. Although this is still a lot of computation, it is significantly less than the 1.22 \( \times 10^{19} \) transformations that must be performed when no optimization is added to the problem. It is thus necessary to present arguments demonstrating the accuracy of our results, since computational verification is nearly impossible.

Given this, we feel that the evidence of our correctness is substantial. When we examine previous computations of classes for \( n = 3 \) and \( n = 4 \), our results agree with previous work, providing one form of verification, at least for smaller values of \( n \). Additionally, if we list the 191 classes found in previous work for \( n = 5 \), our research has resulted in the same 191 classes, although with an additional 15 new classes. These 15 new classes have a spectral signature matching classes contained within the other 191, so it is likely that in previous research the optimization techniques used in the implementation lead to the inadvertent combination of multiple classes. Since our optimizations rely strictly upon patterns that can be proven for a general \( n \) this is unlikely to be a factor in our results. In addition, a number of internal checks on our data and computations were performed, details of which are given in [30].

5.2. The Difficulties of \( n \geq 5 \). This is a difficult problem, as clearly solutions for small values of \( n \) such as 3, or 4 are relatively easy to determine. This is due to the nature of the numbers, as we must examine on the order of \( 2^{25} \) functions. For \( n = 3 \), we have \( 2^{25} = 256 \), and for \( n = 4 \) we have \( 2^{25} = 65,536 \). However, for \( n = 5 \) we have \( 2^{25} = 429,967,296 \), and we have used the term double-exponential for this growth. Because of this growth, we suspect that as \( n \) increases there may be different “behaviours” of the coefficients. For instance, using the signature of the function was sufficient to classify functions for \( n = 3 \), but not for \( n = 4 \), so it is likely that optimizations of this nature used in computing the \( n = 4 \) classes may not have been suitable for the \( n = 5 \) classes. There are a few factors that may indicate why this might be. It seems as though the coefficients may “behave” differently for \( n > 4 \). As the value of \( n \) increases, there are more ways to combine the truth values of each function. It is possible that not all combinations of the four operation types are needed to compute all of the classes for smaller values of \( n \). Indeed, it was previously thought that the signature of a function's coefficients was unique to a class, but as computation for higher values of \( n \) became feasible this was shown to be untrue. It is also possible that the spectral classes for \( n < 5 \) are in fact special cases and that it is not possible to observe any patterns without knowing the classes.
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for n > 5. Once spectral classes for n > 5 are calculated, it 
may appear that there are different patterns for even and odd 
values of n. Unfortunately, until the spectral class structure 
for higher values of n are computed, the answers to these 
questions will remain unknown.

5.3. Analysis of the Number of Rules. It is possible to calculate 
the number of rules required to transform a starting function 
into all other possible functions within that class. The 
number of rules for n ≤ 6 is given in Table 7.

For Type 1 transformations, n! rules are needed to produce all possible permutation of the input variables 
while Type 2 transformations require 2^n rules. Type 3 
transformations do not have rules, as defined in Section 4.2 
but rather the outputs of the function are negated. Therefore, 
for all values of n, the number of transformations for Type 
3 is simply the constant 2. Type 4 transformations are 

somewhat more complex as there is no known general case 
to calculate the required number of rules, and a generalized 
equation for the number of rules for Type 4 is currently 
unknown and as such, an area of future research. In general, 
only an upper bound of (2^n-1)^n can be specified, which 
includes invalid transformations, thus we know only that 
the removal of invalid transformation will reduce the total 
possible number of rules. In Table 7 we show this as the 
equation n/a where a is yet to be determined.

Although the number of rules generated by this imple-
mentation for rules of Types 1 and 2 are confirmed, Type 
4 cannot be compared if no general case can be provided. 
To confirm the number of Type 4 rules, an alternate method 
of generating the rules was created using Maple [31]. In this 
method all possible combinations of input variables for each 
value of n were checked for linear independence. Each set of 
input variables was checked using the determinant function 
that is built into Maple. If the result of the determinant 
modulo 2 does not equal 0 then it is considered to be linearly 
independent, and therefore valid combination of input 
variables. For n ≤ 5 the number of linearly independent sets 
returned from Maple equaled the number of Type 4 rules 
generated by our implementation.

### Table 7: The numbers of rules for varying values of n.

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>n = 1</th>
<th>n = 2</th>
<th>n = 3</th>
<th>n = 4</th>
<th>n = 5</th>
<th>n = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>n!</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>24</td>
<td>120</td>
<td>720</td>
</tr>
<tr>
<td>Type 2</td>
<td>2^n</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>Type 4</td>
<td>n/a</td>
<td>1</td>
<td>3</td>
<td>34</td>
<td>1688</td>
<td>370,752</td>
<td>347,638,784</td>
</tr>
</tbody>
</table>

There are thus 2^n · n! · 2^n · 2 · (2^n-1)^n transformations that must be performed to spectrally classify all functions of n input variables.

The first reduction of this is fairly straightforward; simply, the number of starting functions can be reduced by half 
by observing that the second half of all 2^n functions can 
be achieved by a Type 3 operation applied to the first 
2^n-1 functions. There are then 2^n-1 · n! · 2^n · 2 · (2^n-1)^n 
transformations in the optimized general case for functions 
of n input variables.

Since all possible combinations of all four spectral trans-
formations are applied to a starting function, all functions 
that exist within the same class as the starting function are 
also discovered. This observation further reduces the number 
of starting functions from 2^{2^n-1} to the number of spectral 
classes, S_n. As a result of the second optimization to A, the 
number of transformations in the optimized general case is 
now S_n · n! · 2^n · 2 · (2^n-1)^n. For n = 5, the total number of 
transformations is as follows:

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>206</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>5!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>2^5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>1,048,576</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4. General Complexity. Spectral classification of Boolean 
functions is a very large problem and the number of 
transformations that must take place can be described as 
A · B · C · D · E where A represents the total number 
of functions to be considered, B represents the number 
of Type 1 transformations, C represents the number of 
Type 2 transformations, D represents the number of Type 
3 transformations, and E represents the upper bound for 
Type 4 transformations. Because E includes possibly invalid 
transformations, this expression represents an upper bound. 
The implementation of this approach is highly dependent 
on the order in which A through E are combined. In 
this implementation, for each item saved in A, the work 
associated with parts B, C, D, and E can be completely 
avoided. This is true for every term going from left to right 
in the expression. In other words, for each item saved in B, 
work in C, D, and E is avoided and so on.

Alternatively, we can consider this expression as a tree 
where Figure 4 represents the terms B, C, D, and E. In this 
tree, Figure 4 is the child node for each item in A. If there 
are 2^n starting functions with A, it means that Figure 4 
must be traversed 2^n times; once for each item of A. The 
optimization approaches in this section are simply methods 
to prune this tree. The further up the tree these optimizations 
 occur, the larger the overall benefit to the problem.

The analysis of the problem is first considered in its 
worst case. In the worst case, the total number of function 
transformations that must be performed is as follows:

\[ A : 2^n \]
\[ B : n! \]
\[ C : 2^n \]
\[ D : 2 \]
\[ E : (2^{n-1})^n. \]
5.5. Future Considerations. It has already been shown that classification of all $2^n$ functions is an incredibly difficult problem, especially as $n$ increases to values above 4. For $n > 5$, it is impractical to use current methods of classification; therefore some other method is needed to calculate these classes. One approach is to use existing data from smaller values of $n$ and extrapolate to higher values. Using prediction of this nature, it may be possible to derive all, or a large portion, of the classes for $n + 1$ variables. This could greatly decrease the amount of processing needed and could make classification for $n > 5$ feasible.

When considering the first 128 functions for $n = 3, 4$, and 5 many of the classes remain the same as the value of $n$ increases. This is an interesting observation that deserves further study.

We note that the program for this work was initially written in Java, and then ported to C++ when we ran into speed and performance issues. The computation was carried out on a Macintosh G5 with 2.5 GHz dual processors and 6 GB of RAM. On this platform, processing of the $n = 5$ classes required between one and two days (24 to 48 hours) of processing time to complete. As platforms and language support improve, it may be possible to continue improving this; unfortunately as the numbers increase for $n = 6$ even significant improvements will not provide enough speed-up to complete in a reasonable amount of time, thus some type of derivation or prediction process is likely to be required.

6. Conclusion

This work was begun with the goal of continuing work begun in [3] and by other researchers, and extending the computational results to higher values of $n$. Instead, what we found was that even with faster technology and larger amounts of memory the problem of determining the spectral classes for Boolean functions grows too quickly. Moreover, we determined that there is significant evidence that previous implementations for determining the classes for $n = 5$ were, in fact, faulty, and resulted in incorrect results.

This research focused on an entirely new approach to the computation of the spectral coefficients, and found that an additional 15 classes should be added to the previously computed lists. In addition, our optimization techniques have been well documented and closely checked, leading us to have a great deal of confidence in them. This will, we hope, provide a basis for future researchers to build upon without having to rebuild our work. These optimizations include the design of a prefilter to reduce the numbers of functions on which our technique must operate. We also have taken the step of mathematically proving for a general $n$ any optimizations that were utilized.

It is our goal to eventually determine a prediction method for higher values of $n$, so that rather than computing all spectral classes we could instead predict, based on existing data, which class a function might fall in to. In addition we conjecture that, once enough data is available, we may be able to extrapolate the structure and composition of classes of functions for higher values of $n$ based on data for lower values.
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