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Fine structure features of energy-dependent atomic scattering factor near the atomic absorption edge, are used for structural analysis of low-Z containing thin film structures. The scattering contrast undergoes large and abrupt change as the incident photon energy approaches the natural frequency of the atom and is sensitive to variation in atomic composition and atomic density. Soft X-ray resonant reflectivity is utilized for determination of composition at the buried interfaces with subnanometer sensitivity. This is demonstrated through characterization of Mo/Si multilayers near Si L-edge. We also demonstrate the possibility of probing variation of atomic density in thin films, through the characterization of Fe/B4C structure, near B K-edge. Sensitivity of soft X-ray resonant reflectivity to native oxide is demonstrated through characterization of BN films near B K-edge.

1. Introduction

Hard X-ray reflectivity (XRR) probes electron density profile (EDP) and is an important nondestructive research tool to probe interfaces in thin film multilayer structure [1]. The large dynamic range and high momentum scattering vector range of XRR (incident X-ray energy is far away from absorption edge) allow determination of structural parameters such as thickness, roughness, density, and interface interdiffusion profile in thin film structures with high electron density contrast. XRR determines electron density of a layer. Using XRR measurements it is difficult to extract the layer composition from the electron density for following conditions: (i) layers in a multilayer containing an unknown amount of impurity, usually incorporated during film deposition, (ii) layers contain several components (e.g., C impurity in a Si layer) with nearly equal electron density, (iii) formation of low electron density contrast compound at the buried interfaces, (iv) formation of native oxide and change in compositions of oxide, with poor electron density contrast, (v) significant change in porosity of a layer. For example, in a Pt/C multilayer, even a 15% change in the electron density of the C-layers does not produce a significant change in XRR [2]. In high reflectivity X-ray multilayer structures, where strong standing wave fields are generated near the Bragg angle, XRR is combined with X-ray standing wave (XSW) to address this problem. Fluorescence from different elements in the multilayer is simultaneously measured along with the reflectivity. Combined XSW-XRR can determine interface roughness and layer composition. Composition can be determined [3] with a precision of ~2% with depth resolution of ~0.1 nm [2]. The adaption of this combination is difficult for thin films and multilayer structure which are not periodic. Further, for low Z/low Z system, the standing wave fields are weak, followed by low fluorescent yield for low Z elements.

In XRR, only intensity is measured and the phase information is lost. Real space information is obtained by modeling of EDP. The reflectivity profile is calculated by recursion relation [1] taking different layers with constant electron densities [4]. The calculated XRR profile is least square fitted with the measured profile by varying large number of parameters such as film thickness, optical constants, and roughness. This works well if the initial guess of EDP is
close to the actual EDP of the structure. Extracting the real parameters became difficult for low density contrast system where the amplitude modulation of oscillations is very small. Sanyal et al. [5] have proposed box refining method based on Distorted Wave Born Approximation formalism [6] to determine small fluctuation in EDP of Langmuir Blodgett films. The low electron density contrast problem is also addressed using one-dimensional Patterson function (the Fourier transform (FT)) of normalized reflectivity [7–16]. The maxima in FT give location of layer thickness, which helps in reducing the number of free parameters during least square fitting. In case of small variation in electron density, it is difficult to identify modulation in the XRR patterns while FT generates secondary maxima, indicating layer formation. Yu et al. [9] have observed internal layering in thin film (4.5–9 nm) liquid film using XRR. Secondary maxima in Patterson function indicated layer formation near the solid-liquid interface with a period of ~1 nm. Seeck et al. [10] have demonstrated that interfacial parameters can be determined in polymers, where the difference in the electron density is small. By simulation they have shown that, although there is no significant change in specular reflectivity pattern with ~5% contrast, FT of specular reflectivity data indicates the sensitivity through the secondary maxima in FT. They have also shown by simulation, the effect of different roughness and lower limit in z-component of momentum transfer vector on the FT profile. The limitation of this technique is that only thickness of the film can be known from position of maxima in FT. Others parameters need to be obtained from modeling of EDP which are not unique and impose difficulty in case of low contrast system and technique is not sensitive to variation in atomic composition. An alternate way of finding optical contrast is measuring reflectivity by tuning incident photon energy near the atomic absorption edge of the constituent element of the thin film multilayer system, which we investigate in this paper.

X-ray scattering shows a resonant behavior when the X-ray energy is tuned near the atomic absorption edges of an element in a material. The resonant effect originates mostly from tightly bound inner electrons, with strong variation of the atomic scattering factor near the edges [17, 18]. Electronic transition and hence atomic scattering factor of probed elements get modified due to local chemical environment. X-ray resonant scattering combines spectroscopy with the scattering techniques. Vetter [19] has presented three main properties of X-ray resonance: the large enhancement of scattering amplitude, the chemical selectivity and the sensitivity to the symmetry of electronic levels. Using resonant scattering principle, the spectroscopic nature of the electronic transitions of probed elements and their modifications due to local chemical environment can be studied using polarized nature of synchrotron radiation beam available from insertion device-based synchrotron source [20]. The strong variation of atomic scattering factors and hence optical constants provide an opportunity in getting high and tunable optical contrast [21]. The use of X-ray techniques based on resonant scattering phenomena has been increasing ever since continuously tunable monochromatic X-rays became available at synchrotron sources. While the imaginary part of the scattering factor has been used widely in the X-ray absorption fine structure spectroscopy and related techniques [22] more attention has recently been paid towards the use of the real part of the scattering factor. In the hard X-ray region, resonant X-ray scattering/reflectivity is utilized as tool in many different fields, for examples to study ion distribution at biomembranes [23], spectroscopic structures of ion adsorbed at oxide-water interfaces [24], chemical depth profile of passive oxide [25], magnetic material [26], and monolayer of bromostearic acid at the air/water interface [27], charged aqueous surfaces/interfaces [28], metal oxides thin films [29]. Sanyal et al. have proposed a model-independent method to obtain density profile by inverting reflectivity profile using anomalous XRR [30]. They have demonstrated this on organic thin films by tuning photon energies close to, and away from, absorption edge of substrate (germanium). Using the above method, Okhawa et al. [31] have determined the structure of Al/C multilayers deposited on germanium by measuring reflectivity at two different photon energies near germanium K-absorption edge. Park and Fenter [32] have proposed a model-independent formalism for determination of element-specific partial structure at buried interfaces using phase-dependent behavior in reflectivity at a fixed momentum transfer near the absorption edge. They have demonstrated this method for studying ion distribution muscovite (001) aqueous solution interfaces. Feygenson et al. [33] have studied interface morphology of epitaxially grown Fe/Cr/Fe using anomalous X-ray scattering/reflectivity near Cr K-absorption edge. Using contrast variation in resonant X-ray scattering, they have quantitatively extracted structure of samples, including buried layers and top oxide layer.

In hard X-ray region, Straginer et al. [34] have proposed diffraction anomalous fine structure (DAFS), which combines long-range order sensitivity of diffraction techniques with the short-range order sensitivity of absorption techniques. They demonstrated that, absorption-like information can be obtained from scattering measurements. Since real and imaginary part of atomic scattering factors are related causality, so the energy-dependent X-ray diffraction at fixed momentum transfer can be used to provide the short-range local atomic order information generally obtained from X-ray absorption measurements. In the extended fine structure region, DAFS provides short-range structural information such as the bond lengths, the neighbor types, and the coordination numbers for the atoms surrounding the resonating scattering atoms. In the near-edge region, DAFS provides the same structural and spectroscopic sensitivities as X-ray absorption near edge spectroscopy. DAFS can be used to provide enhanced site and spatial sensitivities for polyatomic and/or spatially modulated structures. Létoublon et al. [35] used DAFS for the determination of strain, size and composition of semiconducting quantum sticks. Luo et al. [36] have studied structural changes in Cu/NiFe annealed multilayers using glancing incidence X-ray reflectivity as function of incident X-ray energy under fixed scattering vector. They have demonstrated the possibility to determine the density and composition as the energy is varied through
the K-absorption of the constituent elements. Soft X-ray resonant reflectivity is a similar approach as DAFS but based on strong variation in atomic scattering factors due to electronic transitions of the probed elements and their modifications due to local chemical environment. Resonant soft X-ray reflectivity provides not only the chance for varying the scattering contrasts or excitation of standing waves but can combine X-ray reflectivity with X-ray spectroscopy.

Soft X-ray resonant reflectivity/scattering studies are finding application in soft matter polymer films [37–46], and biological samples [47]. However the utility of soft X-ray resonant for studies of atomic composition at buried interface, depth profiling of variation in atomic density, native oxide and films of nearly equal electron density studies of hard condensed matter thin films/multilayers is not significantly exploited. Hogrefe and Kunz [48] have done soft X-ray scattering study from rough gold surfaces using both experimental and model analysis. Carlisle et al. [49] have demonstrated capability of soft X-ray resonant fluorescence for probing buried monolayer of boron nitride and examined changes in electronic structure using the strong π* resonance feature near the B (1s) threshold. Adamczyk et al. [50] studied PMMA coated silicon sample by tuning photon energy near C K-edge. They have attempted to distinguish the buried Si-PMMA interface from the top free surface of the PMMA by exploring element-specific resonant scattering. Hattén et al. [51] have used resonant soft X-ray diffraction near L-edge of 3d transition metal to observe changes in the intensity of allowed Bragg reflections. Using these strong resonances, they have observed the antiferromagnetic ordering of 3d spins and formation of orbital order in doped manganese. Singh et al. [52] have studied growth kinetics and compositional analysis of silicon rich a-SiNₓ:H films using soft X-ray resonant reflectivity near Si L-absorption edge. Wadati et al. [53] have studied interface reconstructions in SrTiO₃/LaAlO₃ super lattices using resonant soft X-ray scattering near the Ti 2p and O 1s. By measuring reflectivity near the edge, they have observed the forbidden (003) peak in "ideal" super structure, and claimed distinct reconstructions at two interfaces by breaking the hetero structure symmetry. Earlier we had demonstrated the possibility of probing interlayer composition [54] at buried interfaces and porosity [55] using soft X-ray resonant reflectivity.

The main emphasis in this paper is to provide comprehensive information about the possibility of characterization of low contrast condensed matter thin films using soft X-ray resonant reflectivity (SXRR). We also demonstrate the capability of the SXRR to combine structural with chemical analysis. The capability of SXRR method for analysis at nanometer scale buried layer will be presented through representative applications. In Section 2, we present the background on interaction of soft X-rays with matter. This is followed by the optical response near the atomic edge. This is followed by a brief review on modeling of reflectivity from thin film and multilayers using dynamical theory, and correlation of scattering contrast to optical constants near the absorption edge. Experimental details are described in Section 3. In Section 4, we presents results on

2. General Aspects of Soft X-Ray—Matter Interaction

2.1. Origin of Resonant X-Ray Scattering. To understand the capabilities of soft X-ray resonant scattering/reflectivity method and interpret resonant profile for obtaining structural and chemical information one needs to understand the way X-ray interact with matter. Although rigorous quantum mechanical calculations provide more accurate way of treating light scattering [56], much can be learned by scattering from a simple semiclassical atomic model [57, 58] and the basic results are similar in form to those derived by quantum mechanical models. In the semiclassical model, the total scattering cross section of multielectron atom is given by [58]

$$\sigma(\omega, q) = \left[ \frac{8\pi r_e^2}{3} \right] \times \left[ \sum_{\ell} \frac{g_{\ell} \omega^2 e^{-i\gamma \Delta \sigma_{\ell}}}{\omega^2 - \omega^2_s + i\omega_s} \right]^2,$$  \hspace{1cm} (1)

where \( r_e = 2.82 \times 10^{-10} \) m is the classical electron radius, \( e^{-i\gamma \Delta \sigma_{\ell}} \) is the phase factor, \( \gamma \) is the damping factor and \( q \) is the momentum transfer vector. The magnitude of momentum transfer vector is \(|q| = 2k \sin \theta = 4\pi \sin \theta / \lambda\). \( g_{\ell} \) is the oscillator strength, \( \omega_s \) is the resonance frequency. In (1), the first term is the Thomson cross section, which is the scattering cross section by a free (unbound) electron. The second term inside square bracket is the atomic scattering factor. The atomic scattering factor is the effective number of electrons in an atom that takes part in the scattering process. Atomic scattering cross section of a multielectron atom is equal to Thomson scattering multiplied by square of atomic scattering factor. Frequency-dependent scattering cross section has a strong resonance near the resonance frequency of bound electron, with peak scattering cross section very large compared to the scattering by free electron. It must be noted that the expression \( q \cdot \Delta \sigma \) gives the phase variation of the scattered fields, due to differing electron positions in semiclassical approximation, as seen by the observer. Neglecting the magnetic scattering terms, the frequency and momentum vector dependent complex atomic scattering factor can also be written in the form

$$f(q, \omega) = f_0(q) + \Delta f_1(\omega) - i\Delta f_2(\omega).$$  \hspace{1cm} (2)

The nonresonant \( q \) dependent first term is due to contribution from free electrons and is proportional to the Fourier transform of atomic charge distribution. The frequency-dependent resonant terms arises due to strongly bound core
electrons. The resonant term strongly varies with incident photon frequency near the atomic absorption edge. Here please note that, in quantum mechanical approach, $\Delta f$ depends separately on the incident and scattered photon wave vectors ($k_i$ and $k_s$) apart from photon frequency. Thus in general $\Delta f$ is a tensor, and is not proportional to the Fourier transform of the total or subshell charge density [19]. However, it is experimentally established that $k_i$ and $k_s$ dependencies are often very small, and consequently the photon frequency and momenta dependent $\Delta f(\omega, k_i, k_s)$ is generally approximated by the forward scattering limit $\Delta f(\omega)$ [59]. The detailed expression for resonant term of atomic scattering factor is given by Vettier [19], and is an anisotropic tensors of the polarization vectors. In general, for simplicity, (2) can be written in terms of real and imaginary part as $f(q, \omega) = f_1(q, \omega) - i f_2(q, \omega)$ with $f_1(q, \omega) = f_0(\omega) + \Delta f_1(q, \omega)$ and $f_2(q, \omega) = \Delta f_2(q, \omega)$. In soft X-ray region, when the atom is much smaller than X-ray wavelength ($\lambda/a_0 \gg 1$, where $a_0$ is Bohr radius), the amplitudes scattered by the individual electrons add coherently for all values of the polar angle. On the other hand, for hard X-ray wavelengths, the coherent superposition takes place only near the forward direction ($\theta \rightarrow 0$). In these special cases, the frequency and momentum vector dependent atomic scattering factor $f(q, \omega)$ reduces to only frequency-dependent term. And can be written as

$$f^0(\omega) = f_0(\omega) - i f_2^0(\omega).$$

Here in our present study of soft X-ray and extreme ultra violet radiation scattering by low-Z atoms, $f(q, \omega) \rightarrow f^0(\omega) \rightarrow f^0(\omega) = \sum_i g_i = Z$, where $Z$ is atomic number. Then (1) reduces to $\sigma(\omega) \equiv \sigma_T Z^2$. For example, let us calculate the scattering of a soft X-ray radiation at 1.24 keV ($\sim 10^4 \AA$) by a boron atom ($Z = 5$). This energy is well above the binding energy of K-shell electron of boron ($\sim 188$ eV) and incident wavelength is much greater than the Bohr radius, $a_0$. Hence boron atom scatters $\sim 25$ times more than that of Thomson scattering value. Scattered electric field by each of these five electrons of boron, add in-phase at all distant observation points. That means all five electrons scatter radiation coherently in all the direction. The resonant effect originates mostly from tightly bound inner electrons. If the incident photon frequency $\omega$ is in the vicinity of an atomic resonance, the response of the corresponding core electrons is influenced by their binding to the nucleus. The photon generates real and virtual transitions in which it is absorbed and reemitted. This is the origin of resonance terms in the expression for scattering rates.

In the condensed material phase, the atomic scattering factor can be further subdivided into smooth, bare atom contribution, $f^0(\omega) = f_1^0(\omega) - i f_2^0(\omega)$, and oscillating DAFS contribution, $f_2^0(\omega)\chi(\omega)$ with $\chi = \chi_1 + i \chi_2$. The bare atom contribution is the same as that for isolated single atom X-ray scattering whereas oscillating DAFS contribution is produced by the neighboring atoms and provides the local structure information for condensed phase atoms. This separation of $f^0(\omega) = [f_1^0(\omega) - i f_2^0(\omega)] + [f_2^0(\omega)\chi(\omega)]$ into atomic and fine-structure components is analogous to the usual X-ray absorption fine structure separation and has been discussed more detailed by Stragier et al. [34] to combine long-range order sensitivity of diffraction techniques with the short-range order sensitivity of absorption techniques.

2.2. Physical Picture of the Resonant Scattering Factor. Far from the absorption edge, electron with binding energy less than incident photon energy scatter according to Thomson free electron model [58] and phase of polarization lags by $180^\circ$ to the applied field. Bound electrons with energy greater than incident photon energy, contribute to in-phase polarization. This contribution is negligible compared to Thomson free electron scattering. Near the absorption edge, the in-phase polarization component becomes significant due to quantum mechanical exchange of oscillator strengths between various core levels, and this contribution cannot be neglected [59]. The approximation fails badly below the plasma frequency ($\sim \sqrt{4\pi N_e a_0^2}$, where $N_e$ is the density of free electrons) of valence or conduction electrons and gives a strong, broad absorption. In this region Rayleigh, that is, resonant scattering must be taken into account. At the energy just below the atomic absorption edge, electron undergoes virtual transition in modified electric field of the atom. The electron is not able to move out of the local environment of the atom and contributes to in-phase polarization with incident field of the photon. However, just above the absorption edge energy, the electron moves out of the local environment of the atom, leading to real transition of the electron. In case, the in-plane polarization component is sufficient to overcome the out of phase polarization component, real part of atomic scattering factor $f_1(\omega)$ undergoes sign reversal.

Benfatto and Felici [60] have given a detailed theory of the resonant atomic scattering factor, based on a multiple-scattering approach. Henke et al. [61] have given a comprehensive tabulation of values for the atomic scattering factor calculated for all the elements $Z = 1 - 92$ in the energy range $50$ eV to $30$ keV, and measured values for some elements. The absorption (imaginary) part of atomic scattering factor is from transmission measurements and dispersion (real) part is determined using the Kramers-Kronig relation. At the absorption edges, uncertainties in their tabulated values are large, due to the missing oscillator strength in the absorption coefficient data used. The real part of the atomic scattering factor $f_1^0(\omega)$ can be calculated from $f_1^0(\omega)$ by the Kramer’s-Kronig integral transformation given by [62]

$$f_1^0(E_i) = \frac{2}{\pi} \int_0^\infty \frac{E f_1^0(E) dE}{E^2 - E_i^2}.$$

Conditions favorable for a sign change in the X-ray scattering factor include a strong absorption edge with a sharp onset, to provide an in-phase “bound-electron” polarization comparable to the out-of-phase “free-electron” contribution. These conditions do not favor edges originating from levels with only a few electrons, especially s-like levels with just two electrons, such as K, L1, M1, and so forth, edges except K-edges in the second-period elements, which lack well-developed L shell. More likely are elements
with L_{II, III}, M_{IV, V}, and so forth, edges, which involve a large number of electrons. Secondly, the edge in question must be sufficiently isolated, so that the high-energy absorption tails of transitions at lower energy is small at the edge. Otherwise, the jump ratio at the edge will not be large, and the edge not sufficiently abrupt to give strong anomalous dispersion. Further, absorptions at lower energies must have sufficiently low total oscillator strength, so that out-of-phase polarization component does not overwhelm the in-phase component due to the “bound-electron” transitions. These requirements do not favor the 3D transition metals, in which a strong, broad M-shell absorption extends in the vacuum ultra-violet region. The above considerations suggest that the L_{II, III} edges of the third-period elements such as Al, Si, and P are among the most favorable candidates for sign reversal of $f_1^0$. Other possibilities include isolated M_{IV, V} edges in the fourth-period elements and K-edges in the second period elements.

Figure 1 shows the variation of $f_1^0$ and $f_2^0$ (super script zero is for either long wavelength limit or for forward scattering, $\theta \ll 1$) as function of photon energy (for Si using the Henke et al. [61] atomic scattering database. The real part $f_1^0$ approaches a value equal to the atomic number $Z$ (number of electrons per atom) for the higher photon energies except at the absorption edges. This is because, at higher energies, all the electrons behave as free electrons. For perfectly free electron all the energy received by the electron is reradiated. Losses are introduced in the imaginary part $f_2^0$. The imaginary part $f_2^0$ decreases in general, but increases at the absorption edge. Close to the absorption edge, $f_1^0$ and $f_2^0$ vary rapidly with energy (resonance effect). There is a sharp jump in $f_2^0$ from below the edge (in energy), while $f_1^0$ dips significantly through the edge. Since the atomic-like assumption is clearly a poor approximation in the vicinity of absorption edges because of chemical environment, the resolution of the calculations of Henke et al. is not sufficient to establish the details of the dispersion at the edges. Sign change in $f_1^0$ would have several intriguing consequences. For example, in such “anomalous” regions the intensity of the forward scattering, which is proportional to $(f_1^0)^2 + (f_2^0)^2$, exhibits a sharp tunable contrast variation. The other two important properties of X-ray resonant scattering are the chemical selectivity and the sensitivity to the electronic shells [19]. The atomic scattering factor of a compound can be calculated using the scattering factor of individual atoms weighted with density [63]. At the absorption edges, fine structure features of the atomic scattering factors depend on the chemical environment of an atom. At the absorption edges, $f_1^0$ and $f_2^0$ can vary drastically with a small change in the composition of the materials and hence would make possible analysis of composition of buried interfaces, variation of atomic density in thin film and structural parameters of low optical contrast structure. The interaction at resonant energies is a fingerprint of chemical elements and the valence state. Thus it is possible selectively tune the photon energy to a given absorption edge, and to enhance the response from a given element (or a valence state of this particular element) in an alloy or compound.

2.3. Optical Properties of Materials. The interaction of X-rays with matter can also be described through the optical properties of materials using refractive index. Since the scattering process involves both elastic and inelastic (dissipative) processes, the frequency-dependent refractive index is in general a complex quantity in the form $n(\omega) = 1 - \delta(\omega) + i\beta(\omega)$, where $\delta$ is the dispersion term and $\beta$ is the absorption term. These terms are known as optical constants and are related to the real and imaginary part of the atomic scattering factor as $(\delta + i\beta) = \chi(f_1^0 + if_2^0)$, where $\chi = N_a r_e \lambda^2 / 2\pi$ with $N_a$ is the number of atoms per unit volume. The corresponding atomic photo absorption cross section is given by $\sigma_{abs}(\omega) = 2r_e^2 f_2^0(\omega)$. Generally, the real part of the complex energy-dependent refractive index is less than unity for energies above the valence-electron plasma frequency (commonly 10–20 eV), so X-ray is totally externally reflected at the material/air or vacuum interface below the critical angle $\theta_c \approx \sqrt{2\delta}$. As discussed in Section 2.2, for some cases the real part of refractive index $(1 - \delta)$ exceeds unity near some X-ray absorption edge because of $f_1^0(\omega)$ becoming negative. In such an “anomalous” region, total external reflection does not occur at any angle. In the hard X-ray to vacuum ultraviolet region, the optical constants are generally measured using angle-dependent reflectivity measurements [64–67] (also see ref. [54, 55], refraction correction in diffraction from a
multilayer [68–70] and transmission measurements [61].

In the transmission measurements, $\beta$ is measured and $\delta$ is obtained using the Kramers-Kronig relation whereas, in reflectivity measurements, both $\delta$ and $\beta$ are obtained from a fitting of the Fresnel equations to the reflectivity data. The other techniques which can also be used for optical constant measurements at longer wavelengths are ellipsometry [71], electron energy loss spectrometry [72] and interferometry [73].

As we discussed in Section 2.2 at the absorption edges, $f_1^0$ and $f_2^0$ undergo sharp variation. Therefore, the optical constants change significantly near the absorption. If there is change in composition of material, density of materials and slight variation in effective electron density, the near edge optical response would vary drastically. The result is analogous to using deuteration as marker in neutron reflectivity, however, without requiring any special sample preparation [74, 75]. Therefore, tuning incident photon energy near absorption edge would make possible the analysis of composition of buried interfaces, formation of native oxide and depth profiling of variation of atomic density in thin film using soft X-ray resonant reflectivity.

Soft X-ray interacts with matter via. elastic scattering, inelastic scattering and photo absorption. Elastic scattering takes place by two different ways: scattering by free electrons (Thomson scattering) and coherent scattering by strongly bound electrons. Inelastic scattering (known as Compton scattering or incoherent scattering) occurs from loosely bound electrons and involves small change in incident photon energy after scattering. Photo absorption occurs when all the energy of incident photon transfers to the inner shell electrons and ionizes the atom. In the soft X-ray region, inelastic scattering is negligible, while the elastic atomic scattering cross section is lower by a factor of $\sim 10^3$-$10^4$ than the atomic absorption cross section. Although scattering cross section is much smaller than absorption cross section from a single free atom, if scattered amplitudes by different atoms in an element of matter are added in phase, the total scattered intensity is proportional to the square of the volume of the element, as compared to the total absorbed intensity which is linearly proportional to the volume. As the volume of the element is larger, with increase in volume, the total scattered intensity increases over absorption. For more additional information regarding interaction of soft X-ray with matter, the reader is referred to comprehensive review paper of X-ray microscopy [76, 77].

Figure 2 shows calculated attenuation length (the length at which the intensity reduces to 1/e of original value) of soft X-ray for different materials at normal angle of incidence using Henke et al. database. Again, the atomic-like assumption is clearly a poor approximation in the vicinity of absorption edges (as discussed earlier), Henke et al. data is not sufficient to provide accurate value of attenuation length near the edge, but a rough idea about attenuation length provides information about the thickness of the thin films probed using soft X-ray resonant reflectivity. For Si, the minimum attenuation length near Si L-edge is $\sim 55$ nm. Similarly for B, the minimum attenuation length near B K-edge is $\sim 48$ nm. Soft X-ray penetrating power varies strongly with energy near the absorption edge and with chemical composition. For compounds, the attenuation length is basically higher than the corresponding element due to molecular and condensed matter effect. The limitation of the soft X-ray resonant reflectivity for studying structural parameters of thin films and multilayer structure is that the total film thickness should be less than attenuation length for the corresponding materials near the absorption edge.

2.4. Scattering/Reflectivity Background. Let us consider a plane electromagnetic wave with the wave vector $k_i$ incident from vacuum on a material with a perfectly smooth interface (ideal case) at an angle $\theta_i$, as shown in Figure 3. As shown in wave vector scattering diagram, wave vector transfer (also known as momentum transfer vector) is $q = |\Delta k| = k_f - k_i$. The Fresnel reflectivity for s-polarized electric field (electric field parallel to plane of incidence) can be written, for incident angle larger than critical angle ($q_c \geq q_i$), as [78]

$$R'(q_c) = \left| r'(q_c) \right|^2 \approx \frac{|q_c|^4}{16q_i^4},$$  

(5)

where $q_z$ is the $z$-component of momentum transfer vector from the boundary to the photon $q_z = 2k_i \sin \theta_i = 4\pi \sin \theta_i/\lambda$ ($n = 1$ for vacuum) critical values of momentum transfer vector, $q_c$, can be written as

$$q_c = \frac{4\pi \sin \theta_c}{\lambda} \approx \frac{4\pi \theta_c}{\lambda} = \frac{4\pi \left(\sqrt{\frac{2}{3}}\right)}{\lambda}$$  

(6)

$$= \sqrt{16\pi \rho \rho} = \sqrt{16\pi (\text{SLD})},$$

where $\rho = N_e f_i^0$ is the electron density (number of electrons per unit volume) and SLD = $\rho r_e$ is the scattering
length density. It is important to mention that (5) is derived assuming the absorption part \( \beta \approx 0 \). However in extreme ultraviolet and soft X-ray region particularly near the absorption edge, this assumption is not valid because of high absorption. Considering absorption and using (6), Fresnel specular reflectivity (5) can be written as

\[
R^f \approx \Delta \delta^2 + \Delta \beta^2, \tag{7}
\]

where \( \Delta \delta = \delta_1 - \delta_2 \) and \( \Delta \beta = \beta_1 - \beta_2 \) are the difference in optical constants between two material across interface. The term \( \Delta \delta^2 + \Delta \beta^2 \) is the quantitative measure of the optical contrast between two materials. The optical constants of an element near the absorption edge vary rapidly. Again, as the chemical composition of the element changes, the binding energy and the number of effective electron changes significantly, and provides significant differences in optical response compared to pure elemental response near the edge. Both of these features have a significant effect on the optical contrast towards the determination of chemical composition, atomic density profile and low contrast thin film structures such as formation of native oxide. Such an ability of SXRR to recognize layer, chemical and elemental specificities opens the possibility to combine structural with chemical analysis of low Z thin films and multilayer structures.

In case of multilayer (ML) structure, Fresnel reflection coefficient from a single interface can be extended to ML structure. There are two theories to calculate the reflectivity from such a ML structure, namely the kinematical theory (single scattering approach), also called the first-order Born approximation and dynamical theory. The kinematical theory is valid in the so-called “weak-scattering regime”, that is, when the cross section of scattering is small, and multiple-scattering effects may be neglected [79] (also see ref. [6]). The more exact rigorous theory is the dynamical theory which takes into account multiple scattering. We will proceed with dynamical theory and deduce kinematical theory under appropriate approximations. The dynamical calculation of reflectivity was first formulated by Abeles [80] in 1950 using the matrix method. Equivalent to this formalism is a recursive approach first described by Parratt in 1954 [1] which is the most cited work in the field of X-ray reflectometry. According to Parratt’s formalism, the recursion relation for the reflected amplitude at the interface between \( j \) and \( (j + 1) \) layer can be written as

\[
\begin{align*}
q_{j+1} &= \exp(-i(q_{j+1}t_j)) \left( f_{j+1} + r_{j+1} \right) \exp(-i(q_{j+1}t_{j+1})) \\
&= 1 + f_{j+1} \exp(-i(q_{j+1}t_{j+1})),
\end{align*}
\]

where \( f_{j+1} = (q_{j+1} - q_{j+1})/(q_{j+1} + q_{j+1}) \) is the Fresnel s-polarised reflection coefficient for the interface between \( j \) and \( j + 1 \) layers, \( q_{j+1} = (4\pi/\lambda)(n_j^2 - \cos^2 \theta)^{1/2} \) is the normal component of momentum transfer in the \( j \)th layer, \( t_j \) is the thickness of \( j \)th layer and \( n_j \) is the refractive index of the \( j \)th layer. For a multilayer system with \( M \) number of layers on a semiinfinite substrate, the recursion relation starts from the bottom layer with the assumption that \( r_{M+1} = 0 \), as the thickness of this medium is assumed to be infinite. One also notes that \( \exp(-i(q_{j+1}t_j)) = 1 \) for \( t = \infty \) and, therefore, \( r_{1,2} = E_i^2/E_1 \). If \( I^R \) and \( I_0 \) are respectively the reflected and the incident intensities, then the reflectivity from an ideal ML is \( R = I^R/I_0 = |r_{j,2}|^2 \). The structural parameters are obtained by nonlinear least square fitting of measured reflectivity. According to the structure factor of the ML [81], the mth Bragg peak vanishes if \( m = p/\Gamma \), where \( \Gamma \) is the ratio of thickness of the high-Z material to the total period thickness and \( p \) is an integer. If ML structure has \( N \) periods, then, \( N - 2 \) Kiessig oscillations are observed between two successive Bragg peaks. These Kiessig oscillations arise due to interference of the waves reflected from the vacuum/top layer and bottom layer/substrate interfaces [82].

Although Parratt’s formalism is an exact formula to calculate the reflectivity from thin film ML structure, it is quite cumbersome to use. Furthermore, there is no apparent way to invert this recursive formula to obtain the real structure. However, in practice, Parratt’s formalism is routinely used to model the measured reflectivity data, if it is assumed that the electron density profile is not too complicated and the guessed fitting parameters do not deviate significantly from the actual real structure. The calculated and measured reflectivity profiles are compared with an iterative change in the initial guess. This fitting is not unique if there are large numbers of free parameters. On
the other hand, the kinematical theory of scattering provides an opportunity of inverting the measured reflectivity profile which results in model independent method for obtaining real structure parameters at the cost of several inaccuracy. The kinematical theory of X-ray scattering, is based on the assumption that an incident X-ray photon after being scattered once, is not scattered again. Under this assumption reflectivity is directly related to the Fourier transform of the electron density [83]. The kinematical approach is valid in the so-called “weak-scattering regime” and multiple-scattering effects are neglected [79, 84]. Kinematical theory is not applicable near the critical angle and near Bragg conditions, where multiple scattering cannot be neglected. If the multiple reflection is neglected, the second term in the denominator in (8) is insignificant. The Parratt’s formalism can be rewritten in a slightly different way by replacing \( j + 1 \) layer thickness \( \Delta z_{j+1} \) by \( \Delta z_{j+1} \). For convenience, in the integration we write thickness \( t \) in term of \( z \) (\( z \)-component of coordinate system is perpendicular to the sample surface). Then Parratt’s formula (8) can be approximated to

\[
\rho_{j+1} \approx \rho_{j} + \Delta \rho_{j+1} \exp(-iq_{j}z_{j+1}z_{j+1}).
\]

By performing recursion in (9), the total reflected amplitude from ML structure can be written as

\[
r_{\text{total}} = \sum_{j=1}^{M+1} f_{j+1} \exp\left(-i \sum_{p=1}^{j-1} \rho_{p} \Delta z_{p}\right).
\]

Total reflected amplitude can be written in terms of electron density by rewriting Fresnel reflection coefficient, \( f_{j+1} \), in terms of electron density using (5) and (6) as

\[
r_{\text{total}} \approx 16\pi \sum_{j=1}^{M+1} \exp\left(-i \sum_{p=1}^{j-1} \rho_{p} \Delta z_{p}\right).
\]

Assuming that the momentum transfer vector does not change inside the different layers, \( q_{j}(z) = q_{j+1}(z) \), and converting the summation into integration in the continuous limit, \( N \rightarrow \infty \) and \( \Delta z_{p} \rightarrow 0 \), \( r_{\text{total}} \) can be written as,

\[
r_{\text{total}} \approx 4\pi \int_{-\infty}^{+\infty} \frac{d\rho(z)}{dz} \frac{1}{q_{z}^{2}} \exp(-i \int_{-\infty}^{z} q_{z}(\xi) d\xi) dz.
\]

The specular Fresnel reflectivity is related directly to the electron density gradient perpendicular to the sample surface. Thus the Fourier transfer of the specular Fresnel reflectivity data provides information about the corresponding one-dimensional Patterson functions and is used to analyze reflectivity data for structural analysis of low contrast system [10].

So far we considered reflectivity from ideal case. However, in real system, the interfaces are not ideal and have some finite width, caused by imperfections at the interfaces due to roughness, interdiffusion, and chemical reactivity. Contributions from different depths within a boundary will add amplitudes with different phases, resulting in a reduced reflectivity. At the interfaces, the variation of density, \( \rho(z) \), can be assumed to take the form of an error function. The corresponding gradient of \( \rho(z) \) will be a Gaussian distribution of width \( \sigma \). Such a Gaussian distribution is obtained when a large number of different periodic amplitudes with random phases are added [63]. The damping of reflectivity due to imperfection at the boundaries is taken into account by multiplying the Fresnel reflectivity by a static Debye-Waller factor [85] considering Nevat and Croce model [86], viz., \( r_{\text{total}} = r_{\text{ideal}}(q_{z}) \exp(-q_{z}^{2} \sigma_{j}^{2}/2) \), where \( \sigma_{j} \) is the root mean square value of interface roughness between the \( j \)th and the \( (j + 1) \)th layers. An alternative way is that the interface boundaries can be modeled by a series of very thin layer with thickness \( \zeta \) with constant refractive index with sharp interface [87], such that \( \zeta \ll \sigma \). In addition to this \( \zeta \) must be smaller than \( \pi/q_{z}^\text{max} \), where \( q_{z}^\text{max} \) is the maximum value of measured \( q_{z} \). Then reflectivity can be calculated using Parratt’s formalism with sharp interface. The interface imperfection obtained from specular reflectivity gives information about the surface roughness across the depth of the ML (i.e., not lateral). In the specular case, the scattering wave vector transfer is normal to the sample surface and, hence, only the variation of the electron density along the depth of the ML is obtained, and is laterally averaged over the coherence area of the incident beam. The lateral surface roughness information is obtained from diffuse scattering [88]. In this paper, we have used Parratt’s formalism and interface profile is taken into account using Nevat and Croce model.

3. Experimental

\( B_{4}C \) thin films, Fe/\( B_{4}C \) bilayers and Mo/Si multilayers (MLs) were deposited using an ultra high vacuum electron beam evaporation system (pressure of \( \sim 2 \times 10^{-9} \) mbar) [89]. A deposition rate of \( \sim 0.6 \) nm/min for Mo and Si, and of \( \sim 1 \) nm/min for \( B_{4}C \) and Fe was maintained using a quartz crystal microbalance. The Mo (2.7 nm)/Si (6.3 nm) MLs were fabricated on float glass substrate with 5 layer pairs. \( B_{4}C \) thin film of 80 nm and \( B_{4}C \) (60 nm)-on-Fe (18 nm) were deposited on float glass. The surface roughness of float glass used was \( \sim 0.5 \) nm. BN thin films are deposited using ion beam sputtering system. Deposition rate was of \( \sim 1.2 \) nm/min. The deposition was done at pressure of \( \sim 2 \times 10^{-4} \) mbar. Hard X-ray reflectivity measurements were
carried out using the X-ray reflectometer with a Cu target \((E = 8047 \text{ eV})\) [90].

Angle-dependent soft X-ray reflectivity measurements were carried out using vacuum-ultraviolet/soft X-ray reflectometry beamline on Indus-1 synchrotron radiation (SR) source (450 MeV electron storage ring) [91]. The beamline provides a monochromatic photon in the wavelength range of 10–300 eV, using a toroidal grating monochromator (TGM). The resolving power of beamline, that is, \(E/\Delta E\) is in the range of 200–500. The angular resolution of the reflectometer is 0.005 degree. A linear translation stage is used for mounting the sample holder that in turn is mounted on the sample rotation axis. This feature enables the measurement of direct beam intensity as sample can be retracted from the beam path. Detector arm of 200 mm length is used where a silicon photodiode detector is mounted. The base pressure inside the chamber is limited in the range of \(5 \times 10^{-7} \text{ mbar}\) due to presence of goniometer, stepping motors, electrical wire, and so forth. To withstand the vacuum requirement of beamline, that is, \(1 \times 10^{-9} \text{ mbar}\), a differential pumping system is installed. In present configuration, the dynamic range of five orders is obtained. The present measurements were performed in the \(s\)-polarized geometry.

The XPS study was carried out using photoelectron spectroscopy workstation coupled to a photo electron spectroscopy beamline on Indus-I SR source. This workstation is equipped with an OMICRON 180\(^{\circ}\) hemispherical analyzer (model EA 125) along with twin anodes X-ray (Al K\(_{\alpha}\) & Mg K\(_{\alpha}\)) radiation sources. The concentric hemispherical analyzer with pass energy 50 eV, the overall resolution, including the analyzer, was estimated to be 0.8 eV. The measurements were carried out in a base pressure of better than \(5 \times 10^{-10} \text{ mbar}\). The energy scale was calibrated using Fermi level and peak position from the system database. Au 4f/2 at 84.0 \(\pm 0.1 \text{ eV}\) served as an external reference. Since the glass substrate is nonconducting, charging effect was observed. To correct the shifts in binding energy of core levels due to charging effect, graphitic C 1s at 284.7 eV was used as an internal reference. Core level spectra were curve fitted after background subtraction. For the depth profiling of the MLs, argon ions of energy of 2.5 kV at 45\(^{\circ}\) angles to sample surface were used. The approximate sputtering rate 2 \(\AA\)/min for Si and 1.5 \(\AA\)/min for Mo was determined from an experiment carried out on the known thickness of Mo and Si thin film.

\[ E = \frac{\beta}{\beta + \Delta E} \]

\[ \delta \approx 0 \]
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Figure 4: The energy dependent optical constants for B\(_{4}\)C, B, and BN as function of photon energies near the boron K-absorption edge.

4. Results and Discussions

4.1. Near Edge Optical Response of Low-Z Materials. At first we discuss the optical response of low-Z materials and their compounds especially near the absorption edge in extreme ultra violet/soft X-ray region. The idea of optical response near the edge provides information about possibility of exploring soft X-ray resonant reflectivity. Also the reliable determination of optical constant near the absorption edge provides a right way for modeling of X-ray multilayer optics for optimum performance [92–97]. Figure 4 shows optical constant (\(\delta\) and \(\beta\)) in the energy range from 165 to 205 eV for boron (B), boron carbide (B\(_{4}\)C) and boron nitride (BN) calculated using Henke et al. [61] atomic scattering database and measured values are obtained from best fit from angle dependent soft X-ray reflectivity measurements. The advantage of angle dependent X-ray reflectivity to determine optical constant is that both \(\delta\) and \(\beta\) are obtained simultaneously and independently [98] (also see ref. [66]).

Figure 5 shows soft X-ray reflectivity profile (both measured and fitted) of B\(_{4}\)C thin film at selected photon energies near B K-edge. From these measurements, optical constant are determined. For the soft X-ray fitting, the structural parameters (such as thickness \(\sim 80.5 \text{ nm}\), density \(\sim 96\%\) of bulk value and roughness \(\sim 1.2 \text{ nm}\)), obtained from hard XRR, were used and the optical constant (\(\delta\) and \(\beta\)) are taken from the calculated values given in Figure 4 as the starting guess. Final values of optical constants are obtained from the best fit of the measured reflectivity profile and are given in Figure 4. In Figure 5, the amplitude of the intensity modulation is clearly visible for entire \(q_r\) values at 180 eV due to the interference of reflected beam from vacuum/B\(_{4}\)C and B\(_{4}\)C/substrate interfaces. At 185.3 eV, there is no observable amplitude of the intensity modulation. At this energy, \(\delta \approx 0\) and \(\beta \approx 0\) for B\(_{4}\)C (Figure 4), which is close to the refractive
K-edge for B and B$_4$C. This is due to sign reversal of optical constant ($\delta$) from vacuum ($\beta = 0$). At this energy B$_4$C becomes almost invisible and reflection takes place only from the substrate. At 187.5 eV, the amplitude of intensity modulation reappears due to reflection from vacuum/B$_4$C and B$_4$C/substrate interfaces. At this energy, the amplitude of the intensity modulation is large due to good optical contrast between the interfaces. As the energy increases further, the absorption in the layer increases significantly (for 188.5 eV) and amplitude of intensity modulation are observed at higher $q_z$ values. The steep fall of reflected intensity at the critical angle is clearly observed for 180 eV due to total external reflection phenomena and low absorption in the layer at this energy. In the anomalous range where real part of refractive index ($1 - \delta$) is positive (for 187.5 eV and 188.5 eV), total external reflection does not occur at any angle, and hence no critical angle is observed.

In the vicinity of boron K-absorption edge ($E = 187.7$ eV), the optical constant of B, B$_4$C and BN change rapidly as a function of photon energy. There is a sharp jump in $\beta$ for all three materials while the dispersion term of optical constant ($\delta$) dips to a negative value near the K-edge for B and B$_4$C. This is due to sign reversal of real part of forward atomic scattering factor $f_0^0$. For BN, $f_0^0$ does not exhibit sign reversal effects. Far away from boron absorption edge, measured optical constants (for B$_4$C and BN) agree with Henke et al. within an error of $\sim 7\%$. At the absorption edge, the optical constants of B$_4$C deviate by $\sim 38\%$ from the tabulated values of Henke et al. Similarly for BN, at the absorption edge, the optical constants deviate by $\sim 82\%$ from the tabulated values of Henke et al. Significant variations of measured optical constants near the edge from Henke tabulated values cannot be accounted by the finite resolution of the spectrometer. This was checked by simulating the reflectivity profile with the tabulated values taking finite energy resolution of the spectrometer. However, better energy resolution of the spectrometer, will further improve the measured values. At the absorption edge, due to the missing oscillator strength the tabulated optical constants may be in-accurate [66]. The atomic-like assumption is a poor approximation in the vicinity of the absorption edges due to chemical environment. Thus the Henke et al. formalism is not sufficient to establish the details of the dispersion at the edges where the tabulated data are extrapolated near the edge and do not account for molecular and condensed matter effects. In the Henke et al data, there is no relative shift of absorption edge in the tabulated optical constants of compound B$_4$C and BN with respect to B (see Figure 4) which is expected due to change in chemical environment around B in case of compounds. We observed the shift in absorption edge in the measured optical constants of compounds (see Figure 4). The measured shift in absorption edge for B$_4$C and BN are $\sim 0.5$ eV and $\sim 0.8$ eV, respectively with respect to pure B. Assuming stoichiometric B$_4$C and BN, this shift in absorption edge with respect to pure B may be associated with the electronic transition from a B 1s state into unoccupied B 2p states. This transition energy can also vary slightly from nonstoichiometric B$_4$C and BN or for boron oxide [99]. In both the compounds, due to the higher electronegativity of bonding partner, the electronic charge density near boron atom is reduced. Therefore, in comparison to elementary boron, the B 1s peak is shifted to higher energies with carbon and nitrogen as its neighbor. The higher shift of absorption edge in case of BN may be due to stronger covalent bond in BN due to more electronegativity of nitrogen than carbon. Further this may be one of reason that BN does not exhibit sign reversal of $f_0^0$ whereas B$_4$C does. Ksenzov et al. [99] have measured optical constants of B$_4$C near B K-edge using refraction correction method of Bragg diffraction from sputtered deposited Ru/B$_4$C multilayer. They have also observed similar significant variation in optical constants near the boron edge with respect to Henke’s tabulated value, sign reversal of $f_0^0$ as well as shift of absorption edge towards higher energy side. Soufli et al. [98] report measured optical constants in soft X-ray region for sputtered deposited B$_4$C thin film and the values near the boron K-edge deviate significantly from the tabulated values by Henke et al. Furthermore, they also report sign reversal for $\delta$ around the boron edge as well as shift in absorption edge towards higher energy side. The sign reversal effect of $f_0^0$ near B K-edge is also observed experimentally in case of boron [100]. For BN, to the best of our knowledge, we present here for the first time the measured optical constants near the boron K-edge. Earlier, Hoffman et al. [101] studied optical properties of pyrolytic BN in the energy range 0.05–10 eV. Similarly, Miyata et al. [102] measured optical constants of cubic BN in the vacuum ultraviolet region ($\sim 20$ eV). Infrared optical constants of polycrystalline BN is studied by Khelkhal and Herlemont [103]. Similarly Yixi et al. [104] measured vacuum ultraviolet reflectance spectra and determined optical constants in the energy range 5–12 eV of wurtzite BN by applying the Kramers-Kronig relation.

Figure 6 shows the optical constants calculated in the wavelength range 95 to 105 eV for Mo, Si and different silicide compositions, using the Henke et al. atomic
scattering database. Optical constants of silicides are calculated using densities of MoSi$_2$, Mo$_5$Si$_3$, and Mo$_3$Si as 6.24, 8.24 and 8.968 gm/cm$^3$, respectively [105], and weighted averages of atomic scattering factors. In the vicinity of Si L-edges (L$_{II} \approx 100.4$ and L$_{III} \approx 99.83$ eV) (regions of anomalous dispersion), the optical constants ($\delta$ and $\beta$) of Si and its different silicide compositions change rapidly as a function of photon wavelength. In general, the fine structures of the optical constants near absorption edges depend on the composition of the phases. It is also clear from Figure 6 that the three silicide phases (MoSi$_2$, Mo$_5$Si$_3$, and Mo$_3$Si) of varying Si content display markedly different optical constants at the edge and that the optical contrast is sufficiently large. This enables the observation of changes in reflectivity patterns from buried interfaces.

Since the reflected intensity as a function of scattering vector ($q_z$) of a real structure and the extent of the interference oscillations depends on the relative Fresnel reflection coefficient at each interface between two materials ($\propto \Delta\delta^2 + \Delta\beta^2$, scattering strength) the reflectivity from a particular interface can be selectively tuned using the fine structure features of energy dependent optical constants.

Through the use of the specific energies that provides the maximum optical contrast, the sensitivity of a particular interface can be selectively enhanced. In the subsequent subsections, we discuss the possibility of exploring soft X-ray resonant reflectivity for the analysis of different structural parameters of thin films and multilayer structures of low-Z materials with enhanced sensitivity.

4.2. Determination of Interlayer Composition. In this subsection, we explore soft X-ray resonant reflectivity (SXRR) to analyze interlayer composition at buried interfaces with sub-nanometer sensitivity. Although the principle is applicable in general to any multilayer system near the resonant absorption edges, here we demonstrate the technique through characterization of Mo/Si multilayer (ML) system [106, 107] using simulation and experiment. Before moving to SXRR, we show the difficulty in probing such low contrast interlayer composition using conventional hard XRR method. Figure 7 shows the hard XRR of Mo/Si ML used in the present study with periodicity $d = 9$ nm and number of layer pairs, $N = 5$. The successive higher order Bragg peaks (upto 7th order) and distinct $N - 2$ number of Kiessig oscillations between peaks in the measured data reveal the good quality of the ML structure. The observed regular Kiessig oscillations between successive Bragg peaks in the data indicate that the statistical thickness errors of the layers are small. The $R(q_z)$ calculated taking statistical fluctuations of the layer thickness show that the mean thickness error is below one percent of the periodicity. $\Gamma$ (ratio of Mo thickness to the period thickness) was intentionally kept at 0.3 to verify absence of peaks of the 3rd order and it’s multiples. The presence of these peaks in the data indicates that the effective $\Gamma$ value changes due to the formation of an interlayer compound. The interlayer is due
to mixing between Mo and Si. Experimental data are fitted using Parratt’s formalism based on a nonlinear least squares-fitting algorithm. The structural parameters (thickness \( t \) and roughness \( \sigma \)) obtained from best fit results are \( t_{\text{Si}} = 4.7 \pm 0.1 \text{ nm} \) with \( \sigma = 0.5 \text{ nm} \); Si-on-Mo interlayer, \( t_{\text{so-on-Mo}} = 0.8 \pm 0.1 \text{ with } \sigma = 0.5 \text{ nm} \); \( t_{\text{Mo}} = 2.4 \pm 0.1 \text{ with } \sigma = 0.6 \text{ nm} \); Mo-on-Si interlayer, \( t_{\text{Mo-on-Si}} = 1.0 \pm 0.1 \text{ with } \sigma = 0.45 \text{ nm} \). The interlayer optical constants are \( \delta = 19.1 \times 10^{-6} \) and \( \beta = 11.6 \times 10^{-2} \). The best fit result also suggest the formation of a native oxide of 1.2 nm thickness with roughness 0.5 nm on the top Si layer of the ML structure. The model fitted data for three possible (different) interlayer composition [108] show that conventional XRR is not sensitive to the interlayer composition formed at buried interface. This is due to the small difference in optical constants among these compositions.

The effect of energy-dependent optical constants on reflectivity profile near the Si L-edge is illustrated in Figure 8 for an ideal (without roughness) Mo/Si ML structure at selected energies. The simulations are performed with changing interlayer compositions (MoSi\(_2\), Mo\(_5\)Si\(_3\), and Mo\(_3\)Si) as well as interlayer thickness (\( t_i \)) from 0.5 to 1.5 nm. For the simulation we have used, Mo/Si ML period \( d = 9 \text{ nm} \), the number of layer pairs \( N = 5 \) and the \( \Gamma = 0.3 \). The reflectivity profile can clearly distinguish three different compositions and interlayer thickness even on a subnanometer scale. The refraction changes the angle of propagation of the radiation entering the ML and therefore changes the angular position of Bragg peak for different compositions.

Figure 9 shows the soft X-ray resonant reflectivity measured near the Si L-edge energy. The experimental data are fitted for three different compositions, that is, MoSi\(_2\), Mo\(_5\)Si\(_3\) and Mo\(_3\)Si. For the fitting, the structural parameters obtained from XRR (given above) are used, and the optical constants (\( \delta \) and \( \beta \)) taken from Figure 6 as the starting gauss for simulation. The measured reflectivity profile shows an overall trend similar to that in the simulations. For two different photon energies, good agreement between measured and best fit curve is obtained for the MoSi\(_2\) composition, not only near the Bragg peak but also in the Kiessig oscillation regions and at grazing angles of incidence around the critical angle. The amplitude of the intensity modulation is smaller at \( E = 100.8 \text{ eV} \) than at \( E = 100 \text{ eV} \), which is due to increase in the effective electron density, which in turn depends on the real part of the atomic scattering factor \( f_{\text{M}} \). The best fit results are tabulated in Table 1. At \( E = 100 \text{ eV} \) and 100.8 eV, the optical constants \( \delta \) and \( \beta \) value for Si and MoSi\(_2\) differ significantly from those calculated from Henke et al. database [61], given in Figure 6. For Mo, both \( \delta \) and \( \beta \) values agree well with Henke’s values.

---

**Figure 8**: Simulated soft X-ray reflectivity profile of [Mo (2.7 nm)/Si (6.3 nm)]\(_5\) ML structure at selected photon energies at Si L-edge.

**Figure 9**: Measured soft X-ray reflectivity of [Mo (2.7 nm)/Si (6.3 nm)]\(_5\) ML at the same photon energies as simulated in Figure 8. The best fit is obtained for MoSi\(_2\) composition.
Table 1: The best fit results of soft X-ray resonant reflectivity measurements on Mo/Si ML with MoSi₂ composition at interfaces obtained tuning photon energy at Si L-edge. In square bracket the tabulated values of δ and β from Henke et al. [61].

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>δ_{Si}</th>
<th>β_{Si}</th>
<th>δ_{Mo}</th>
<th>β_{Mo}</th>
<th>δ_{MoSi₂}</th>
<th>β_{MoSi₂}</th>
<th>R (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100.8</td>
<td>-0.012</td>
<td>[-0.014]</td>
<td>0.015</td>
<td>[0.0167]</td>
<td>0.058</td>
<td>[0.0589]</td>
<td>0.004</td>
</tr>
<tr>
<td>100</td>
<td>-0.015</td>
<td>[-0.0163]</td>
<td>0.007</td>
<td>[0.0066]</td>
<td>0.060</td>
<td>[0.0603]</td>
<td>0.005</td>
</tr>
</tbody>
</table>

(within experimental error) for the two different energies. The fitted curves for Mo₅Si₃ and Mo₃Si deviate significantly from the measured data.

The observed results obtained from soft X-ray resonant reflectivity are correlated with depth profile XPS measurements performed using an Al Kα source. The survey scans of the Mo/Si ML sample without sputtering indicates the presence of adsorbed oxygen and carbon on the top surface. The survey scans corresponding to sample sputtered for 15 minutes showed reduction of O 1s and C 1s peaks below the detection limits (a few atomic percentages). These results indicate that the interfaces are not contaminated. The narrow scans of Mo 3d spectrum for different sputtering times are shown in Figure 10 along with the simulated profiles. To calibrate the chemical shift at the interface, XPS spectra of Mo thin films are shown at top of Figure 10. The fitted Mo 3d spectrum corresponding to virgin sample shows no signal from Mo, since Si is the top surface. After 15 minutes sputtering, peaks at binding energy 227.5 eV and 230.7 eV are observed. These peaks can be assigned to Mo 3d⁵/₂ and Mo 3d₃/₂ of MoSi₂, respectively. During fitting all possible Mo-Si compounds are taken into account. Thus, it can be seen from the analysis of Figure 10 that MoSi₂ is the majority compound at the Mo/Si interfaces. With increase in sputtering time, there is a increase in Mo contribution from pure Mo (B.E. 227.9 eV and 231.02 eV for Mo 3d⁵/₂ and Mo 3d₃/₂, resp., given at top of Figure 10) and MoSi₂. At the first interface (Si-on-Mo), the maximum contribution of Mo is from MoSi₂. The shift in the Mo 3d⁵/₂and Mo 3d₃/₂ peaks are ∼0.4 ± 0.04 eV, with respect to pure Mo, towards lower binding energy. As the sputtering time increases (35 minutes), the Mo contribution from pure Mo increases and of MoSi₂ decreases. Similarly, we have seen, at the second interface (Mo-on-Si), shift in the Mo 3d⁵/₂and Mo 3d₃/₂ peaks are ∼0.4 ± 0.04 eV, with respect to pure Mo, towards lower binding energy [109]. The Mo 3d peaks shift by ∼0.4 ± 0.04 eV towards lower binding energy with respect to pure Mo, suggest the formation of the MoSi₂ phase [106] at both the interfaces. This result agrees well with the composition obtained using nondestructive soft X-ray resonant reflectivity. Our results of MoSi₂ composition at interfaces of Mo/Si ML system agrees well with previously reported results using transmission electron microscopy [107].

4.3. Depth Profiling of Atomic Density. As we discussed earlier the atomic scattering factors undergoes strong variation near the absorption edge of an element. This provides the high and tunable scattering strength, Δδ² + Δβ², at the interface. If the atomic density (porosity) of a material changes, it effects electron density in the material. This should generate variation in scattering strength. If the percentage change in atomic density is small, it is difficult to study porosity using XRR due to low optical contrast. However, this problem is overcome by exploiting resonant reflectivity due to resonance enhancement of optical contrast. In this subsection, we demonstrate the sensitivity of SXRR to in-depth variation of porosity (both depth profiling as well as percentage of porosity) in thin layer of resonating material. We demonstrate the idea through characterization of B₄C-on-Fe bilayer near B K-edge using both simulation and measurements. Before SXRR study, the B₄C-on-Fe bilayer is characterized using XRR.

The measured XRR profile of B₄C-on-Fe bilayer at 8047 eV along with the simulated profile is shown in Figure 11. The inset shows electron density profile (EDP) of the film (continuous line), obtained from the best fit XRR profile. The dotted line represents bulk electron density for Fe and B₄C. The best fit XRR results reveal, 17.2 nm Fe layer with root mean square (rms) roughness ∼0.6 nm. The
B₄C layer thickness is 59.6 nm with rms roughness ~0.8 nm. The average electron density of pure Fe layer is 2.05 e/Å³, which is ~97% of the bulk value (2.109 e/Å³). Similarly, the average electron density of pure B₄C layer is 0.67 e/Å³, which is ~95% of the real bulk value (0.713 e/Å³). The best fit results give qualitative indication of the presence of ~1.3 nm porous B₄C layer in pure B₄C layer. However, there is significant uncertainty in the percentage of porosity and position of the porous layer. XRR simulated profiles are almost identical with change in porosity up to ~35% and position of the porous layer at different position in pure B₄C layer. Simulated reflectivity profile is almost identical to the one due to change in roughness (Figure 12). The difficulty towards obtaining quantitative information of this porous layer using conventional XRR is due to weak scattering contrast between pure B₄C and porous B₄C layer. To overcome this difficulty, we propose the possible use of SXRR, which allows sufficient scattering contrast by tuning incident photon energy.

Figure 13 shows a comparison of the scattering strength, \( \Delta \delta^2 + \Delta \beta^2 \), at different interfaces near B K-edge. In Figure 13(a), we show scattering strength at the interface between Fe with B₄C considering different mass densities. Just near the edge, as the density of B₄C changes the scattering strength changes significantly. Thus, if there is presence of B₄C layer with different density at the interface between Fe and B₄C, the scattering contrast undergoes significant changes which will be reflected through reflected profile. Figure 13(b) shows scattering strength at interface between B₄C/B₄C with different densities and vacuum/B₄C with different densities. Just near the edge, the scattering strength changes significantly at the interfaces of B₄C with different atomic density as well as at interface between vacuum and B₄C with different densities. Thus if top B₄C layer is of different density, it gives change in scattering contrast with respect to vacuum. Similarly it also gives change in scattering contrast at the interfaces of same materials with different densities. The scattering strength is sufficient to observe the effect in reflected profile if the density of the material changes at the top of the film, inside the material or at the interface with other materials. Hence, the calculated scattering strength at the interfaces of materials with different density provides an idea of possibility of probing porosity in thin films through resonant reflectivity profile which has been demonstrated at below using both simulations and experiments.

For probing selected interface containing resonating atom with varying density, simulations are performed at the selected photon energy near the boron K-absorption edge. The effect of change in porosity of boron carbide thin layer and the position of the layer are simulated. The effect on the reflectivity profile due to the presence of 1.3 nm boron carbide porous layer in 60 nm boron carbide thin films is shown in Figure 14. Figure 14(a) shows the depth sensitivity of porous layer with 35% of porosity. The reflectivity profile gets redistributed with change in position of the porous layer. With change in position of the porous layer there is a significant difference in reflected profile even near the critical angle (the inset to Figure 14(a)). Figure 14(b) shows the effect of porosity variation, keeping the porous layer thickness constant. As the porosity increases, the oscillations in reflectivity profile decreases. Furthermore, as the atomic density of resonating boron atom decreases, the maxima of the oscillation get shifted to the higher angle. Similar effect of

Figure 11: XRR spectrum of B₄C (60 nm) on Fe (18 nm) bilayer film at 8047 eV. In the inset, the continuous line shows EDP profile of the bilayer and the dotted line shows bulk values.

Figure 12: Simulated XRR profile (at 8047 eV) of B₄C (60 nm) thin film with a 1.3 nm porous B₄C layer with different porosity at the bottom of the film.
Figure 13: Comparison of the scattering strength, $\Delta \delta^2 + \Delta \beta^2$, at different interfaces near B K-edge. (a) Fe with B$_4$C with different mass densities. (b) B$_4$C/B$_4$C with different densities and vacuum/B$_4$C with different densities.

Figure 14: Simulated reflectivity profile at 187.5 eV for 60 nm B$_4$C thin film with a low density B$_4$C layer of 1.3 nm (a) depth sensitivity with porosity 35%. (b) Sensitivity to porosity.

The reflected profile has been observed in case of simulation on B$_4$C (60 nm)-on-Fe (18 nm) bilayer with different position of 1.3 nm porous layer (1.3 nm) with porosity 35% as shown in Figure 15. The significant variations in simulated resonant reflectivity profile with change in the porous layer parameters clearly demonstrate the utility of resonant scattering measurements towards probing variation of resonating atomic density in buried interfaces.

SXRR measurements of B$_4$C-on-Fe bilayer at selected photon energies are shown in Figure 16 along with the fitted profiles. The values of roughness, thickness and density of the films obtained from XRR are used in the soft X-ray model fitting. For soft X-ray data fitting, the optical constants for B$_4$C are taken from measured values (Figure 4). The optical constants ($\delta$ and $\beta$) for the substrate and
Fe are the Henke tabulated values, and have not been varied during the fitting of reflectivity profiles in soft X-ray region. Here we have assumed that significantly away from the absorption edge of the constituent elements, the Henke’s tabulated values are reasonably reliable. The best fit results are tabulated in Table 2. At 185.3 eV, optical constants \( \delta \approx 0 \) and \( \beta \approx 0 \) for \( \text{B}_4\text{C} \) (Table 2). This corresponds to optical constants for vacuum (\( \delta = 0 \) and \( \beta = 0 \)). As a consequence, \( \text{B}_4\text{C} \) layer is virtually invisible. The single film oscillation pattern is due to interference of reflected beam from substrate/Fe and Fe/virtually invisible \( \text{B}_4\text{C} \) interfaces. There is insignificant reflected intensity at Fe/\( \text{B}_4\text{C} \) interface, showing poor sensitivity towards Fe/\( \text{B}_4\text{C} \) interface. At 187.5 eV, high sensitive to Fe/\( \text{B}_4\text{C} \) interface is evident through strong modulations in the reflectivity profile (Figure 16). At this energy, modulations in the reflectivity profile arise from substrate/Fe, Fe/\( \text{B}_4\text{C} \) and \( \text{B}_4\text{C}/\text{vacuum} \) interfaces. The high frequency oscillations with \( \Delta q_{\text{B}_4\text{C}} = 0.011 \AA^{-1} \) corresponding to \( \text{B}_4\text{C} \) layer which gets modulated over low frequency oscillation with \( \Delta q_{\text{Fe}} = 0.033 \AA^{-1} \) corresponding to Fe layer. At 187.5 eV, the optical contrast is high between Fe and \( \text{B}_4\text{C} \) and provides high sensitivity to Fe/\( \text{B}_4\text{C} \) interface. At this energy, the difference in scattering intensities of porous \( \text{B}_4\text{C} \) layer and pure \( \text{B}_4\text{C} \) layer is high and provides an opportunity to probe interface between pure \( \text{B}_4\text{C} \) layer and porous \( \text{B}_4\text{C} \) layer. The best fit results suggest the presence of a low-density porous layer of \( \text{B}_4\text{C} \) (1.3 nm) with porosity of 35% at bottom of \( \text{B}_4\text{C} \) layer. To distinguish the effect of roughness and porosity on the measured reflectivity profile, we have done simulations taking these two parameters independently. Roughness only reduces the reflectivity but presence of porous interlayer redistributes the soft X-ray reflectivity profile near the absorption edge. The fitted profile with interface roughness (without porosity) deviates significantly from the measured profile. The layer model derived from the best fit is shown in the inset (left side) of Figure 16. At 188.5 eV, the sensitivity of \( \text{B}_4\text{C}/\text{Fe} \) interface decreases due to significant increase in absorption in the \( \text{B}_4\text{C} \) layer, and oscillations only due to \( \text{B}_4\text{C} \) layer are observed. The amplitude of intensity modulation is high at large angle due to increased penetration depth. As the energy increases further, for example at 192 eV, the oscillation becomes weak. Thus interface is tuned selectively by adjusting the incident photon energy and the resonant reflectivity profile reveal high sensitivity to specific interface. Utilizing anomalous scattering principle in soft X-ray region, it is possible to selectively probe porous layer of low-Z resonating atom in low-Z thin films.

Using the measured optical constants of \( \text{B}_4\text{C} \) near the boron K edge, we have analyzed the \( \text{B}_4\text{C}/\text{on-Fe} \) bilayer structure. By fitting the measured reflectivity data of \( \text{B}_4\text{C}/\text{on-Fe} \) bilayer we obtained the thickness depth profile of \( \delta \) (Figure 17). For Fe, \( \delta \) is positive and decreases systematically as the energy increases. For \( \text{B}_4\text{C} \), at 185.3 eV, \( \delta \equiv 0 \) corresponding to \( \delta \) for vacuum. Above 185.3 eV to 188.5 eV, \( \delta \) shows sign reversal. When energy increases above 188.5 eV, \( \delta \) again becomes positive and absorption term, \( \beta \) becomes significant. In \( \text{B}_4\text{C}/\text{on-Fe} \) bilayer, the optical constants of \( \text{B}_4\text{C} \) vary within \( \sim 2.1\% \) with respect to pure \( \text{B}_4\text{C} \) thin film. The inset in Figure 17 shows the expanded portion between substrate/Fe and Fe/\( \text{B}_4\text{C} \) interfaces, marked by vertical line. When we move from \( \text{B}_4\text{C} \) to porous layer of \( \text{B}_4\text{C}/\text{Fe} \) interface, variation in \( \delta \) is gradual instead of a step function. This is due to small variation of \( \delta \) and low thickness of the porous layer.
### Table 2: SXRR measurements of B\(_4\)C-on-Fe bilayer film.

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>(\delta_{B_4C}) (expt.)</th>
<th>(\beta_{B_4C}) (expt.)</th>
<th>(\delta_{Fe}) (expt.)</th>
<th>(\delta_{Fe}) (Henke et al.)</th>
<th>(\beta_{Fe}) (expt.)</th>
<th>(\delta_{Fe}) (Henke et al.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>185.3</td>
<td>0.00001</td>
<td>0.0003</td>
<td>0.0233</td>
<td>0.02349</td>
<td>0.0131</td>
<td>0.01292</td>
</tr>
<tr>
<td>187.5</td>
<td>−0.0084</td>
<td>0.0007</td>
<td>0.0227</td>
<td>0.02312</td>
<td>0.0122</td>
<td>0.01256</td>
</tr>
<tr>
<td>188.5</td>
<td>−0.0058</td>
<td>0.0084</td>
<td>0.0224</td>
<td>0.02295</td>
<td>0.0121</td>
<td>0.01238</td>
</tr>
<tr>
<td>192</td>
<td>0.0015</td>
<td>0.0097</td>
<td>0.0219</td>
<td>0.02234</td>
<td>0.0116</td>
<td>0.01198</td>
</tr>
</tbody>
</table>

![Figure 17](image.png)

**Figure 17:** Depth variation of dispersion part of refractive index (\(\delta\)) obtained after fitting of the measured soft XRR profile of Figure 16. The inset shows the Fe/B\(_4\)C and Substrate/Fe interface.

![Figure 18](image.png)

**Figure 18:** XRR spectrum of BN thin film (21.7 nm) at 8047 eV. In the inset, the continuous line shows EDP profile of the thin film and the dotted line shows bulk values.

(1.3 nm). The smoothening is not due to roughness at the Fe/B\(_4\)C interface.

#### 4.4. Determination of Native Oxide Layer

Many elements when exposed to ambient have a native oxide on the surface. For improvement of material properties it is important to have reliable knowledge about thickness, roughness and density of the native oxide. The native oxide has low optical contrast and low thickness (usually few nm). The contrast problem is severe in case of low-Z oxides. Probing of native oxide with high accuracy is a challenging task. The difficulty in probing native oxide (low contrast system) with more accuracy using laboratory-based X-ray reflectometry is due to comparative low dynamical range (~10\(^{-6}\)). However, using high flux synchrotron radiation where the reflectivity can be measured over ~8 to 9 orders, native oxide can be studied more reliably, for example in case of silicon/silicon oxide [110]. Sakurai and Iida [7] used Fourier analysis method of specular X-ray reflectivity to determine thickness of native silicon oxide on silicon. Possibility of probing native oxide using SXRR has not been exploited yet. Here we propose the possibility to determine native oxide using SXRR with high sensitivity. Also SXRR provides additional information regarding possible composition of the oxide layer. We have demonstrated this through characterization of boron oxide on BN thin film using both simulations and measurements near B K-edge. Before SXRR study, the BN thin is characterized using XRR.

The measured XRR profile of BN thin film at 8047 eV along with the fitted profile is shown in Figure 18. The measured reflectivity profile shows interference oscillation with large amplitude modulation, which was not expected in case of BN film deposited on Si substrate because of poor material density contrast. The observed large amplitude modulation reveals the large change in density of deposited BN film compared to the bulk value. The inset shows electron density profile (EDP) of the film (continuous line), obtained from the best fit XRR profile. The dotted line represents bulk electron density for BN. The fitted profile matches with the measured curve, considering a single layer model (without considering oxide). The best fit XRR results reveal, 21 nm BN layer with root mean square (rms) roughness ~0.6 nm. The best fit optical constant of BN film is \(\delta = 5.15 \times 10^{-6}\) and \(\beta = 9.8 \times 10^{-9}\). The roughness of substrate is ~0.7 nm. The average electron density of BN layer is 0.48 e/Å\(^3\), which is ~73% of the bulk value (0.656 e/Å\(^3\)). There is no signature of oxide layer from XRR data analysis.

In ion beam sputtered deposited BN film, there is a possibility of individual B and N. The elementary B when exposed
to ambient will get oxidized. So, there may be possibility of oxide formation at top of BN film. The sensitivity to identify oxide layer was studied through simulations of SXRR profiles before undertaking actual measurements. Figure 19 shows a comparison of the scattering strength, \( \Delta \delta^2 + \Delta \beta^2 \), at different interfaces near B K-edge. Figure 19(a) shows scattering strength at BN with different boron oxide, that is, BN/B\(_2\)O\(_3\), BN/B\(_2\)O and at interface between B\(_2\)O\(_3\)/B\(_2\)O. Figure 19(b) shows scattering strength of BN, B\(_2\)O\(_3\) and B\(_2\)O with respect to vacuum. Density of BN was taken as 2.25 gm/cm\(^3\). The density of B\(_2\)O and B\(_2\)O\(_3\) was taken as 2.24 [111] and 1.844 gm/cm\(^3\) [112], respectively. In Figure 19, just near the edge, the scattering strength changes significantly. Particularly a large change in scattering strength is observed at oxide/oxide (with different composition), B\(_2\)O/Vacuum and BN/Vacuum interface. This large change in scattering strength will be sufficient to be model fitting the observed reflectivity profile. Also due to large change in scattering strength between two different oxide compositions, it will also be possible to identify more than one oxide layer in the film. To observe these predictions, we carried out SXRR measurements on BN film by changing incident photon energy near B K-edge.

Figure 20 shows measured SXRR profiles of BN thin film by tuning incident photon in a narrow energy range, near the boron K-edge. The inset shows optical constants of B\(_2\)O\(_3\) (calculated using Henke et al.) and BN (measured) near the edge. The arrows in inset indicate the small energy range over which the measured reflectivity pattern is shown. Within the small energy range (from 187.85 to 188.5 eV), all the reflectivity profiles undergo a large variation. The modulation in the measured reflectivity profile within a small energy range is such that it is difficult to consider this due to change in either roughness or due to presence of porous layer, as seen by simulations. Something else is responsible for the large change in reflectivity pattern. One possibility is due to presence of some chemical changes in films. This may give large variation in scattering strength near the edge which is reflected in the observed reflectivity profile. This chemical change may be due to formation of boron oxide layer on the top surface of the film due to reaction of oxygen with decomposed boron when exposed to ambient. In inset of Figure 20, in the energy range over which SXRR measurements are performed (marked by arrow), the optical constants of calculated B\(_2\)O\(_3\) and measured BN change significantly. This variation in optical constants may be the cause of large modulation in observed reflectivity profile. This provides a starting guess in SXRR curve fitting, to consider presence of oxide layer on the top of the BN film.

Figure 21 shows the same measured reflectivity pattern (as shown in Figure 20) along with fitted curve with different models. For the single layer model, the structural parameters such as thickness, roughness and density, obtained from XRR, are used, and the optical constant (\( \delta \) and \( \beta \)) are taken from the Henke et al. calculated values as the starting guess. In case of single layer model, even if we allow variation in the film roughness, thickness and optical constant, in the model, the fitted curve is far from the measured profile. The best fit curve using single layer model does not predict the actual structure of the thin film. Using idea from the scattering strength profile, fitting was performed considering different oxide layers. The total thickness of the film, roughness of the film and substrate as obtained by XRR are kept fixed during SXRR profile simulation. Optical constants of the substrate are kept constant as per Henke et al. database.
oxide layer model, thicknesses of different layers are varied keeping total film thickness constant as per XRR value. Starting guess for optical constant of different layers are taken from Henke et al. calculated database. The best fit curve is very close to the measured profile with trilayer model (inset of Figure 21). The bottom most layer is BN layer without oxide, the other two layers are boron oxide with different composition. The present case is complex, because in BN layer there may also be dissociated B and N. Similarly, in boron oxide there may be presence of BN compound. The fitted curve can be further improved by considering proper combinations in all the layers. As per the present best fit curve, the thickness of BN, oxide 1 and oxide 2 are ~14, 4 and 3 nm, respectively. The optical constants of BN layer obtained from best fit data are given in inset of Figure 20 (also see in Figure 4). The scattering length density profile obtained from the best fit data using trilayer model is shown in Figures 21 and 22. At these energies, scattering length density of three different layers are significantly different, and undergoes large variation within these small energy range, especially for oxide 1. The oxide layer 2, which has slightly higher scattering length density with respect to BN, may be presence of oxygen reach boron oxide along with BN. The oxide layer 1, is attributed to boron reached boron oxide along with BN. More details about the chemical nature of oxygen and nitrogen could also be obtained by performing SXRR measurements near oxygen and nitrogen K absorption edge. Again, the analysis will be simple if a layer consists of single composition instead of mixture of composition. The presence of oxide in the present sample has been conformed using X-ray photo electron spectroscopy. The more detailed study by correlating with photoelectron spectroscopy will be presented elsewhere. The present observation conform, SXRR will be a powerful nondestructive analytical tool for probing native oxide with high sensitivity. SXRR is also sensitive to variation in atomic composition of oxide.

5. Conclusion

We provide an overview of the possibility of structural study of hard condensed matter thin films containing resonating
low-Z element by exploiting tunable and enhanced resonant scattering contrast in the soft X-ray region through resonant reflectivity technique. We used layer and elemental-specificity properties of resonant reflectivity as complementary technique with layer specificity of conventional hard X-ray reflectivity for these applications. Soft X-ray resonant reflectivity is sensitive to atomic composition and density variation in thin films. The unique utility of soft X-ray resonant reflectivity for low-Z elements is discussed through number of representative applications such as determination of interlayer composition at buried interface, probing depth profiling of atomic density and sensitivity to native oxide of interlayer composition at buried interface, probing depth number of representative applications such as determination of growth defects on the X-ray reflectivity of multilayer sputtering.
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