Research Article

Wideband Extrapolation of Spatial Responses of Resonant Structures Using Early-Time and Low-Frequency Data

J. Michael Frye\(^1\) and Anthony Q. Martin\(^2\)

\(^1\) The Johns Hopkins University Applied Physics Laboratory, 11100 Johns Hopkins Road, Laurel, MD 20723, USA
\(^2\) The Holcombe Department of Electrical and Computer Engineering, Clemson University, Clemson, SC 29634-0914, USA

Correspondence should be addressed to J. Michael Frye; james.frye@jhuapl.edu

Received 30 April 2013; Revised 27 August 2013; Accepted 29 August 2013

An efficient procedure is presented to extrapolate a wideband electromagnetic response defined over an arbitrary spatial region using early-time and low-frequency data. The previous procedures presented in the literature are efficient for single-point extrapolation and can readily be applied to spatial regions but are terribly inefficient when a response is desired at many spatial locations. In this work, an optimized algorithm is presented to quickly extrapolate over a large number of spatial locations. The time and frequency behavior of the response is fitted by polynomials and pole terms, and the spatial variation is represented with spatially dependent polynomial coefficients and pole residues. A single set of poles, common to all spatial locations of interest, is shown to sufficiently describe the resonant behavior of response over the entire spatial region. A multisignal formulation of the matrix pencil method is applied to determine poles from early time data. Numerical examples are presented to demonstrate the procedure. Additionally, an automated approach to distinguish physical poles, which correspond to structural resonances, from nonphysical fitting poles is presented. The spatially dependent residues of physical pole terms, referred to here as modal residues, are shown to provide important insight into the resonant behavior of a structure.

1. Introduction

In [1–4], electromagnetic responses, such as the driving-point current of an antenna, are simultaneously extrapolated in time and frequency by fitting discrete values of the response evaluated at early time and low-frequency points. Early-time and low-frequency data are mutually complementary and together can provide all the information needed to characterize the complete response [1–4]. Determining a wideband response of a resonant structure with computational electromagnetic (CEM) methods can be burdensome; however, extrapolation can significantly reduce the computational load since the complete response is not determined exclusively in either domain [1, 2].

An efficient and reliable procedure is presented here to extrapolate a response defined over an arbitrary spatial region, such as a contour, surface, or volume. As in [1, 2], the time and frequency behavior of the response is fitted by the sums of polynomials and pole terms. It is shown here that the spatial variation of a response can be accurately represented with sets of spatially-dependent coefficients for the polynomials and spatially-dependent residues for the pole terms. Additionally, it is demonstrated that a single set of poles, shared by each spatial location, is sufficient to describe the resonant behavior of response over the entire spatial region.

As with the procedures of [1–4], the reliable application of the approach in this work requires the selection of several polynomial and pole-estimation parameters. An automated genetic algorithm- (GA-) based procedure is presented in [2] to select the parameters needed to extrapolate a response. To extrapolate a response in a spatial region, one can apply the automated, optimization-based procedure of [2] at each discrete location; however, this approach is highly inefficient because a separate GA optimization run is required for each location. Depending on the size and desired spatial resolution of the region of interest, there could be hundreds or thousands of discrete locations. Conversely, the procedure in this work only requires a single optimization to extrapolate a spatial response.
All necessary parameters are selected using a GA by simultaneously fitting the response, in early time and low frequency, at a small subset of the total number of positions in the spatial region. Using the parameters selected, a single set of poles is determined with a multisignal formulation of the matrix pencil method (MPM) [5]. Then coefficients and residues are easily calculated for each spatial location by fitting the early-time and low-frequency data at each location. The response is accurately extrapolated over the entire spatial region despite selecting parameters based on data at only a few locations. In addition to being more computationally efficient the procedure in this work is preferred because it yields a representation of the spatial response as a single set of poles and polynomials whereas applying procedure of [2] at each spatial location does not.

A new procedure is also presented to reliably distinguish between physical poles, which correspond to structural resonances, and fitting poles, which are not related to resonances but can improve fitting. Estimating poles from numerical data with techniques such as MPM typically yield fitting poles along with physical poles. Distinguishing between physical and fitting poles is generally difficult (e.g., see [6–8]), but the procedure in this work automates this process. Identifying physical poles is of great interest because they provide important information about the resonant behavior of a structure or system. Additionally, it is shown that the spatial residues of physical pole terms, referred to here as modal residues, correspond to natural modal behavior.

2. Extrapolation of a Spatial Response

Let \( x(r, t) \) and \( X(r, f) \) denote the time- and frequency-domain representations, respectively, of an EM response due to a wideband excitation source at a spatial position \( r \). The response corresponds to an EM quantity defined in a spatial region \( \mathcal{R} \) which could be, for instance, a contour, surface, or volume.

The early-time and low-frequency ranges of \( x(r, t) \) and \( X(r, f) \) contain high-frequency and late-time information, respectively, and can be used to determine an accurate representation of the complete response. Pole terms can efficiently represent resonant behavior, whereas compact-support polynomials are well-suited to characterize nonresonant behavior [2].

The responses \( x(r, t) \) and \( X(r, f) \) are represented by \( \hat{x}(r, t) \) and \( \hat{X}(r, f) \), which are defined as

\[
x(r, t) = \sum_{n=0}^{N-1} a_n(r) \phi_n \left( \frac{r}{\ell_1} \right) + \sum_{m=0}^{M-1} R_m(r) g_m(t),
\]

\[
X(r, f) = \sum_{n=0}^{N-1} a_n(r) \Phi_n \left( \frac{r}{\ell_2} \right) + \sum_{m=0}^{M-1} R_m(r) G_m(f),
\]

for \( r \in \mathcal{R} \). In (1), \( \phi_n(t/\ell_1) \) and \( \Phi_n(f/\ell_2) \), denote \( n \)th-order polynomials which are scaled by factors \( \ell_1 \) and \( \ell_2 \) (\( \ell_2 = 1/(2\pi \ell_1) \)) [9], related by the Fourier transform, and each weighted by a spatially-dependent, real-valued coefficient \( a_n(r) \). The \( m \)th pole term is defined as \( g_m(t) = \exp(s_m t) \) in the time domain and as \( G_m(f) = 1/(j 2\pi f - s_m) \) in the frequency domain. Each pole term is weighted by a spatially-dependent, complex residue \( R_m(r) \). The \( m \)th complex pole is \( s_m = \alpha_m + j 2\pi f_m \), where \( \alpha_m \) and \( f_m \) are the damping factor and resonant frequency, respectively. The set of \( M \) poles is \( \{ s_M, s_{M-1}, \ldots, s_1 \} \), where \( \{ \cdot \} \) denotes the transpose.

In (1), time and frequency variation is represented by \( N \) polynomials and \( M \) pole terms, whereas spatial variation is described by \( a_n(r) \) and \( R_m(r) \). In general, \( N \) and \( M \) could be a function of \( r \); however, (1) is a more compact representation that uses a single set of \( N \) polynomials and \( M \) pole terms.

To successfully extrapolate a response one must determine \( a_n(r) \), \( R_m(r) \), and a set of poles \( s_M \), such that \( \hat{x}(r, t) \) and \( \hat{X}(r, f) \) in (1) accurately represent \( x(r, t) \) and \( X(r, f) \), respectively, for time and frequency points of interest. To do so, one first uses CEM methods to determine numerical values of \( x(r, t) \) and \( X(r, f) \) at discrete spatial positions in \( \mathcal{R} \) for each early-time and low-frequency point, respectively.

Let \( r_i \) be a vector defining the \( i \)th discrete spatial position in \( \mathcal{R} \). The total number of positions in \( \mathcal{R} \) is denoted by \( I \), and the corresponding set of position vectors is \( \mathcal{I} = \{ r_1, r_2, \ldots, r_I \} \). Figure 1 illustrates an arbitrary region \( \mathcal{R} \) and a set of discrete position vectors defined over the region. The discrete time-domain response at \( r_i \) is denoted by \( x_i \) and contains \( P \) time samples of \( x(r_i, t) \) at \( \Delta t \) intervals. The early-time data vector \( x_{ET}^I \) contains the first \( p \) samples of \( x^I \). Similarly, \( X^I \) is the discrete frequency-domain response at \( r_i \) which contains \( Q \) samples of \( X(r_i, f) \) at \( \Delta f \) intervals. The low-frequency data vector \( X_{LF}^I \) contains the first \( q \) samples of \( X^I \) [1, 2].

First, CEM methods are used to determine \( x_{ET}^I \) and \( X_{LF}^I \) for the \( I \) positions in \( \mathcal{R} \). The response is extrapolated by obtaining \( s_M \) and then determining \( a_n(r_i) \) and \( R_m(r_i) \) for each \( r_i \). In this work, a multisignal formulation of MPM is used to determine \( s_M \) from early-time data.

After determining the poles, \( a_n(r_i) \) and \( R_M(r_i) \) are found by fitting \( x_{ET}^I \) and \( X_{LF}^I \) and solving a system of \( (p + q) \) linear equations, at each \( r_i \), defined as

\[
\begin{bmatrix}
\Phi_N & g_M & a_N(r_i) \\
\Phi_N & G_M & R_M(r_i)
\end{bmatrix} =
\begin{bmatrix}
x_{ET}^I \\
X_{LF}^I
\end{bmatrix}.
\]
In (2), the polynomial coefficient and pole residue vectors are
\[ a_N(r_i) = [a_0(r_i), a_1(r_i), \ldots, a_{N-1}(r_i)]^T, \]
\[ R_M(r_i) = [R_0(r_i), R_1(r_i), \ldots, R_{M-1}(r_i)]^T, \]
and the matrices obtained by evaluating the polynomials and poles at early-time and low-frequency points are written as
\[ \phi_N[f_{ET}] = \begin{bmatrix} \phi_0 \left( \frac{t_1}{\ell_1} \right) & \ldots & \phi_{N-1} \left( \frac{t_1}{\ell_1} \right) \\ \vdots & \ddots & \vdots \\ \phi_0 \left( \frac{t_p}{\ell_1} \right) & \ldots & \phi_{N-1} \left( \frac{t_p}{\ell_1} \right) \end{bmatrix}, \]
\[ g_M[f_{ET}] = \begin{bmatrix} g_0(t_1) & \ldots & g_{M-1}(t_1) \\ \vdots & \ddots & \vdots \\ g_0(t_p) & \ldots & g_{M-1}(t_p) \end{bmatrix}, \]
\[ \Phi_N[f_{LF}] = \begin{bmatrix} \Phi_0 \left( \frac{f_1}{\ell_2} \right) & \ldots & \Phi_{N-1} \left( \frac{f_1}{\ell_2} \right) \\ \vdots & \ddots & \vdots \\ \Phi_0 \left( \frac{f_2}{\ell_2} \right) & \ldots & \Phi_{N-1} \left( \frac{f_2}{\ell_2} \right) \end{bmatrix}, \]
\[ G_M[f_{LF}] = \begin{bmatrix} G_0(f_1) & \ldots & G_{M-1}(f_1) \\ \vdots & \ddots & \vdots \\ G_0(f_2) & \ldots & G_{M-1}(f_2) \end{bmatrix}. \]

For cases of interest \((p + q) > (N + M)\) and (2) is an overdetermined system for which a least-squares solution can be determined [10]. As a consequence of (1) the matrices in (4) are not a function of \(r_i\) and therefore need only be filled once when solving (2) for each of the \(I\) spatial positions. The extrapolation is successful if \(\hat{x}(r, t)\) and \(\tilde{X}(r, f)\) in (1) accurately represent the response, at each \(r_i\), in the directly-computed early-time and low-frequency ranges, and in the extrapolated late-time and high-frequency ranges.

3. Reliable Selection of Parameters

A successful extrapolation depends on the proper selection of three pole-estimation parameters and three polynomial parameters needed to determine the poles \(s_{\text{MPM}}\) and coefficients \(a_N(r_i)\) and residues \(R_M(r_i)\) in (1). In this work all parameters are efficiently and reliably selected by fitting the response, in early time and low frequency, at a small number of locations in \(\mathcal{R}\). The procedure is automated with a GA-based procedure as in [1, 2]. In this work, however, the GA procedure is extended to fit the response simultaneously at multiple points in space in order to more efficiently extrapolate a response defined over a spatial region.

3.1. Extrapolation Parameters. Three polynomial parameters must be selected to successfully extrapolate a response: the number of polynomials in the expansion \(N\), the time scaling factor \(\ell_1\), and the time center \(\tau\) [1, 2]. The selection of the time scaling factor \(\ell_1\) defines the time and frequency support of the polynomials, which in this work are associate Hermite (AH) functions [9]. The value of \(N\) specifies the number of polynomials used to represent the response, as in (1). Empirical stability bounds for \(N\) and \(\ell_1\) have been presented for several polynomial types [11]; however, there remains no precise criterion to select optimal values for a given response. Consequently, \(N\) and \(\ell_1\) are selected with the optimization-based procedure in this section. Note that because \(\ell_1\) and \(\ell_2\) are directly related by \(\ell_2 = 1/(2\pi \ell_1)\), selecting one parameter defines the other. Thus, only one scaling factor must be selected through optimization. The third polynomial parameter is the time center, \(\tau\), which centers the polynomials in the time domain around \(t = \tau\) rather than at \(t = 0\). This parameter is important to the extrapolation because associate Hermite functions in the time domain provide equal support around the origin, and it is assumed that the time-domain response is zero prior to \(t = 0\). In practice, the proper selection of \(\tau\) can lead to a more efficient representation of the response (e.g., smaller \(N\)) and is critical to the numerical stability of the extrapolation. Typically, the optimal time center is around half of the time support of the response; however, no precise selection criteria exists, so \(\tau\) is selected with the optimization procedure described in this section.

Parameters associated with the pole-estimation method must also be selected. In this work, poles are estimated from early-time data using a multisignal formulation of the matrix pencil method (MPM) described in [5]. MPM is efficient and generally numerically robust; however, in practice the accuracy of the procedure depends on the selection of the time samples processed. The data vector processed by the MPM algorithm is selected as a subset of the early-time data samples in \(x_{ET}^j\). It can be uniquely specified with three positive integers: the beginning time sample \(p_1\), the ending time sample \(p_2\), and a decimation factor \(d\). Note that \(p_1 < p_2 < p\), where \(p\) is the total number of early-time points in \(x_{ET}^j\).

The values of \(p_1\) and \(p_2\) define the first and last time samples in \(x_{ET}^j\) to be processed with MPM. These parameters provide a means to identify an optimal time window within the available early-time data to estimate the poles. The decimation factor, \(d\), is defined such that every \(d\)th time sample in \(x_{ET}^j\) is retained. The sampling time \(\Delta t\) of the early-time data is typically selected to satisfy stability requirements of the time-domain CEM method; however, this often results in oversampling compared to a favorable \(\Delta t\) for MPM. Therefore, decimation of the time-domain data \(x_{ET}^j\) is generally required to accurately estimate the poles.

The resulting data vector contains \([p_2 - p_1]/d\) time samples uniformly spaced at \(d\Delta t\) intervals, where \([\cdot]\) is the greatest integer less than or equal to the argument. Explicitly, the early-time data vector \(x_{ET}^j\) contains samples of the response at time steps \([\Delta t, 2\Delta t, \ldots, p\Delta t]\), whereas the time samples processed by MPM are defined at time steps \([p_1\Delta t, (p_1 + d)\Delta t, (p_1 + 2d)\Delta t, \ldots, p_2\Delta t]\). In practice, the success of the extrapolation depends on the proper selection of \([p_1, p_2, d]\), which allows one to determine \(s_{\text{MPM}}\). Note that by poles estimating poles from early-time data, a time-domain bias
is consequently introduced as discussed in [2]. Conversely, poles can also be estimated from low-frequency data instead using a frequency-domain technique such as the vector fitting method [12].

3.2. Parameter Selection. The GA-based procedure in [2] may be used to reliably extrapolate a response at a point in space, and a spatial response in \( \mathcal{R} \) may be viewed as \( I \) point responses at positions \( r_i \) for \( i = 1, 2, \ldots, I \). Therefore, one could extrapolate the response over a spatial region by applying the procedure in [2] at each of the \( I \) locations and fitting the response at each \( r_i \). This approach is illustrated in Figure 2. The computational expense of this approach, however, is prohibitive because \( I \) optimizations are required, which even for moderately-sized regions can be large. Additionally, by selecting parameters at each \( r_i \), \( N \) and \( M \) of (1) are not necessarily constant over \( \mathcal{R} \). For efficiency it is desired to represent the response with a single set of \( N \) polynomials and \( M \) pole terms.

Instead of selecting parameters by fitting the response at each \( r_i \), a second approach would be to select parameters by fitting the response at a single position \( r'_i \) selected from \( \mathcal{I} = \{r_1, r_2, \ldots, r_I\} \). The set of poles and polynomial parameters determined by fitting the response at \( r'_i \) could then be used in (2) to determine \( a_N(\gamma_r) \) and \( R_M(\gamma_r) \) for the other \( I - 1 \) positions. While this approach gives a constant \( M \) and \( N \), the parameters selected by fitting at only \( r'_i \) may not (and does not in practice) provide a good fit at all other spatial positions, and \( s_M \) may not contain accurate estimates of all the poles.

A more efficient and reliable procedure to extrapolate a spatial response than the two described above is to select extrapolation parameters based on simultaneously fitting the response at a subset of the \( I \) positions in \( \mathcal{R} \). The subset of positions where the response is fit is denoted by \( \mathcal{K} = \{r'_1, r'_2, \ldots, r'_K\} \), which contains \( K \) positions randomly selected from \( \mathcal{I} \), where one hopes that \( K \ll I \). With this approach, one uses MPM to estimate a single set of poles by simultaneously processing early-time data at the \( K \) positions in \( \mathcal{K} \). To determine the coefficients and residues, the system of equations in (2), which fits the response at a single position, is modified to fit the response at \( K \) positions (see Section 3.4). A GA is used to select parameters which yield an accurate representation of the response at each of the \( K \) locations (see Section 3.3). After \( \{p_1, p_2, d\} \) and \( \{N, \gamma_r, \tau\} \) are selected, MPM is used to determine \( s_M \) and \( a_N(\gamma_r) \) and \( R_M(\gamma_r) \) are found by solving (2) at each \( r'_i \). The computational expense of solving (2) is minimal after the parameters have been selected.

Instead of selecting the \( K \) fitting locations in a geometrically-regular arrangement, in this work the positions are randomly distributed in \( \mathcal{R} \). The exact locations of the positions are not critical, but rather fitting at multiple locations should provide the diversity needed to accurately extrapolate the entire response. Selecting the \( K \) positions in a random arrangement attempts to avoid fitting at positions corresponding to nulls of the response at each resonance. Thus, the random arrangement increases the likelihood that an accurate set of poles will be determined. For the numerical examples considered by the author, an acceptable value of \( K \) ranged from 5 to 10, which was significantly less than the total number of spatial locations. Increasing the value of \( K \) did not improve noticeably accuracy but does increase the computational expense of applying the procedure. Therefore, a small value of \( K \) is preferable.

3.3. GA Minimization. The accuracy of the extrapolation is a function of each parameter described in Section 3.1. Selecting the extrapolation parameters can be viewed as an optimization problem where the optimal set of parameters minimizes the difference between the directly-computed response and extrapolated representation in (1). The goal is to automate the parameter selection such that an arbitrary response can be reliably and accurately extrapolated. One must select the type of optimization used and a metric to quantify the “goodness” of a solution. GA optimization is
used here because it is robust against local minimums and requires no a priori knowledge of the characteristics of the function being optimized.

To apply the GA one must define a fitness function which quantifies the “goodness” of a solution. The extrapolation agreement at \( \mathbf{r}_i \), denoted \( E_i \), can be quantified with a normalized mean square difference between the true response in time and frequency and the extrapolated representations \( \bar{x}(\mathbf{r}, t) \) and \( \bar{X}(\mathbf{r}, f) \) [1, eq. (10)]. Thus, the goal is to select parameters which minimize \( E_i \) at each \( \mathbf{r}_i \). Doing so yields a representation of the response \( \bar{x}(\mathbf{r}, t) \) and \( \bar{X}(\mathbf{r}, f) \) as defined in (1) that accurately represents the true response for all time and frequency. Computing \( E_i \), however, requires complete knowledge of the response, which will not be known at the time of the extrapolation. Therefore, this metric cannot be directly minimized in practice. In previous works by the authors, it is shown that an approximation of \( E_i \), denoted \( \hat{E}_i \), can be minimized in place of \( E_i \) to reliably select extrapolation parameters [1, eq. (11)]. Computing \( \hat{E}_i \) requires only early-time and low-frequency data and therefore is useful in practical applications. Agreement in the late-time and high-frequency regions where no data is available to directly compare against is determined using the fast Fourier transform (FFT), as first suggested in [4].

In [1, 2] it is shown that a response at a spatial point \( \mathbf{r}_i \) can be reliably extrapolated by using parameters found with GA optimization to minimize \( \hat{E}_i \). To efficiently extrapolate responses over a spatial region extrapolation agreement is simultaneously considered at \( K \) spatial positions. A new metric, \( \hat{E}_x \), is defined here as the mean of \( \hat{E}_i \) over the \( K \) locations of \( \mathcal{X} \), written as

\[
\hat{E}_x = \frac{1}{K} \sum_{i=1}^{K} \hat{E}_i. \tag{5}
\]

The optimization-based procedure is as follows. First, the extrapolation parameters in Section 3.1 are selected by minimizing \( \hat{E}_x \) in (5) with a GA. The resulting parameters are then used to extrapolate the response at each spatial location by solving the system of equations in (2) for each \( \mathbf{r}_i \) to determine \( \mathbf{a}_N(\mathbf{r}_i) \) and \( \mathbf{R}_M(\mathbf{r}_i) \).

3.4. Fitting with a Small Subset of Spatial Positions. Extrapolating a spatial response with the procedure described above requires that a single set of poles be determined by simultaneously processing early-time data at \( K \) spatial locations. The standard MPM algorithm, however, determines the poles of a single signal [13]. In this work a multisignal variation of MPM, described in [5], is utilized to process data from \( K \) positions and determine a single set of poles. In [5] the data processed corresponds to transient signals scattered by a structure and observed at different look angles. It is assumed the same set of poles is present in each signal and that the coefficient of each pole term is a function of observation angle. These assumptions are applied here to a spatial response. The poles are intrinsic to the structure, whereas the weighting of each pole term has spatial dependence as in (1).

The system of equations in (2) fits the response at a single location \( \mathbf{r}_i \) but can be modified to fit the response at \( K \) spatial locations, defined by \( \mathcal{X} = \{ \mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_K \} \), as

\[
\begin{bmatrix}
\phi_N(\mathbf{f}_{ET}) & \mathbf{g}_M(\mathbf{f}_{ET}) \\
\Phi_N(\mathbf{f}_{LF}) & \mathbf{G}_M(\mathbf{f}_{LF})
\end{bmatrix}
\begin{bmatrix}
\mathbf{a}_N(\mathcal{X}) \\
\mathbf{a}_M(\mathcal{X})
\end{bmatrix}
=
\begin{bmatrix}
\mathbf{x}_{ET}^\mathcal{X} \\
\mathbf{x}_{LF}^\mathcal{X}
\end{bmatrix}. \tag{6}
\]

In (6), \( \mathbf{a}_N(\mathcal{X}) \) is a \( (N \times K) \) matrix containing polynomials coefficients, defined as

\[
\mathbf{a}_N(\mathcal{X}) = \begin{bmatrix}
a_0(\mathbf{r}_1) & \cdots & a_0(\mathbf{r}_K) \\
\vdots & \ddots & \vdots \\
a_{N-1}(\mathbf{r}_1) & \cdots & a_{N-1}(\mathbf{r}_K)
\end{bmatrix}, \tag{7}
\]

and \( \mathbf{R}_M(\mathcal{X}) \) is a \( (M \times K) \) matrix containing pole residues, defined as

\[
\mathbf{R}_M(\mathcal{X}) = \begin{bmatrix}
R_0(\mathbf{r}_1) & \cdots & R_0(\mathbf{r}_K) \\
\vdots & \ddots & \vdots \\
R_{M-1}(\mathbf{r}_1) & \cdots & R_{M-1}(\mathbf{r}_K)
\end{bmatrix}. \tag{8}
\]

The data vectors on the right-hand-side of (6) contain early-time and low-frequency CEM samples as

\[
\mathbf{x}_{ET}^\mathcal{X} = \begin{bmatrix}
x(\mathbf{r}_1, t_1) & \cdots & x(\mathbf{r}_K, t_1) \\
\vdots & \ddots & \vdots \\
x(\mathbf{r}_1, t_p) & \cdots & x(\mathbf{r}_K, t_p)
\end{bmatrix}, \tag{9}
\]

\[
\mathbf{x}_{LF}^\mathcal{X} = \begin{bmatrix}
X(\mathbf{r}_1, f_1) & \cdots & X(\mathbf{r}_K, f_1) \\
\vdots & \ddots & \vdots \\
X(\mathbf{r}_1, f_q) & \cdots & X(\mathbf{r}_K, f_q)
\end{bmatrix}.
\]

The matrices in (4) appear in (6) and are unchanged by the extension of (2) to fit at \( K \) positions. It is preferable to select a small \( K \) because the computational expense of solving (6) is proportional to \( K \), as (7)–(9) each has \( K \) columns. The system of equations in (6), combined with MPM applied to multiple data sets, allows one to select the necessary parameters with a GA by fitting the response at \( K \) positions and minimizing \( \hat{E}_x \) in (5). The selection of \( \{p_1, p_2, d\} \) allows an accurate set of poles \( s_0 \) to be determined with MPM, and \( \{N, \xi, \tau\} \) are used when solving (2) at each \( \mathbf{r}_i \) in \( \mathcal{X} \).

Figure 2 illustrates the process by which one could repeatedly apply the procedure in [2] to extrapolate a spatial response. However this approach is highly-inefficient, as a separate GA optimization is required to extrapolate the response at each spatial location. The GA optimization is by far the largest contributor to the CPU time when extrapolating the response. Conversely, Figure 3 illustrates the procedure described in this section to efficiently extrapolate a spatial response. Note that only one GA optimization is required and that the process results in a single set of poles and polynomial terms. This representation of the response is compact and can provide insight into structural resonances.
4. Determining Physical Poles

Poles estimated from numerical data using techniques such as MPM can be classified as physical poles, corresponding to structural resonances, and fitting poles, which are not associated with resonances but can improve fit accuracy. It is desirable to identify physical poles when representing a response as in (1), but distinguishing them from fitting poles is often difficult when the resonant frequencies are unknown.

Various procedures are presented in the literature to distinguish between physical and fitting poles, such as those in [6–8]. However, the automated application of such procedures is practice is often difficult. A new automated procedure is presented here to distinguish between physical and fitting poles. First, one uses MPM to estimate poles at spatial locations randomly distributed in \( \mathcal{R} \) as described in Section 3. Three sets of poles are determined by fitting the response at different sets of \( \mathcal{K} \) position vectors denoted \( \mathcal{K}_1, \mathcal{K}_2, \) and \( \mathcal{K}_3 \), respectively. The resulting sets of poles are compared, and the poles coincide in all three sets are assumed to be the physical poles, whereas noncoincident poles are classified as the fitting poles. After identifying the physical poles a response can be represented, as in (1), with each of the \( M \) pole terms corresponding to a physical pole. To determine a representation with polynomials and physical poles only, fitting poles are removed from \( \mathcal{R}_M \); then coefficients and residues are determined by solving (2) for each \( \mathbf{r}_i \).

This approach is motivated by the fact that physical poles are intrinsic to the characteristics of the structure or system, and therefore only a single set of poles is needed to represent a spatial response. For instance, the length of a dipole antenna defines its resonant frequencies. The locations of fitting poles, on the other hand, are not unique. Consequently, as the set of fitting locations is changed, the fitting poles change but the physical poles do not. This observation is used to distinguish between physical and fitting poles.

The spatial residues of physical poles, referred to here as modal residues, provide insight into the resonant behavior of a structure, whereas the spatial residues of fitting poles do not. Modal residues have spatial behavior similar to the natural modes determined by the singularity expansion method (SEM) [14]. The set of modal residues can be interpreted as a decomposition of a response into the characteristic spatial behavior of each resonance. This perspective is potentially useful in applications where the effects of certain resonances must be suppressed or enhanced, for example, with excitation selection or by changing physical dimensions.

Modal residues depend on the EM quantity of the response, as well as the spatial region where the response is defined. Additionally, to determine a physical pole from a given response, the corresponding resonance must be excited by the excitation and/or feeding arrangement. Additionally, the excitation bandwidth determines the range of frequencies for which poles can be resolved.

5. Results and Discussion

5.1. Example 1. The first spatial response considered is the axial current of a thin-wire cylindrical dipole antenna, aligned along the \( z \) axis, with length \( L = 0.5 \) m and radius \( a = 2.5 \) cm. The spatial region \( \mathcal{R} \) is specified by \( z \in [0, L] \) and contains \( I = 99 \) spatial locations equally-spaced along the length of the dipole. The dipole is driven at its center with a differentiated Gaussian pulse (DGP) voltage excitation, with effective frequency content up to \( f_{\text{max}} = 3 \) GHz [1]. The electric field integral equation is solved with MoM [15] to determine the frequency-domain current at the 99 locations. The response is sampled at \( \Delta f = 3 \) MHz intervals up to 3 GHz. The time-domain response, which is sampled at \( \Delta t = 8 \) ps up to 35 ns, is obtained by taking the discrete Fourier transform (DFT) of the IE/MoM data. A time-domain CEM method could be used, but this approach removes discretization or modeling differences, which is convenient for the present purpose.

The current is successfully extrapolated using 15 ns of early-time data and 1.5 GHz of low-frequency data. A GA
is used to select parameters that minimize $\hat{E}_x$ by fitting the response at $K = 5$ positions randomly selected from the total of 99. The exact locations of the 5 fitting positions are found not to be critical to the success of the extrapolation, but that simultaneously fitting at $K$ locations provides the diversity needed to select the necessary parameters.

Figure 4 compares the current determined with IE/MoM (directly computed) and two extrapolated representations of the spatial responses ($\hat{x}(r, t)$ and $\hat{X}(r, f)$ in (1)) at several values of time. The close agreement among the three curves for the points shown is typical of all time and frequencies of interest. The first extrapolated response (physical and fitting poles) is represented as in (1) with polynomials and both physical and fitting pole terms, while the second includes polynomials and only physical pole terms. Agreement among the three curves is excellent, indicating polynomials can provide the support for response behavior otherwise represented by fitting poles.

Figure 5 illustrates the poles ($s_m = \alpha_m + j2\pi f_m$) of the response for three successful extrapolations. Parameters are selected by fitting the response at three different sets of 5 randomly selected locations, denoted by $K_1, K_2,$ and $K_3$. In Figure 5 the five poles coincident in the three pole sets are the physical poles, whereas the noncoincident poles are the fitting poles. The physical poles correspond to dipole resonances excited by the excitation and feeding arrangement. Higher-order resonances may be determined by increasing $f_{\text{max}}$. The resonances occur when the electrical length of the dipole is approximately equal to an odd multiple of a half-wavelength; that is, $L \approx [(2m-1)\lambda]/2$ for $m = 1, 2, 3, 4, 5$. The five physical
Figure 5: Poles of the dipole determined by fitting the response at $K = 5$ spatial locations using three different sets of $K$ position vectors denoted by $\mathcal{K}_1$, $\mathcal{K}_2$, and $\mathcal{K}_3$. Physical poles are coincident in the three sets of poles, whereas fitting poles are not. SEM poles of the dipole are shown for comparison [14].

The SEM poles, which correspond to the complex natural resonances of a structure [14], also provide a reference. In Figure 5 the physical poles determined by extrapolating IE/MoM data are shown to closely agree with the SEM poles in [14]. The average relative difference for resonant frequencies is 0.23% and for damping factors is 1.15%. The small disagreement can be attributed in part to differences between the spatial discretization used in [14] and that in this work.

Figure 6 illustrates the modal residues of the dipole $R_m(z)$ which are determined by extrapolating the CEM data. The natural resonant behavior is apparent as the lowest-order residue ($m = 1$) resembles a half-wavelength sinusoid and high-order modal residues contain $[(2m - 1)\lambda]/2$ wavelengths. Figure 6 can be interpreted as a decomposition of the current into modal functions, each associated with a structural resonance. Thus, the dipole current can be thought of as a superposition of the set of physical pole terms weighted by modal residues.

Figure 7 illustrates the value of extrapolation agreement $E_i$ determined at each of the $I = 99$ positions on the dipole. The value of $E_i$ quantifies the agreement between the directly-computed response and an extrapolated representation, where $E_i < 10^{-5}$ is desired [2]. The two dashed/red curves in Figure 7 correspond to the two extrapolated responses shown in Figure 4, which are determined with a single GA optimization run to select parameters by fitting simultaneously at 5 locations. Conversely, for the two solid/black curves in Figure 7, the response is extrapolated with the procedure of [2] by applying a separate GA optimization run at each of the 99 spatial locations. This approach effectively provides a lower bound on the value of $E_i$. Figure 7 shows only small gains in extrapolation agreement can be obtained with $K > 5$, because $K = 5$ closely approaches the lower bound. Therefore, the response is accurately extrapolated with $K \ll I$ as desired.

Extrapolating the response using the approach in this work requires a single optimization run, whereas applying the procedure of [2] requires 99 optimization runs. Reducing the number of optimizations required yields significant computational savings. To illustrate the computational differences, the procedure [2] was applied to extrapolate the response at each of the 99 positions in $\mathcal{R}$. Completing the 99 GA optimization runs required 900 min of total CPU time to extrapolate the response, whereas applying the procedure in this work required only 15.1 min. Thus, the procedure in this work provides a 60X speed up relative to previous techniques.

Figure 7 also compares agreement between representations with polynomials and both physical and fitting poles.
and representations with polynomials and only physical poles. The value of $E_i$ for the representations with polynomials and both physical and fitting poles is the lowest; however, the extrapolation agreement of the representation with polynomials and only physical poles is still $E_i < 10^{-2}$. Figure 4 shows the representation with polynomials and only physical poles is nearly indistinguishable from the directly-computed response, and therefore the response of the dipole is still accurately represented as polynomials and physical poles only. A representation of a response with only physical poles can be valuable in providing insight into the resonant behavior, but for best accuracy one may choose to use fitting poles in any extrapolation even with full knowledge of the physical poles.

To consider the effects of CEM modeling differences, the dipole response was determined in early time using a FDTD simulation and in low frequency using IE/MoM. The response was successfully extrapolated, despite discretization differences, using FDTD data up to 15 ns and IE/MoM data up to 1.5 GHz. The agreement between SEM poles and those determined via extrapolation is very good with an average relative difference of 1.54% for resonant frequencies and 1.51% for damping factors. The agreement is limited as expected by discretization differences between the FDTD and IE/MoM models [1, 2].

5.2. Example 2. The second resonant structure considered is the rectangular patch antenna in Figure 8. A DGP voltage excitation with $f_{\text{max}} = 7$ GHz is applied at the base of a probe feed connecting the ground plane and patch. The spatial response considered is the electric field $E_z$ in a 6 cm $\times$ 8 cm region in the $xy$-plane between the patch and ground plane defined by $z = h/2, x \in [-3 \text{ cm}, 3 \text{ cm}], y \in [-4 \text{ cm}, 4 \text{ cm}]$ (Figure 8). The region $\mathcal{R}$ is discretized into cells with $\Delta x = \Delta y = 2$ mm, resulting in 30 and 40 locations along the $x$ and $y$ directions, respectively, for a total of $I = 1,200$ locations in $\mathcal{R}$. Commercial FDTD software [16] is used to model the patch antenna and determine the time-domain response at each of the 1,200 spatial positions. The electric field is sampled at $\Delta t = 54.2$ ps intervals up to 73.8 ns. The frequency-domain response, which is sampled at $\Delta f = 7$ MHz intervals up to 7 GHz, is determined as the DFT of the time response.

The spatial response of the patch antenna is successfully extrapolated using 10 ns of early-time data and 2.5 GHz of low-frequency data. All parameters are selected with a GA to minimize $E_i$ by fitting at 10 spatial locations randomly selected from the 1,200 positions in $\mathcal{R}$. Figure 9 compares, at two frequency points, the directly-computed response with an extrapolated representation as in (1) using polynomials and physical pole terms only. The agreement at the frequency points shown is excellent and typical of all time and frequency points of interest. The value of $I$ for this example is significantly higher than the dipole response, and thus 10 fitting locations is used instead of 5. Extrapolating the response by fitting at $K > 10$ positions does not result in a more accurate representation, and therefore fitting at $K \ll I$ locations provides the diversity to successfully extrapolate this response. It was again found that the specific choice of the 10 fitting locations is not critical to the success of the extrapolation.

To illustrate the efficiency of the procedure in this work, the patch response was also extrapolated by applying the procedure of [2] at each of the 1,200 positions in $\mathcal{R}$. The average CPU time required to extrapolate the response at each location was 8.6 min, with a total of 172 hours needed to extrapolate response at all of the 1,200 positions in $\mathcal{R}$. Alternatively, extrapolating the spatial response with the procedure in this work required only 17 min. The dramatic time savings is due to the fact that despite the large number of positions in $\mathcal{R}$, the approach in this work still only requires a single GA optimization to extrapolate the response.

Figure 10 illustrates the sets of poles determined by extrapolating the response of the patch antenna by selecting
Figure 9: The electric field $E_z$ response of the patch antenna for (a) $f = 2.41$ GHz and (b) $f = 3.14$ GHz. The directly-computed response and a representation with polynomials and physical poles only are nearly indistinguishable indicating a successful extrapolation ($K = 10$).
Figure 10: Poles of the patch antenna determined by fitting the response at $K = 10$ spatial locations using three different sets of $K$ position vectors denoted by $\mathcal{K}_1$, $\mathcal{K}_2$, and $\mathcal{K}_3$. Physical poles are coincident in the three sets of poles, whereas the fitting pole is not.

Figure 11: The modal residue (see equations (2), (3) and (6)) for TM$_{01}$ in (a) dominates the response shown in Figure 9(a). Similarly, the modal residues associated with the TM$_{10}$ cavity mode in (b) dominates the response shown in Figure 9(b).
parameters based on fitting at three different sets of 10 randomly-distributed positions, denoted by \( \mathcal{H}_1 \), \( \mathcal{H}_2 \), and \( \mathcal{H}_3 \). Physical poles are coincident in the three sets of poles, whereas the fitting poles are noncoincident. Each physical pole corresponds to a resonance due to a mode of the cavity formed by the patch and ground plane [17]. Because the height is small relative to the patch dimension, the dominate modes are mostly transverse magnetic to \( z \). The antenna radiates effectively at frequencies near these resonances, and thus their determination is valuable.

Figure II shows the modal residues \( R_m(x, y) \) which correspond to cavity modes \( TM_{01} \) and \( TM_{10} \). The spatial variation of the modal residues is very similar to the frequency-domain response at these resonant frequencies. It is also similar to the spatial variation of the corresponding cavity mode but is perturbed by the probe feed. A response can be viewed as a superposition of physical pole terms weighted by modal residue functions. With plots like Figure II the fundamental spatial behavior of each resonance can be examined individually. While the rectangular patch is relatively well-understood, this approach can also be used to study other antennas and/or complex systems with unknown resonant behavior.

6. Conclusions

A reliable and computationally efficient procedure is presented to extrapolate an EM response defined in an arbitrary spatial region. Previously, procedures efficient for responses at a single spatial location have been considered [1–4]. In this work an automated procedure is presented to extrapolate the spatial response with a single GA optimization run while selecting all needed parameters. It is shown that the spatial variation of the response can be represented with spatially-dependent polynomial coefficients and pole residues, and that a single set of poles is sufficient to describe the resonant behavior of the spatial response. A new automated procedure is also presented to distinguish the physical poles of a response from the fitting poles. With numerical examples, the physical poles of a dipole are shown to agree well with SEM poles and the physical poles of a patch antenna are shown to correspond to cavity modes. It is observed that the modal residues of physical poles can provide insight into the spatial behavior of structural resonances.
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