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Abstract. 
When evaluating the performance of QoS protocols, a number of factors have a major impact on the results. Notably, QoS is emphasized when mobile ad hoc networks (MANETs) are employed into aerospace fields. Some of these parameters are a particular manifestation of characteristics of the MANET environment, such as mobility. Indeed, our proposal is a novel multipoint relays scheme based on hybrid cost function taking into account QoS criteria and avoiding mobility effect of nodes, especially those selected as MPRs. A comprehensive simulation study was conducted to evaluate the performance of the proposed scheme. Performance results show that RQMPR outperforms existing MPR heuristic adopted in the ad hoc routing protocols OLSR and QOLSR, in terms of packet delivery and average end-to-end delay.


1. Introduction
Ad hoc network is wireless network composed of autonomous individual nodes. It is easy to install and deploy and provides point to point communications between nodes without any infrastructure network. In an ad hoc network, since there is no central coordinator, for example, an access point (AP) or base station (BS), all nodes are supposed to work as terminals and routers at the same time. Thus, a routing protocol will play a major role in an ad hoc network to connect nodes that cannot communicate with each other directly and does not stop to be a subject of research work to improve the performance of wireless networking solutions.
Due to the dynamic changes of the factors that affect the performance in a mobile ad hoc network, it would be convenient that any proposed optimizations should consider the dynamics that act on nodes and links which interconnect them. In this context, knowledge of network must also have the same character in terms of taking into account factors such as available bandwidth, delays, and the lifetime of nodes in the process of selection of multi point relays.
In proactive routing mechanism, the use of relays aims to reduce the broadcast messages senders and then the number of flooded messages; here we highlight the importance of relays in the OLSR protocol case since they become the only responsible for broadcasting Topology control messages. While this approach is pleasing to the eye, beside some control functions that are necessary to prevent an eternal duplication of broadcast messages, it is required to selected relays in a reliable manner; indeed, defects in the reception of broadcast packets from MPR nodes can greatly affect the rate of delivery of packets across the network.
QoS routing relies on the state of parameters specifying resource availability at network nodes or links and uses them to find paths with enough free resources, and this concept can be applied also on the selection of relays, by choosing among the candidates nodes those maximizing a composite constraint based on the path characteristics to reach a 2-hop farther nodes.
In Figure 1, we present a case that highlights the process of MPR selection in node 
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Figure 1: MPR selection case study.


In the rest of the paper, we refer to our proposal as RQMPR, and it is organized as follows. In Section 2, we present some previous works whose aim is to improve routing reliability. In Section 3, we introduce a new composite metric. In Section 4, we present a new MPR selection heuristic. Section 5, contains a set of simulations and results which concern the evaluation of our approach. In Section 6, we evaluate the performance of the proposed scheme. Lastly in Section 7, we conclude and discuss future works.


2. Related Work 
Multipoint relay nodes publish inside the TC messages the links which could constitute the paths from source to destination; then the set of MPRs form a kind of backbone, in the mobile ad hoc network. Thus, one promising issue of the routes selection optimization is to carefully select MPR that meets a given requirement to improve the targeted network performance. Indeed, an analysis of MPR selection in the OLSR Protocol [1] concluded that routes performance can be increased by adopting some supplementary criteria on MPR mechanism. In other words, the routing metrics can be also taken into consideration to choose the nodes relays, to face up to the nonadvertisement of potential link [2]. Most of the literature of routing optimization in OLSR aims to find other efficient metrics rather than the default one defined in the RFC3626, where the path quality is measured by the number of hops.
Some proposed routing metrics are based on Mac layer information such as the queue length, bandwidth, or Bit Error Rate (BER) [3]. QOLSR [4] is one of the major QoS extension in the proactive routing category. It enforces restrictions on bandwidth availability and/or delay by evaluating these metrics using a heuristic method that provides an option of best effort routing by searching for a so-called shortest-widest path. However, a mean drawback of this approach is that the number of generated MPRs is increased since the criteria of available bandwidth are a prior condition to reachability for choosing a node as a relay indeed, and this situation causes control overhead due to excess of topology control messages, particularly in a very mobile context where links are broken frequently, so it is not efficient to select MPR whose links that provide a high QoS, but it is lost in few coming moments.
MPRs utilization decreases the number of retransmissions to disseminate a broadcast packet, and a relay selection method has been proposed in [5] to further reduce retransmissions by aggregating broadcast packets at MPR even if reducing the number of retransmissions may not be necessarily advantageous for reliable packet delivery due to instability of radio support. A reverse approach has been proposed in [6] based on choosing a redundant MPR coverage for relays in 2-hop neighbourhood of a given node in this manner; routing overhead is generated as consequence.
In cross-layer measurement, an early approach called signal stability routing in [7] consists of prioritizing the paths whose links have the strongest signal. In a similar way, authors present preemptive routing techniques in [8] to calculate approximately the time of link breakage so that failure can be announced in advance. Moreover, ETX (expected transmission count) metric [9] has been proposed as an MANET internet draft, and it is in the way to become a standard. Thereby in [10], a comparison work has been done among OLSR and RFC with default hop count metric and OLSR-ETX metric in a mesh network. Their results reveal the ETX metric to be fundamentally imperfect when assessing optimal routes in large dense mesh network scenario and worse than the OLSR-RFC standard. Despite of that in the various literature [11–13], a different approach is adopted based on seeking the well-suited parameter configurations of existing mobile ad hoc network protocols in order to get better performances. In the same way, others [14] propose a cross-layer design that jointly considers routing and topology control and take mobility and interference into account.
Nevertheless, many works discuss routing optimization based on online nodes measurements in order to categorize paths which are preferentially used for routing. But these works have a common weakness, where they cannot prevent possible change in links status occurring in the future. A link qualified as reliable based on past or current measurements may become unreliable with time because of dynamic nature of mobile environments.
In some works, authors draw attention to the stability of routes; indeed, in [15], the objective is to seek for stable paths between source and destination that also have lower hop count using the “predicted link expiration time (LET)” concept [16] employed for the Flow-oriented routing protocol (FORP) [17]. The FORP has been observed to look for stable routes that have even twice the highest lifetime and the minimum-hop routes discovered using the well-known dynamic source routing (DSR) protocol [18]. However, the trade off is that the hop count of FORP routes is significantly larger (twice or more) than the minimum hop count [19].
So far, many foregoing studies focus on statistical examination of link availability. The study made in [20] showed that the link lifetime has a multimodel distribution when the node’s speed is slow, and the path availability duration can be approximated by an exponential distribution at moderate and high velocities. On the other hand, the solutions provided by these studies are valid only for some specific situations; they could not be completely extended to universal ad hoc networks and practical MANETs applications. In [21, 22], a prediction method has been proposed and investigated with random walk mobility model based on link availability estimation. The algorithm aims to predict the probability of a link available with a continuously manner for a certain period, which is obtained based on the current node’s movement. However, this algorithm is inaccurate when calculating the link availability; it makes the tendency of a given link availability known. Additionally, another approach [23] tries to predict the link availability during a time span based on a rough estimation of the distance between two nodes.
Routes rediscovering causes significant data loss, communication overheads especially with reactive routing behaviour, and jitter, so, routing protocol for mobile ad hoc networks must match the mobility character. In this way, our reflexion aims to adopt a composite metric taking into account the online measurement such as bandwidth/delay and links lifetime in the selection of relays.
Different mobility models can be used to evaluate MANET routing protocols performance. They can be classified into two categories: entity and group mobility models. Detailed reviews of these models can be found in [24–26]. In this paper, we will use random waypoint (RWP) [27].
3. Background
Metrics must accurately capture the triggered link characteristic, based on direct measurement or even on prediction computing. An obvious approach is to express the resource availability at a given node by a unique measure (total cost) and then use it as a single metric. For example, we can express the metrics of the bandwidth and the delay of a path by a function proportional to the bandwidth and inversely proportional the delay. However, this approach does not take into account the possible change in future time.
3.1. Cross-Layer Measurement
3.1.1. Bandwidth
Bandwidth metrics are popular, especially for QoS applications. Indeed, it indicates the capacity of data which can be sent through a link within a time spanner. From the perspective of a node, this is equal to the transfer rate of a link. Many factors other than theoretical physical bandwidth have a significant effect on this metric such as packet loss ratio. It Even refers to the measurement of bandwidth that is reduced to the determination of the number of free communication slots.
Firstly, we highlight the fact that nodes selected as MPRs introduce more traffic (context of OLSR). Indeed they generate TC messages on which links with the MPR selector set are published by relay. Beside that, Figure 2 presents bandwidth consumption by MPR, within simulation environment according to Table 2.





	
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
	



	
		
		
		
		
		
	



	
		
		
		
		
		
		
		
		
		
		
		
	



	
		
			
			
			
			
			
		
		
			
			
		
		
			
		
		
			
		
		
			
			
		
	
	
		
			
		
		
			
			
		
		
			
		
		
			
		
		
			
			
			
			
			
			
		
	

Figure 2: Bandwidth consumption.


Nonetheless, bandwidth graph reveal; the debit consumed afterwards simulation but to make decision the mechanism of the latter must instantaneously give the available bandwidth.
Definition 1 (capacity of link). For a pair of nodes within transmission range of each other, we define the capacity 
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Definition 2 2 (bandwidth of link). In absence of competing stations, the time to get and release the medium in a one-hop transmission is a random variable 
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This formula reveals some undesirable characteristics that are however common to measurements such as packet size dependence. Thereby, in our calculation, the BW is averaged according to past values, which mitigates the foregoing dependences.
Definition 3 3 (available bandwidth (ABW)). It is defined as the unused bandwidth over the time interval 
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 is referred to as the estimation period (namely, the time needed for estimating ABW once). It is not a constant value and can be changed in different estimation tools, or even in a tool according to the network scenario.
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Figure 3: Link utilisation during a time span estimation.


In the rest of paper, the available bandwidth is referred to as bandwidth. 
3.1.2. Delay
The average end-to-end delay is the average time taken between packet sending and successful message receiving from the source to the destination. Similar to the QOLSR [4], each node includes in the Hello message the creation time of this message. When a neighbour node receives this message, it calculates the difference between such time and the current time; this is done in a synchronized network. Due to the characteristics of sparse ad hoc networks, classical clock synchronization algorithms are not applicable. For the moment, the aim of the current work is not to answer synchronization issues. Time synchronization in ad hoc networks is a wide subject of research, such as the work presented in [28]. This metric is important in delay sensitive applications such as video and voice transmission:
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3.2. Remaining Time to Quite (RTTQ)
In a previous work, [29] we have introduced a new metric called RTTQ remaining time to quite which estimates the remaining time of each node to be unreachable by the node executing the MPR selection process, based on the distance and the radio scoop for a given speed. We assume that between each pair of nodes, there is only one link, and for a given node, the remaining lifetime of the peer node is equivalent to the link lifetime between them. Here we talk about prediction because of the prior idea that we get, by knowing when the link status is susceptible to being invalid.
The Remaining time to quite (RTTQ) (Figure 4) of each neighbour node referred to as 
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Figure 4: Comprehensive case of RTTQ computing.


3.3. Network Model
We assume that a network has been a direct graph 
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For accuracy care, the cost function is achieved by a normalized weighted additive utility function. Indeed, each metric is as follows:
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4. Proposal Heuristic 
In general, all the MPR broadcast schemes based on cross-layer information aim to revise the original MPR selection heuristic to achieve QoS awareness. However, it also has more relays with other MPR schemes, therefore growing retransmissions in the networks.
In [30] two schemes based on QoS measurement are proposed. First heuristic referred to as QMPR-1 still has the same initialization steps as the original MPR heuristic, except it changes procedure in order to provide QoS priorities. Instead of higher degree, a node with maximum bandwidth is chosen in case of multiple choices. If equal solution still exists, a node with minimum delay is selected. Then, likely MPRs with large bandwidth are selected, but the improvement is insignificant. Second heuristic, referred to as QMPR-2, is similar to the first one but selects nodes with higher bandwidth as MPRs, and the delay is used when there is a tie. And in case of multiple node with maximum delay reachability is choises. This heuristic highlights QoS criteria in the MPR selection; thus, MPRs are chosen based on QoS conditions, so the optimal links are published between a given pair of source and destination. Another heuristic referred to as QMPR-3 has been proposed in [31] and surveyed by [32], based on the idea that lets all 2-hop neighbours have an optimal bandwidth path through MPRs to the source node. For each 2-hop neighbours 
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. Each 2-hop node has to go through this calculation until it finds an optimal path to the source node.
A survey [32] has established a comparative QoS-based MPR heuristics such as QMPR-1, QMPR-2, and QMPR-3 based on the following.
Time Complexity (TC). The maximum number of steps required in the worst case of a heuristic.
Message Complexity (MC). The maximum number of messages used in the worst case for a heuristic to obtain necessary information.
Information Range (IR). The number of hops of neighbor’s information is required.
Source Dependent (SD). Before forwarding, node needs to know whether or not messages it received are from its MPR selectors.
Beside that in Table 1, we extend this comparison work by including our proposal MPR schemes referred to as RQMPR based on a cost function. It still follows the same steps as the original MPR heuristic but modifies priorities action done in step 
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 time to be complete in the worst case when a 2-hop node is reachable by all one-hop nodes. Then, for each two-hop node, add to the MPR set a node that can provide the maximum cost function. This step takes 
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 time to run. Since these two steps have to be operated for all two-hop neighbours, the total time complexity of the heuristic can be 
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. Our proposal is source dependent because it need information to be included in broadcast messages in order to decide whether or not a node will relay the message. Furthermore, it requires the information range of 2 hops; thereby, the message complexity is 
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Table 1: Cost comparison of QoS-based MPR schemes.
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Table 2: Simulation parameters.
	

	Simulation environment	Option and parameter
	

	Flat size	
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				0
				m
			

		
	

	Max number of nodes	70 nodes
	Radio scoop	100 m
	MAC layer	IEEE.802.11.peer to peer mode
	Transport layer	User datagram protocol (UDP)
	Traffic model used	CBR
	    Package size	512 bytes
	    Rate	0.4
	    The number of connections	1/5 of the number of nodes
	Mobility model	Random waypoint (RWP)
	    Pause time	0 second
	    Maximum speed of nodes	5, 10, 15, 20, and 30 m/s
	Simulation time	200 sec
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	Algorithm 1: RQMPR broadcast schema (RQMPR selection).


5. Simulation Environments
Simulations are done in NS2 [33] (network simulator) version 2.35 in which we have integrated a standard version of OLSR. (UM-OLSR-0.8.8 [34, 35]), which is developed by MANET Simulation and Implementation at the University of Murcia (MASIMUM).
Our simulation parameters are as follows: for all simulations, our network consists of a maximum numbers of mobile nodes (70) whose radio scoop is 100 m, moving in an area of 1000 × 1000 m2. Each node moves according to the random waypoint (RWP) mobility model [36] with pause time fixed to 0 second and maximum speed varying between 5 and 30 meter/second with step (5). The scenario that defines the nodes movement is regenerated at the beginning of each simulation. To generate traffic in the network, in each simulation, 1/5 of nodes are randomly selected to be a source of constant bit rate (CBR) traffic. And these selected nodes use user datagram protocol (UDP) connections to send Packets with 512 bytes of size in the order of one packet every 2.5 seconds. Table 2 summarizes all the parameters used during simulations.
Within the simulations set, we distinguish all the possible attributes of the network, such as node mobility and the node density according to the following.
Varying Number of Nodes. We vary the number of nodes in the network. Our objective is to investigate the impact of node density on the protocol’s performance. We use the same simulation area as in our previous simulations and gradually increase the number of nodes in the network. A desirable property of a protocol is to have stable behavior regardless of the number of nodes in the network. However, due to wireless medium limitations, we do not place an inadequate number of nodes in the simulation area. A small number of nodes in a large simulation area will result in low connectivity due to the large distances between nodes. In contrast, a large number of nodes in a small simulation area will result in signal interference, as nodes are located very close to each other.
Varying Network Mobility. We vary the mobility of nodes. We start with a mobility scenario in which the nodes have a low velocity of 5 m/s (18 km/h). We then increase the node velocity up to 30 m/s (108 km/h). Our intention is to investigate the behaviour of protocols in networks with varied mobility although the high mobility (108 km/h) cannot be easily found in military movements. We observed that, at higher data rates with increasing mobility, the performance of the protocols decreases. The decreased performance is large, mainly due to network congestion, in a way that makes any comparison meaningless.
All the metrics of performances should be based on same network attributes, such as mobility, network density, data density, bandwidth, energy resources, transmission and receiving power, antenna types, and any other “component” that affects the performance of a routing protocol. In our performance evaluation, we follow the general ideas described in RFC 2501 [37] and use some quantitative metrics to evaluate our proposal RQMPR using as cost function 
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, the standard one in OLSR (MPR-1), and QOLSR referred to as QMPR-2. 
6. Evaluation of Performance
Previously, we have highlighted the need of bandwidth nodes selected as MPRs in OLSR where the link attributes are not considered in the selection of those relays. In this step, we check the effect of our proposal to deal with that problem in Figure 5. 


	
	
	
	
	
	
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
		
	
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
	

Figure 5: Average ABW for neighbours and MPRs.


Indeed, it reveals that the selected MPRs have more available bandwidths, and it scales well for different velocities.
6.1. Packet Delivery Ratio
The packet delivery ratio is defined as the fraction of all the received data packets at the destinations over the number of data packets sent by the sources (14). This is an important metric in networks. Indeed, packet loss at the intermediate nodes will result in retransmissions by the sources, which may result in network congestion,
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6.2. Throughput
It indicates the capacity of data which can be sent over the network within a given time. From the perspective of a node, this is equal to the transfer rate of a link. Many factors other than theoretical physical bandwidth have a significant effect on this metric, for example, packet loss ratio.
Figure 6(a) presents the packet delivery ratio for both protocols MPR-1 and QMPR-2, and we see that it deteriorates while speed is getting higher. Despite that, QMPR-2 dominates MPR-1 by almost 15% of more successfully delivered packets.
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Figure 6: (a) PDR varying velocity. (b) PDR varying density.


Figure 6(b) presents the latter measure of performance for both protocols in different densities, where there is no meaningful difference until the number of nodes reaches 60 nodes, we see that QMPR-2 scales better than MPR-1.
So from both cases, we conclude that QMPR-2 offers higher success ratio of packets transmission, and it scales well for high velocities within dense networks. These results confirm our hypothesis and reveal the positive effect of our proposal such as selected MPR are those nodes which maximize the utility function. Where each node publishes inside the TC messages all links with its MPRs which could constitute the paths from source to destination, then the set of MPRs forms a kind of backbone, in the mobile ad hoc network.
In Figure 7 we see that the average throughput per nodes behaves in the same way as the ratio of delivered packet. This comes to confirm the opposite dominance of our proposal that is explained by its ability of finding robust paths between destinations and sources in context of high mobility and dense network.
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(b)
Figure 7: (a) Throughput varying velocities. (b) Throughput varying number of nodes.


Figure 8 presents the average delay measured in packets transmission where there is a clear dominance of MPR-1. From the side of RQMPR, this bad performance is due to the increased number of MPR because of the features of the method used in the selection of relays. But this observation is valid until the number of nodes reaches 45 node; indeed, starting from this value, the delay of RQMPR performs better than MPR-1. 


	
	
	
	
	
	
		
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
		
	
	
	
		
			
			
			
		
	
	
	
		
			
			
			
			
		
	
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	






Figure 8: Delay measurement.


7. Conclusion
Generally, in proactive broadcasting scheme, the use of relays aims to reduce the broadcast messages senders and then the number of flooded messages. MPRs have been the core of broadcasting scheme and it is required to selected relays in reliable manner; indeed, our proposal is based on a multicriteria selection method of the latter node. Indeed, it is in a form of aggregated multicriteria problem, taking into account bandwidth, delay, and RTTQ. The innovative idea of the current work is to be aware of a set of criteria applied not just to the 1-hop neighbourhood but also to the 2-hop neighbourhood of a given node.
So to each of the criteria aforementioned, we have associated a metric and a technique of measurement, aiming to establish tradeoffs between each objective of those criteria. By summarizing the outcomes of our proposal, we conclude that it performs well in high mobility environment and scales better in dense network. Beside the performance that our approach realizes, namely, for PDR and throughput, some improvements still have been possible by using statistical techniques that allows correction of the new recorded values based on previous ones. Also we plan to create more composite metric using several techniques of measurements that have a direct impact on network performance such as residual energy of nodes. Further optimization can be done by monitoring the current network characteristics, based on some metrics, mapping these metrics to related routing parameters, and adjusting parameters if necessary. This adaptive process itself may also be dynamic, which means the node may receive feedback from the network and realise an interactive optimization.
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