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Modeling the Effect of Crude Oil Impacted Sand on the Properties of Concrete Using Artificial Neural Networks
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A network of the feedforward-type artificial neural networks (ANNs) was used to predict the compressive strength of concrete made from crude oil contaminated soil samples at 3, 7, 14, 28, 56, 84, and 168 days at different degrees of contamination of 2.5%, 5%, 10%, 15%, 20% and 25%. A total of 49 samples were used in the training, testing, and prediction phase of the modeling in the ratio 32:11:7. The TANH activation function was used and the maximum number of iterations was limited to 20,000 the model used a momentum of 0.6 and a learning rate of 0.031056. Twenty (20) different architectures were considered and the most suitable one was the 2-2-1. Statistical analysis of the output of the network was carried out and the correlation coefficient of the training and testing data is 0.9955712 and 0.980097. The result of the network has shown that the use of neural networks is effective in the prediction of the compressive strength of concrete made from crude oil impacted sand.

1. Introduction

Concrete is unarguably the commonest material used in the construction of civil engineering structures; it is a mixture of cement, aggregates (fine and coarse), and water. The slurry (i.e., the cement and water) binds the aggregates to a hard mass; the paste hardens because of the hydration (i.e., the chemical reaction of the cement and water). It is a versatile construction material adaptable for different uses. Depending on the requirements demanded by the engineer, several other materials like admixture and additives can be added to alter the properties of the concrete in order to yield the expected result.

The increase in demand for crude oil as a source of energy and as a primary raw material for industries has resulted in an increase in its production, transportation, and refining which in turn has resulted in gross pollution of the environment. Oil pollution occurs when crude oil is introduced into the environment directly or indirectly by man’s activities resulting in an unfavourable change in such a way that the safety and welfare of any living organism are endangered.

The principal causes of oil pollution in the world include poor designs of ships and terminals, mechanical failure, operation procedures, human error, oil well blowout, and transportation. Other causes of oil spillage in Nigeria arise from corrosion of pipelines and tankers and sabotage [1].

Due to this occurrence of spillage, the sand of the environment gets contaminated with crude oil. It is this contaminated sand that is used in the making of concrete to erect structures in the neighborhood or may be used as borrowed material to other sites. The degree of contamination affects the strength of the concrete made from the sand; the extent of such alteration can only be known by experiment. The properties of concrete that are affected due to contamination from crude oil may include its flexural strength, compressive strength, durability, slump, compacting factor, water absorption, linear shrinkage, surface resistivity, and fire resistance [2].

Concrete strength cannot be measured prior to it being placed; it gains strength over a long period of time after pouring, the characteristic strength of which is defined as its compressive strength at 28 days. In quality control of concrete, the compressive strength of concrete is considered
the most important property and it is used to determine its strength [3–5]. Interestingly, neither waiting for 28 days would serve the rapidity of construction, nor will neglecting it serve the quality control process on concrete in large construction sites. Therefore, rapid and reliable prediction for the strength of concrete would be of great significance. The compressive strength of concrete is affected by water cement ratio, volume of entrained air, type of cement, curing conditions, presence of additives and admixtures, and aggregate characteristics like size, shape, surface texture, grading, and mineralogy [6].

Artificial Intelligence is the study of intelligent agents, where an intelligent agent is a system that perceives its environment and takes action that maximizes its chances of success [7]. Artificial neural networks (ANNs) have been developed as generalizations of mathematical models of biological nervous systems. It imitates a human brains learning capabilities. In other words, an artificial neuron is a mathematical function conceived as a simple model of a real biological neuron. It needs sufficient input-output data and it can continuously retrain new data to adapt it conveniently [8, 9].

ANN has been used to solve problems involving incomplete information and has been applied to numerous civil engineering problems like prediction of settlement of shallow foundations, new methods of concrete mix design, modeling of slump of concrete, strength properties of high-performance concrete, construction duration of buildings, modeling soil behavior, settlement of structures, slope stability, water demand, and so forth [10–15]. In particular, ANN was used in [16, 17] to predict the behavior of different constituents of concrete mixture to obtain the compressive strength of concrete while [18] proposed a mathematical model capable of predicting the effect of mixture matrix to produce the required concrete compressive strength.

2. Methodology

2.1. Modeling Tool and Data Used. The neural network application used was the free access version of the Qnet 2000 modeling tool. Qnet is a backpropagation neural modeling system that is designed to exploit the ever increasing power of the computer hardware and operating systems. Qnet is able to predict based on the artificial input vector set in by the modeller the compressive strength of concrete used in its training. Result of the past experiment reported in [5] was used in the training and testing the Qnet tool. The data set contains 49 samples in all; it shows the result obtained from casting concrete with different proportions of crude oil contamination ranging from 2.5–25% within the period of 3–168 days.

In the experiment, soil samples were obtained from three different crude oil contaminated sites, namely, Bomu, B-Dere, and Bodo city of Gokana LGA of Cross Rivers State in Nigeria. The total petroleum hydrocarbon (TPH) in the samples was determined using gravimetry, following saponification in methanolic KOH, extraction by n-Hexane, and separation via liquid chromatography, to know the crude oil percentages in the contaminated sand samples. In addition, the particle size distribution of the residual dry sands was carried out to serve as guide for the choice of sand for the main experiment.

Fresh uncontaminated sand similar in grade to sands of the contaminated sites was contaminated with crude oil at 2.5%, 5%, 10%, 15%, 20%, and 25% by weight of sand. The resulting COIS was air-dried for about five days to allow proper reaction of the mixture and simulate the oil spill environment. The COIS was used to produce concrete cubes with a mix ratio 1:1.8:2.7 at water cement ratio of 0.5 using the British method of concrete design [19]. The filling of the mould was in three layers and as manually compacted using 16 mm diameter metal rod at 25 strokes per layer [20]. Following this, 147 concrete cubes comprised of 21 controls and 126 crude oil contaminated specimens were produced. The cubes 100 × 100 × 100 mm were demoulded after 24 hours of casting and cured in a water tank [21].

The compressive strength gained was observed at ages 3, 7, 14, 28, 56, 84, and 168 days [22], the values of which were utilized for the present work. COIS concrete samples showed slow rate of strength gain and strength reduction compared with the control samples. The reduction of compressive strength of concrete by the presence of COIS is a function of the concentration of the crude oil in the sand; the higher the concentration, the higher the strength reduction. An 18%–90% compressive strength was lost due to 2.5%–25% crude oil contamination, respectively.

2.2. Training Process. The data set used for this model was divided into 3 categories, namely, the training, testing, and predicting set in the following proportion: 32:11:7. The testing data were randomly chosen by Qnet though the number was specified. The training procedure was carried out by presenting the network with the set of experimental data in the patterned format. Each training pattern included an input of a set of two parameters representing days and degree of contamination and an output set contains the compressive strength. The network is presented with the variable in the input vector of the first training pattern, followed by an appropriate computation through the nodes in the hidden layers and prediction of the appropriate outputs. The error between the predicted and target values is calculated and stored. The network is then presented with the second training pattern and so on until the network has gone through all the data available for the network.

The root mean square (RMS) error is then calculated and backpropagated to the network. Biases and weights (the connection strength) between nodes are modified during the backpropagation phase such that the RMS is reduced. The process of the introduction of training input-output pairs to the network, calculation of the RMS error, and finally the adjustment of weights and biases to reduce the RMS error is one iteration. This process continues until convergence is achieved or the maximum number of iterations is reached. The training ANN model is represented by the connection weights once the previous procedure is converged.

2.3. Network Architecture. The architecture selected for use is the 2-2-1 network meaning that there are two input nodes
representing days and degree of contamination, two nodes at the hidden layer, and one output layer representing the compressive strength. The selected activated function for the network is the TANH function due to its better performance when compared with the sigmoid function. The maximum number of iterations used was 20,000 with a momentum of 0.6 and the learning rate of 0.031056. Table 1 shows the modeling data; the mix ratio of the concrete used was 1:1.8:2.7 for cement, sand, and granite, respectively, with a water-cement ratio of 0.5.

3. Results and Discussion

3.1. Evaluation of Network Architecture. The modeling tool Qnet was used to consider different architectures. Twenty (20) different architectures were considered and their details are given in Table 2.

3.2. Network Output. The result of the selected architecture is given in Table 3; the table compares the predicted result with the experimental result of the testing and the validating data set. The maximum difference between the experimental and the predicted value is 5.50 N/mm². The RMS error of the training and testing set is a reflection of how suitable the network is for prediction. The trained network was used to predict 7 new data that were not introduced to the network during the training phase.

Figure 1 shows a graph of the RMS error of the training set against the number of iterations; it can be seen from the graph that the RMS error decreases with an increase in the number of iterations.
Figure 1: (a-b) A plot of the RMS error against number of iterations for training and testing set.

Figure 2: (a-b) A plot of correlation coefficients against iterations for training and testing set.

Table 3: Network results.

<table>
<thead>
<tr>
<th>Days</th>
<th>Contamination (%)</th>
<th>Experimental strength (KN/m²)</th>
<th>Predicted strength (KN/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>20</td>
<td>1.83</td>
<td>1.95949</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>21.25</td>
<td>19.65660</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>13.17</td>
<td>11.59376</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>3.00</td>
<td>2.96281</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>5.17</td>
<td>6.08069</td>
</tr>
<tr>
<td>28</td>
<td>0</td>
<td>31.50</td>
<td>29.46312</td>
</tr>
<tr>
<td>28</td>
<td>20</td>
<td>5</td>
<td>5.49207</td>
</tr>
<tr>
<td>28</td>
<td>25</td>
<td>3.50</td>
<td>4.09650</td>
</tr>
<tr>
<td>84</td>
<td>5</td>
<td>21.67</td>
<td>24.11810</td>
</tr>
<tr>
<td>168</td>
<td>5</td>
<td>24.30</td>
<td>29.80714</td>
</tr>
<tr>
<td>168</td>
<td>15</td>
<td>11.90</td>
<td>12.54894</td>
</tr>
<tr>
<td>3*</td>
<td>5</td>
<td>8.17</td>
<td>8.72138</td>
</tr>
<tr>
<td>7*</td>
<td>25</td>
<td>1.83</td>
<td>2.25217</td>
</tr>
<tr>
<td>14*</td>
<td>0</td>
<td>25.50</td>
<td>24.62380</td>
</tr>
<tr>
<td>28*</td>
<td>15</td>
<td>6.61</td>
<td>7.91919</td>
</tr>
<tr>
<td>56*</td>
<td>25</td>
<td>4.00</td>
<td>4.64828</td>
</tr>
<tr>
<td>84*</td>
<td>10</td>
<td>15.67</td>
<td>15.46192</td>
</tr>
<tr>
<td>168*</td>
<td>2.5</td>
<td>33.00</td>
<td>33.17997</td>
</tr>
</tbody>
</table>

*Shows the validating sets.

of iterations. If the training continues, the error approaches a minimum/steady value. Further training of the network will lead to what is known as overtraining; local minima are said to have occurred when the network gets into this trap. The same explanation holds for the test data.

The correlation coefficient (Figure 2) is an indication of the level of agreement or disagreement between experimental result and the predicted result. The value ranges between 0 and 1; a value close to reflects a good agreement or disagreement. From the statistics shown, it can be seen that the correlation of the training and testing data is 0.9955712 and 0.980097, respectively, thus showing that there exists a good agreement between the expected and the predicted values.

4. Conclusion and Recommendations

This project presents a nontraditional approach to the determination of the predictive strength of concrete through the use of the artificial neural networks. It demonstrates the ability of feedforward backpropagation neural networks to predict with an acceptable level of accuracy from the data
sets introduced to the network. Although the number of data sets available for modeling particular training and testing the network as minimal, the network is able to predict effectively the compressive strength of concrete made from crude oil contaminated soil samples. The model can be improved upon by increasing the data sets for the training and testing phase to cover more range of days and degree of contamination. In addition, the next line of action might be towards developing model equations that will enable the user to predict without the actual involvement of the computer.
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