Analyzing Density Operator in Thermal State for Complicated Time-Dependent Optical Systems
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Density operator of oscillatory optical systems with time-dependent parameters is analyzed. In this case, a system is described by a time-dependent Hamiltonian. Invariant operator theory is introduced in order to describe time-varying behavior of the system. Due to the time dependence of parameters, the frequency of oscillation, so-called a modified frequency of the system, is somewhat different from the natural frequency. In general, density operator of a time-dependent optical system is represented in terms of the modified frequency. We showed how to determine density operator of complicated time-dependent optical systems in thermal state. Usually, density operator description of quantum states is more general than the one described in terms of the state vector.

The density operator will be described in thermal state using standard formalism relevant to invariant operator method. We study how to construct density operator in a general way by paying attention to the fact that density operator is represented in terms of the modified frequency of the system [15]. The density operator representation is a complete description of the information for a given system because it gives the knowledge that enables us to evaluate the outcome of any statistical measurement. If we consider that any quantum state regardless of being pure or mixed can be described by a single density matrix, the density operator is in particular useful for mixed states that in general take place from a statistical mixture of the initial states.

This paper is organized as follows. Preliminary quantum treatment of TDOs is represented in Section 2 in connection with the density operator in thermal state. We see how to treat density operator of the system in more general way in Section 3, starting from the Liouville-von Neumann equation associated with the statistical density operator. We also apply our theory to several particular systems that have time-dependent parameters. Finally, concluding remarks are given in Section 4.

1. Introduction

Quantum behavior of time-dependent optical systems (TDOSs) is an interesting topic of study, that has attracted great concern in the literature of quantum physics for the last several decades [1–11]. As the knowledge of quantum mechanics deepen, the understanding of quantum characteristics of optical systems that have time-dependent parameters has become important as the counterpart of classical ones. Several methods for solving quantum solutions of TDOSs are known so far. They are invariant operator method [12], propagator method [13], and unitary or canonical transformation method [14]. Invariant operator method is the most common among them.

In traditional quantum mechanics, the state of a quantized system is described in terms of the state vector $|\psi\rangle$. However, if we use the density operator, the state can be described more generally. For instance, it is possible to treat the interaction between light and matter in terms of the density operator. The density operator of a system is obtained by making use of wave functions satisfying Schrödinger equation and can be used to derive various expectation values of physical quantities in thermal state.
2. Survey for a Simple Description of Density Operator

Sometimes, parameters of an optical system may vary with time via its interaction with surroundings. In this case, the system is described by a time-dependent Hamiltonian. Let us consider a time-dependent Hamiltonian of the form

\[ \hat{H}(\hat{q}, \hat{p}, t) = \frac{1}{2} \left[ f(t) \hat{p}^2 + 2g(t)(\hat{q}\hat{p} + \hat{p}\hat{q}) + h(t) \hat{q}^2 \right], \]

(1)

where \( f(t) \), \( g(t) \), and \( h(t) \) are arbitrary real time functions. Not every classical solution of a system relevant to this Hamiltonian is oscillatory, but we assume that the optical system that we treat in this work is oscillatory for convenience. From Hamilton’s equations, we see that the corresponding classical equation of motion is given by

\[ \frac{d^2 q(t)}{dt^2} - \frac{df(t)}{f(t)} \frac{dq(t)}{dt} + \left( f(t)h(t) + \frac{2g(t)}{f(t)} \right) = 0. \]

(2)

It is known that quantum solutions of TDOSs are expressed in terms of the classical equations of motion. Since (2) is a second order differential equation, there are two linearly independent classical solutions for \( q(t) \). Let us denote them by \( s_1(t) \) and \( s_2(t) \). When we develop quantum theory of the system, we put \( s_1(t) \) and \( s_2(t) \) as

\[ s_1(t) = s_0 u(t), \]
\[ s_2(t) = s_0 v(t), \]

(3)

for the sake of convenience, where \( s_0 \) is a constant that has dimension of position and two time functions, \( u(t) \) and \( v(t) \), take no dimension.

To see the quantum features of TDOSs, it is useful to find a constant of motion (invariant operator). From \( d\hat{I}/dt = 0 \), we can easily derive a time constant associated with the system in the form [16]

\[ \hat{I} = \hbar \Omega_0 \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right), \]

(4)

where \( \Omega_0 \) is a Wronskian:

\[ \Omega_0 = \frac{2}{f(t)} \left[ s_1(t) \frac{ds_1(t)}{dt} - s_2(t) \frac{ds_2(t)}{dt} \right]. \]

(5)

and \( \hat{a} \) and \( \hat{a}^\dagger \) are annihilation and creation operators that are represented as

\[ \hat{a} = \frac{1}{\hbar \Omega_0} \times \left( \frac{\Omega_0}{2s(t)} \hat{q} - \frac{2g(t)s(t) - ds(t)/dt}{if(t)} \hat{p} - is(t) \hat{p} \right), \]

\[ \hat{a}^\dagger = \frac{1}{\hbar \Omega_0} \times \left( \frac{\Omega_0}{2s(t)} \hat{q} + \frac{2g(t)s(t) - ds(t)/dt}{if(t)} \hat{p} + is(t) \hat{p} \right), \]

(6)

with a time function of the form

\[ s(t) = \sqrt{s_1^2(t) + s_2^2(t)}. \]

(7)

Notice that quantum wave functions \( \psi_n(q, t) \) of TDOS, that satisfy Schrödinger equation, are represented in terms of the eigenstates \( \phi_n(q, t) \) of \( \hat{I} \). In fact, it is well known that wave functions are given by [1, 2, 12]

\[ \psi_n(q, t) = \phi_n(q, t) e^{i\phi_n(t)}, \]

(8)

where \( \phi_n(t) \) are some time-dependent phases. Once the eigenvalues \( \phi_n(q, t) \) are obtained from the eigenvalue equation of \( \hat{I} \), \( \phi_n(q, t) \) are easily derived by solving Schrödinger equation after inserting (1) and (8) in it.

Quantum theory for describing the statistical state of optical systems requires the formalism of the density operator which is the quantum analogue of a phase space density given in classical statistical mechanics. From the Liouville-von Neumann equation,

\[ \frac{\partial \hat{\rho}(t)}{\partial t} + \frac{1}{i\hbar} [\hat{\rho}(t), \hat{H}] = 0, \]

(9)

we can construct the density operator of the system. It is well known that the density operator of optical waves described with the simple harmonic oscillator (SHO) is represented in terms of Hamiltonian. However, for the case of TDOSs, the density operator is represented in terms of the invariant operator instead of the Hamiltonian. More clearly speaking, the Hamiltonian \( \hat{H} \) appearing in the density operator of SHO should be replaced with \( y(0)\hat{I} \), where \( y(0) = f(0)/[2s^2(0)] \). Hence, we can express the density operator of the system in the form [2, 15, 16]

\[ \hat{\rho}(t) = \frac{1}{Z} e^{-\beta_b W (\hat{a}^\dagger \hat{a} + 1/2)}, \]

(10)

where \( Z \) is the partition function, \( \beta_b = k_b T, k_b \) is Boltzmann’s constant, and

\[ W = y(0) \Omega_0. \]

(11)
This method of density operator formulation for Hamiltonian systems that have time-dependent parameters is firstly appeared in [17] as far as we know and afterwards extended to several quantum systems beyond optical ones [18–20]. The thermal state of the system is well described by the density operator given in (10) at least from the phenomenological point of view.

In fact $W$ is the same as the modified frequency of the system. For instance, for the standard damped harmonic oscillator with the natural angular frequency $\omega_0$ and the damping factor $\beta$, it becomes $W = [\omega_0^2 - \beta^2/4]^{1/2} = \omega$ which is the exact modified frequency of the system (see Appendix A). In Fock state, the partition function is given by

$$Z = \sum_{n=0}^{\infty} \left\langle \psi_n (t) \right| e^{-\beta \mathcal{H}W (\hat{A}^\dagger \hat{A} + 1/2)} \left| \psi_n (t) \right\rangle .$$  \hspace{1cm} (12)

Because the density operator we introduced is Hermitian $\hat{\rho}(t) = \hat{\rho}(t)$ as usual one for SHO, its eigenvalues are real. Equation (10) also obeys normalization condition, $\text{Tr} \hat{\rho}(t) = 1$. If the density operator is known, it is possible to obtain the expectation value of an arbitrary operator $\hat{O}(\hat{q}, \hat{p}, t)$ from $\left\langle \hat{O}(\hat{q}, \hat{p}, t) \hat{\rho}(t) \right\rangle$ as can be shown immediately from the properties of the trace connected to the element of density matrix. This is a fundamental consequence of quantum mechanics associated with an arbitrary measurement while the state vector is known only for a statistical sense.

### 3. Generalized Formulation and Analysis

Recall that, in the previous section, the density operator of the TDOS is represented in terms of $s(t)$. To treat the system more generally, we introduce a more common time function as [21, 22]

$$S(t) = \sqrt{c_1 S_1^2 (t) + c_2 S_1 (t) S_2 (t) + c_3 S_2^2 (t)},$$  \hspace{1cm} (13)

where $c_1 - c_3$ are arbitrary real constants and

$$S_1 (t) = s_{1,0}^u (t),$$ $$S_2 (t) = s_{2,0}^v (t).$$  \hspace{1cm} (14)

If we put $s_{1,0} = s_{2,0} \equiv s_0$, $S_1 (t)$ and $S_2 (t)$ reduce to (3). Quantum problem of the system can be described in a more general way with the use of $S(t)$ instead of $s(t)$. Now the general quadratic invariant operator is given by

$$\mathcal{F} = \hbar \Omega \left( \hat{A}^\dagger \hat{A} + \frac{1}{2} \right),$$  \hspace{1cm} (15)

where $\Omega$ is another Wronskian of the form

$$\Omega = \sqrt{4c_1 c_3 - c_2^2} f (t) \left[ S_1 (t) \frac{dS_2 (t)}{dt} - \frac{dS_1 (t)}{dt} S_2 (t) \right],$$  \hspace{1cm} (16)

and $\hat{A}$ and $\hat{A}^\dagger$ are generalized annihilation and creation operators:

$$\hat{A} = \sqrt{\frac{1}{\hbar \Omega}} \times \left( \begin{array}{c} \Omega \\ 2S(t) \end{array} \right) \left[ \frac{2g(t) S (t) - dS (t)/dt}{if (t)} \right] \hat{q} + iS(t) \hat{p} \right],$$ $$\hat{A}^\dagger = \sqrt{\frac{1}{\hbar \Omega}} \times \left( \begin{array}{c} \Omega \\ 2S(t) \end{array} \right) \left[ \frac{2g(t) S (t) - dS (t)/dt}{if (t)} \right] \hat{q} - iS(t) \hat{p} \right].$$  \hspace{1cm} (17)

If we denote the eigenstates of $\mathcal{F}$ by $\Phi_n (q, t)$, the wave functions in Fock state can be represented as

$$\Psi_n (q, t) = \Phi_n (q, t) e^{\tilde{\varphi}_n (t)},$$  \hspace{1cm} (18)

where $\tilde{\varphi}_n (t)$ are another time-dependent phases. We can obtain $\tilde{\varphi}_n (t)$ in a similar way to that of the previous case; that is, they can be obtained via some calculations after inserting (1) and (18) in Schrödinger equation.

As analogy to (11), if we define a time constant in this case as $\mathcal{W} = Y (0) \Omega$, where

$$Y (0) = \frac{f (0)}{2S^2 (0)},$$  \hspace{1cm} (19)

$\mathcal{W}$ is somewhat different from the modified frequency of the system. Thus, in order to manage the density operator of the system, we introduce another time constant as

$$\mathcal{W} = \kappa Y (0) \Omega,$$  \hspace{1cm} (20)

where $\kappa$ is a constant that should be determined later. Notice that $\kappa$ should be fixed in a way such that $\mathcal{W}$ become the modified frequency of the given system.

In terms of $\mathcal{W}$, we can represent the density operator in the form

$$\tilde{\varphi} (t) = \frac{1}{\mathcal{Z}} e^{-\beta \mathcal{W} (\hat{A}^\dagger \hat{A} + 1/2)},$$  \hspace{1cm} (21)

where $\mathcal{Z}$ is a new partition function. In Fock state, the partition function is given by

$$\mathcal{Z} = \sum_{n=0}^{\infty} \left\langle \psi_n (t) \right| e^{-\beta \mathcal{W} (\hat{A}^\dagger \hat{A} + 1/2)} \left| \psi_n (t) \right\rangle .$$  \hspace{1cm} (22)

Density operator contains all the physics and, as you can see here, has no phase in contrast to wave functions that are subject to the conventions of phase inherent in its constituent wave function. When an ensemble of states of the system is given, density operator is measurable in general. From this, we can infer its fundamental role as an object for describing the complete state of the (time-dependent) optical system.
Now we will show how to determine \( \kappa \) for particular systems with explicit choice of time functions in the Hamiltonian. Let us first choose the same time functions as those of the damped harmonic oscillator, that are given in Appendix A. Then, in this case, the solutions (14) are written as

\[
S_1(t) = s_{1,0}e^{-\frac{\kappa}{2}t} \cos(\omega t + \theta),
\]

\[
S_2(t) = s_{2,0}e^{-\frac{\kappa}{2}t} \sin(\omega t + \theta).
\]

By using (23), one can see that (20) becomes

\[
\mathcal{W} = \frac{1}{2} \kappa S \omega_0,
\]

where

\[
S = \frac{\sqrt{4c_1c_3 - c_1^2s_{1,0}s_{2,0}}}{c_1s_{1,0}} \omega.
\]

Hence, if we consider that \( \mathcal{W} \) is the same as the modified frequency \( \omega, \kappa \) is given by

\[
\kappa = \frac{2}{S}.
\]

We see that \( \kappa \) is somewhat complicate for an arbitrary value of \( \theta \).

In case of \( \theta \to 0 \), \( \mathcal{W} \) becomes

\[
\mathcal{W} = \kappa \frac{\sqrt{4c_1c_3 - c_1^2s_{1,0}s_{2,0}}}{2c_1s_{1,0}} \omega.
\]

Hence, in this limit, \( \kappa \) is given by

\[
\kappa = \frac{2c_1s_{1,0}}{\sqrt{4c_1c_3 - c_1^2s_{1,0}s_{2,0}}}.
\]

If we choose \( c_1 = c_2 = 1, c_3 = 0, \) and \( s_{1,0} = s_{2,0} \), (26) and (28) reduce to unity, leading to recovering the case of the previous section.

Let us consider another case that the Hamiltonian has the time function of the form

\[
f(t) = \frac{1}{m}, \quad g(t) = 0, \quad h(t) = m\omega^2(t),
\]

where

\[
\omega(t) = \omega_0 \left[ 1 - \frac{\beta \omega_0}{[1 + \beta \omega_0 \cos^2(\omega_0 t)]^{1/2}} \right].
\]

The classical solutions in this case are [23]

\[
S_1(t) = s_{1,0} \left[ \frac{1}{\omega_0} + \beta \cos^2(\omega_0 t) \right]^{1/2} \times \cos \left( \int_0^t \left( \frac{dt'}{[1/\omega_0] + \beta \cos^2(\omega_0 t')} \right) + \theta \right),
\]

\[
S_2(t) = s_{2,0} \left[ \frac{1}{\omega_0} + \beta \cos^2(\omega_0 t) \right]^{1/2} \times \sin \left( \int_0^t \left( \frac{dt'}{[1/\omega_0] + \beta \cos^2(\omega_0 t')} \right) + \theta \right),
\]

Using these, (20) is evaluated to be

\[
\mathcal{W} = \kappa \frac{S}{2 \left[ (1/\omega_0) + \beta \right]} \times \text{Modified frequency}.
\]

Finally, we consider a more complicated case that the Hamiltonian has the time function of the form

\[
f(t) = \frac{1}{m} \left( \frac{b}{t} \right)^\alpha, \quad g(t) = \frac{\beta}{t},
\]

\[
h(t) = m \left( \frac{t}{B} \right)^\alpha \left( \omega_0^2 + \frac{y^2}{t^2} \right),
\]

where \( b \) is a time scale and \( y \) is a constant. The corresponding classical equation of motion is

\[
\frac{d^2q(t)}{dt^2} + \alpha \frac{dq(t)}{dt} + \left( \omega_0^2 + \frac{k}{t^2} \right) q(t) = 0,
\]

where \( k = y - 2\alpha\beta - 4\beta^2 + 2\beta \). The solutions of this equation are

\[
S_1(t) = s_{1,0} t^{(1-\alpha)/2} J_\sigma(\omega_0 t),
\]

\[
S_2(t) = s_{2,0} t^{(1-\alpha)/2} N_\sigma(\omega_0 t),
\]

where \( J_\sigma \) and \( N_\sigma \) are the first and the second kind Bessel functions and \( \sigma = (1 - 4k - 2\alpha + \alpha^2)^{1/2} / 2 \). Since \( f(t) \) diverges as \( t \to 0^+ \), we replace \( Y(0) \) with \( Y(b) \); that is, \( \mathcal{W} = \kappa Y(b) \Omega \). Then, we see that

\[
\mathcal{W} = \kappa S' \omega_0 \frac{\Omega}{2b},
\]

where

\[
S' = \sqrt{4c_1c_3 - c_1^2s_{1,0}s_{2,0}} \eta(t)
\]

\[
\times \left( 2 \left[ c_1s_{1,0}^2 \omega_0 b + c_1s_{1,0}s_{2,0} J_\sigma(\omega_0 b) N_\sigma(\omega_0 b) \right] + c_1s_{2,0} N_\sigma(\omega_0 b) \right)^{-1},
\]

with

\[
\eta(t) = J_\sigma(\omega_0 t) \left[ N_{\sigma-1}(\omega_0 t) - N_{\sigma+1}(\omega_0 t) \right] + N_\sigma(\omega_0 t) \left[ J_{\sigma+1}(\omega_0 t) - J_{\sigma-1}(\omega_0 t) \right].
\]

Through the same way as the previous cases, \( \kappa \) is determined to be

\[
\kappa = \frac{2b}{\omega_0 S' t} \times \text{Modified frequency}.
\]
The value of $\kappa$ is dependent on the choice of the form of $u$ and $v$. However, the physical amount of the quantity of the density operator is not affected by such choice. A somewhat different way to determine $\kappa$ in this case with another choice of $u$ and $v$ is shown in Appendix B.

From the choice of different time dependence of parameters, we can obtain different time evolutions of density operators with the different initial states. Density operator representation of a quantum optical system is equivalent to the wave function representation. However, there are many actual advantages of the use of density operators for quantum description of a certain TDOS, in particular, for the description of linear and nonlinear spectroscopy, thermal characteristics, relaxation in the condensed phase, and representation of photon states in time-varying media.

4. Conclusion

Density operator of a quantum TDOS is investigated in thermal state using invariant operator method. It is shown from Liouville-von Neumann equation for density operator that density operator is expressed in more general form, when the system contains time-dependent parameters, as given in (21). If we consider that quantum optical systems that undergo measurement or other similar quantum operations cannot be exclusively represented by wave functions, the statistical description in terms of density matrices is necessary.

We applied our theory to several examples of actual systems by choosing appropriate time functions. All calculations have been fulfilled within the theory of a quantized optical system with time-dependent parameters. As the system becomes more or less intricate, the expression of the density operator becomes complex, the expression of the density operator for the case of optical wave described by the damped harmonic oscillator, the density operator reduces to the well known one [15] that is represented in terms of $\omega$.

Appendices

A. Damped Harmonic Oscillator Limit

Here, we show under the limit of standard damped harmonic oscillator that $W$ given in (11) becomes the modified frequency of the system. For the damped harmonic oscillator, the time functions of the Hamiltonian are given by

$$ f(t) = \frac{1}{m\beta^2}, \quad g(t) = 0, \quad h(t) = me^{\beta t} \omega_0^2, \quad (A.1) $$

where $m$, $\beta$, and $\omega_0$ are constants. Then, the classical solutions (3) can be represented as

$$ s_1(t) = s_0 e^{-\beta t/2} \cos(\omega t + \theta), \quad (A.2) $$

$$ s_2(t) = s_0 e^{-\beta t/2} \sin(\omega t + \theta), \quad (A.3) $$

where $\omega$ is a modified frequency of the form

$$ \omega = \left[ \omega_0^2 - \frac{\beta^2}{4} \right]^{1/2}. \quad (A.4) $$

Now, using (5) and (II), we can easily show that [15]

$$ W = \omega, \quad (A.5) $$

which corresponds to the exact modified frequency of the system.

B. An Alternate Method

We represent a somewhat different way for determining $\kappa$, which is necessary in the formulation of density operator, for a particular case that the time functions are given by (34). In this case, the classical solutions of the system can be reconstructed so that they involve sinusoidal function as

$$ S_1'(t) = s_1'(\omega_0^2 R_\sigma(t)) \cos \left[ \delta_\sigma(t) \right], \quad (B.1) $$

where

$$ S_2'(t) = s_2'(\omega_0^2 R_\sigma(t)) \sin \left[ \delta_\sigma(t) \right], \quad (B.2) $$

and

$$ 4\mathrm{e}^{\delta_\sigma(b)} = \frac{t \omega_0 S'' R_\sigma^2(t)}{2b R_\sigma^3(b)}, \quad (B.3) $$

Then, instead of (37), we have

$$ \mathbb{V}' = \kappa \left( t \omega_0 S'' R_\sigma^2(t) \right) \frac{2b R_\sigma^3(b)}{\omega_0^2 R_\sigma^2(t) S''}, \quad (B.4) $$

Now, we can deduce $\kappa$ in the form

$$ \kappa = \frac{2b R_\sigma^3(b)}{\omega_0^2 R_\sigma^2(t) S''} \times \text{Modified frequency.} \quad (B.5) $$
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