Some Derivative-Free Quadrature Rules for Numerical Approximations of Cauchy Principal Value of Integrals
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1. Introduction

Recently Das and Hota [1] have constructed a derivative-free 8-point quadrature rule for numerical evaluation of complex Cauchy Principal Value of integrals of type

\[ I(f) = \int_{z_0-h}^{z_0+h} \frac{f(z)}{z-z_0} \, dz, \]  

along the directed line segment \( L \), from the point \( z_0 - h \) to the point \( z_0 + h \), and \( f(z) \) is assumed to be an analytic function in a domain \( \Omega \) containing \( L \).

The objective of this paper is to obtain some other quadrature rules having six-nodes not involving derivative of the function for numerical approximation of the complex CPV integrals given in (1) from the family of rules given by Das and Hota [1].

2. Formulation of Rules

Das and Hota [1] have given the following derivative-free 8-point parametric quadrature rule of degree of precision at most ten to approximate the integrals of the type given in (1):

\[ R(f, \alpha) = w_0 f(z_0) + w_1 [f(z_0 + h) - f(z_0 - h)] + w_2 [f(z_0 + ih) - f(z_0 - ih)] + w_3 [f(z_0 + \alpha h) - f(z_0 - \alpha h)] + w_4 [f(z_0 + i\alpha h) - f(z_0 - i\alpha h)], \]  

where

\[ w_0 = 0, \quad w_1 = \frac{18 - 70\alpha^4}{105 (1 - \alpha^4)}, \]

\[ w_2 = i \left[ \frac{35\alpha^4 - 3}{105 (1 - \alpha^4)} \right], \quad w_3 = \frac{10 + 42\alpha^2}{105\alpha^3 (1 - \alpha^4)}, \]

\[ w_4 = i \left[ \frac{10 - 42\alpha^2}{105\alpha^3 (1 - \alpha^4)} \right], \]  

the rule given in (2) is of precision eight for \( \alpha \in (0, 1) \).

However, the rule \( R(f, \alpha) \) may be reduced to a six point rule for suitable values of the parameter “\( \alpha \)” without altering
its algebraic degree of precision that is eight. These rules are as follows:

(i) \( \alpha = \sqrt{9/35} \);

for this value of \( \alpha \); the weight \( \omega_1 \) in (3) is zero and the rule given in (2) becomes a six point rule denoted by \( R_1(f) \) given as:

\[
R_1(f) = \frac{i}{13} \left[ f(z_0 + ih) - f(z_0 - ih) \right] + \frac{\sqrt{35} [5\sqrt{35} + 63]}{117\sqrt{3}} \times \left[ f \left( z_0 + \frac{9}{35}h \right) - f \left( z_0 - \frac{9}{35}h \right) \right] \\
+ \frac{i\sqrt{35} [5\sqrt{35} - 63]}{117\sqrt{3}} \times \left[ f \left( z_0 + i\frac{9}{35}h \right) - f \left( z_0 - i\frac{9}{35}h \right) \right].
\]

(ii) \( \alpha = \sqrt{5/21} \);

in this case the weight \( \omega_4 = 0 \) and the corresponding rule (denoted by \( R_2(f) \)) is:

\[
R_2(f) = \frac{221}{1560} \left[ f(z_0 + h) - f(z_0 - h) \right] \\
- \frac{2i}{195} \left[ f(z_0 + ih) - f(z_0 - ih) \right] \\
+ \frac{441}{520} \times \frac{\sqrt{21}}{5} \left[ f \left( z_0 + \frac{5}{21}h \right) - f \left( z_0 - \frac{5}{21}h \right) \right].
\]

(iii) \( \alpha = \sqrt{3/35} \);

as in the case of two cases noted above, we found here that the weight \( \omega_3 = 0 \) for this value of \( \alpha \); and the rule denoted by \( R_3(f) \) becomes:

\[
R_3(f) = \frac{1}{8} \left[ f(z_0 + h) - f(z_0 - h) \right] \\
+ \frac{5(35)^{3/4} + 21\sqrt{3} \times \sqrt{35}}{48 \times \sqrt{27}} \times \left[ f \left( z_0 + \frac{3}{35}h \right) - f \left( z_0 - \frac{3}{35}h \right) \right] \\
+ \frac{i5(35)^{3/4} - 21\sqrt{3} \times \sqrt{35}}{48 \times \sqrt{27}} \times \left[ f \left( z_0 + i\frac{3}{35}h \right) - f \left( z_0 - i\frac{3}{35}h \right) \right].
\]

Each of these rules, that is, \( R_3(f) \), and \( R_3(f) \) is a six-point rule. For the numerical integration of the integral (I) it is required to evaluate the function \( f(z) \) at six points instead of eight points as in the case, the rule proposed by Das and Hota [1]. Both the rules \( R_3(f) \) and \( R_3(f) \) have \( z_0 \pm h \) as nodes and hence they are closed type of rules.

It is pertinent to note here that the degree of precision of each of the rules \( R_1(f) \), \( R_2(f) \), and \( R_3(f) \) is eight which is the same as that of the rule \( R(f, \alpha) \) except for the value of \( \alpha = 1/\sqrt{3} \) in which case it becomes a rule of precision ten; however, in this case, evaluation of function at 8 nodes is required in approximation of integrals.

### 3. Error Analysis

The error \( E(f, \alpha) \) associated with the rule \( R(f, \alpha) \) as given in (2) is

\[
E(f, \alpha) = I(f) - R(f, \alpha).
\]

We assume here that the function \( f(z) \) is analytic in the disc

\[
\Omega = \{ z \in C : |z - z_0| \leq \rho = r|h| ; r > 1 \}.
\]

Under this assumption, \( f(z) \) can be expanded in terms of the Taylor’s series about the point \( z = z_0 \) in the disc \( \Omega \) as

\[
f(z) = \sum_{n=0}^{\infty} a_n \frac{(z - z_0)^n}{n!},
\]

where \( a_n = f^{(n)}(z_0)/(n)! \) are the Taylor’s coefficients.

As the series given in (9) is uniformly convergent in \( \Omega \), we obtain by integrating both sides of the series (9) term by term and obtain

\[
I(f) = 2hf^{(1)}(z_0) + \frac{2h^3}{3(3!)} f^{(3)}(z_0) + \frac{2h^5}{5(5!)} f^{(5)}(z_0)
\]

\[
+ \frac{2h^7}{7(7!)} f^{(7)}(z_0) + \frac{2h^9}{9(9!)} f^{(9)}(z_0)
\]

\[
+ \frac{2h^{11}}{11(11!)} f^{(11)}(z_0) + \cdots.
\]

Again by expanding each term of the rule \( R(f, \alpha) \) given in (2) by Taylor’s series expansion about the point \( z = z_0 \) in the disc \( \Omega \) and then after simplification we obtain

\[
R(f, \alpha) = 2hf^{(1)}(z_0) + \frac{2h^3}{3(3!)} f^{(3)}(z_0) + \frac{2h^5}{5(5!)} f^{(5)}(z_0)
\]

\[
+ \frac{2h^7}{7(7!)} f^{(7)}(z_0) + \frac{2h^9}{9(9!)} f^{(9)}(z_0) \\
+ \frac{2h^{11}}{11(11!)} \left[ \frac{3 - 7\alpha^4 + 4\alpha^8}{21(1 - \alpha^4)} \right] f^{(11)}(z_0) + \cdots.
\]
Further, by substituting \(\alpha = \sqrt{3/35}, \alpha = \sqrt{5/21},\) and \(\alpha = \sqrt{9/35}\) in the expression given in (11) we have

\[
R_1 (f) = 2h f' (z_0) + \frac{2h^3}{3 (3!)} f'' (z_0) \\
+ \frac{2h^5}{5 (5!)} f^{(5)} (z_0) + \frac{2h^7}{7 (7!)} f^{(7)} (z_0) \\
- \frac{206h^9}{2275 (9!)} f^{(9)} (z_0) + \frac{46h^{11}}{245 (11!)} f^{(11)} (z_0) + \cdots,
\]

(12)

\[
R_2 (f) = 2h f' (z_0) + \frac{2h^3}{3 (3!)} f'' (z_0) \\
+ \frac{2h^5}{5 (5!)} f^{(5)} (z_0) + \frac{2h^7}{7 (7!)} f^{(7)} (z_0) \\
+ \frac{68h^9}{2205 (9!)} f^{(9)} (z_0) + \frac{2446h^{11}}{2205 (11!)} f^{(11)} (z_0) + \cdots,
\]

(13)

\[
R_3 (f) = 2h f' (z_0) + \frac{2h^3}{3 (3!)} f'' (z_0) \\
+ \frac{2h^5}{5 (5!)} f^{(5)} (z_0) + \frac{2h^7}{7 (7!)} f^{(7)} (z_0) \\
+ \frac{46h^9}{175 (9!)} f^{(9)} (z_0) + \frac{62h^{11}}{245 (11!)} f^{(11)} (z_0) + \cdots,
\]

(14)

respectively.

Denoting

\[
E_k (f) = I (f) - R_k (f), \quad \forall k = 1, 2, 3,
\]

and then making the appropriate substitutions for \(I (f)\) and \(R_k (f)\) in (15) we obtain after simplification the following expressions for \(E_k (f)\), \(k = 1, 2, 3:\)

\[
E_k (f) = \begin{cases} 
0.23 \frac{h^9}{9!} f^{(9)} (z_0) + \frac{16}{2695} \frac{h^{11}}{111} f^{(11)} (z_0) + \cdots & \text{for } k = 1 \\
(-0.08) \frac{h^9}{9!} f^{(9)} (z_0) - \frac{101871}{31945} \frac{h^{11}}{111} f^{(11)} (z_0) + \cdots & \text{for } k = 2 \\
(-0.04) \frac{h^9}{9!} f^{(9)} (z_0) - \frac{192}{2695} \frac{h^{11}}{111} f^{(11)} (z_0) + \cdots & \text{for } k = 3,
\end{cases}
\]

(16)

which in turn imply

\[
|E_k (f)| \approx O \left( |h|^9 \right), \quad \forall k = 1, 2, 3.
\]

(17)

From the first term of the error expression given in (16), it is also evident that amongst the three rules \(R_1 (f), R_2 (f),\) and \(R_3 (f),\) \(R_3 (f)\) shall integrate more accurately than the other two rules \(R_1 (f), R_2 (f).\) Further, in the approximation of the integral by rules \(R_1 (f)\) and \(R_2 (f),\) the rule \(R_2 (f)\) is better than the rule \(R_3 (f)\) in the sense that the approximation obtained by \(R_2 (f)\) is closer to the true value compared to that obtained by \(R_3 (f).\) This observation is also substantiated by the numerical results obtained in the approximation of some standard integrals by these rules given in Section 4.

3.1. Error Bounds. The error bounds of the two quadrature rules \(R_2 (f)\) and \(R_3 (f)\) constructed in this paper have been obtained here by following the technique due to Lether [3]. Since the derivation of error bound is similar to each of the two rules, we have derived the error bound of the rule \(R_3 (f)\) only and it is given in Theorem 1, and the error bound of the rule \(R_2 (f)\) is only stated in Theorem 2 following Theorem 1.

It is noted here that the error bound of the quadrature rule \(R_3 (f)\) given in (4) cannot be determined in the same way as it is done for other two cases, that is, \(R_2 (f)\) and \(R_3 (f),\) by following the technique due to Lether [3] for the reasons explained below.

Since \(E_1 (f)\) denotes the truncation error in approximation of integral \(I (f)\) by the rule \(R_1 (f),\)

\[
I (f) = R_1 (f) + E_1 (f);
\]

and \(E_1\) being a linear operator, we obtain from (9) the following:

\[
E_1 (f) = \sum_{\mu=4}^{\infty} a_{2\mu+1} h^{2\mu+1} E_1 \left( 2^{\mu+1} \right),
\]

(19)

by using the transformation \(z = z_0 + ht, \ t \in [-1,1],\) and from this we get

\[
E_1 (f) = \sum_{\mu=4}^{\infty} 2a_{2\mu+1} h^{2\mu+1} \chi (\mu),
\]

(20)

where

\[
\chi (\mu) = \left[ \frac{1}{13} \frac{\sqrt{35} \left( 5 \sqrt{35} - 63 \right)}{117 \sqrt{3}} * \left( \frac{9^{(2\mu+1)/4}}{35} \right) \right]
\]

(21)

which is not of one sign for \(\mu \geq 3.\)

However, its asymptotic error estimates have been given in (17). Next we consider:

3.2. Error Bound of the Rule \(R_3 (f)\)

**Theorem 1.** If \(f(z)\) is analytic in a closed disc

\[
\Omega = \{ z \in C : |z - z_0| \leq r = \rho |h| ; r > 1 \},
\]

then

\[
|E_3 (f)| \leq 2 M e_3 (r),
\]

(22)
where
\[
e_3(r) = \left\| \ln \left( \frac{r+1}{r-1} \right) - \left( \frac{210r^5 - 140r^3 - 46}{105r^6 - 105r^4 - 9r^2 + 9} \right) \right\|,
\]
which \( \rightarrow 0 \) for \( r \rightarrow \infty \).

Proof. Here
\[
E_3[(z-z_0)^k] = \int_{z_0-h}^{z_0+h} \frac{(z-z_0)^k}{z-z_0} \, dz - R_3[(z-z_0)^k] = 0,
\]
for \( k = 0, 1, 2, \ldots \).

Again since \( E_3(f) \) denotes the truncation error in approximation of integral \( I(f) \) by the rule \( R_3(f) \), that is,
\[
I(f) = R_3(f) + E_3(f),
\]
and \( E_3 \) being a linear operator, we obtain from (9) the following:
\[
E_3(f) = \sum_{\mu=4}^{\infty} a_{2\mu+1} h^{2\mu+1} E_3(\tilde{t}^{2\mu+1}),
\]
by using the transformation \( z = z_0 + h \tilde{t}, \, \tilde{t} \in [-1, 1] \), and from this we get
\[
E_3(f) = \sum_{\mu=4}^{\infty} 2a_{2\mu+1} h^{2\mu+1} \psi(\mu),
\]
where
\[
\psi(\mu) = \left\{ \begin{array}{ll}
\frac{2}{2\mu+1} & - \frac{1}{4} + 2 \times \left( \frac{3}{35} \right)^{(\mu+1)/4} \\
* \left( A - (-1)^\mu * B \right) & \end{array} \right\},
\]
with
\[
A = \left( \frac{35}{3} \right)^{1/4} \left( \frac{5\sqrt{35} + 21\sqrt{3}}{48\sqrt{3}} \right),
\]
\[
B = \left( \frac{35}{3} \right)^{1/4} \left( \frac{5\sqrt{35} - 21\sqrt{3}}{48\sqrt{3}} \right).
\]
Now
\[
\psi(\mu) = \left\{ \begin{array}{ll}
\frac{2}{2\mu+1} & - \frac{1}{4} + 7 \times \left( \frac{3}{35} \right)^{(\mu+1)/2} \\
\frac{2}{2\mu+1} & - \frac{1}{4} + 5 \times \left( \frac{3}{35} \right)^{(\mu-1)/2} & \text{for } \mu \text{ as odd},
\end{array} \right\}
\]
which implies
\[
\varphi(\mu) < \frac{2}{2\mu+1} - \frac{1}{4} < 0, \quad \text{for } \mu \geq 4.
\]

Now by Cauchy-inequality [4],
\[
|E_3(f)| \leq 2M \sum_{\mu=4}^{\infty} \frac{1}{\mu^{2\mu+1}} |E_3(\tilde{t}^{2\mu+1})|
\]
\[
= 2M e_3(r),
\]
where
\[
M = \max |f(z)|,
\]
\[
e_3(r) = \left| E \left( \frac{1 - \frac{1}{r}}{r - 1} \right) \right|
\]
\[
= \left| \ln \left( \frac{r+1}{r-1} \right) - \left( \frac{210r^5 - 140r^3 - 46}{105r^6 - 105r^4 - 9r^2 + 9} \right) \right|,
\]
which \( \rightarrow 0 \) as \( r \rightarrow \infty \). This completes the proof of the theorem. \( \Box \)

It will not be out of place to mention here that the quantity \( e_3(r) \) is defined as error constant associated with a quadrature rule by Lether [5]. It is tacitly assumed that the function is an entire function so that the error-constant approaches to zero as \( r \) approaches to infinite. In fact, we observe that \( e_3(r) \) is practically zero for \( r \geq 9 \) as it is seen from the Table 18.

Hence, for all practical purposes we find that the function need to be analytic in a disc \( \Omega \) of finite radius \( r \).

**Theorem 2.** If \( f(z) \) is analytic in a closed disc
\[
\Omega = \{ z \in \mathbb{C} : |z-z_0| \leq \rho = r |h| ; r > 1 \},
\]
then
\[
|E_2(f)| \leq 2M e_2(r),
\]
where
\[
e_2(r) = \left| \ln \left( \frac{r+1}{r-1} \right) - \left( \frac{210r^5 + 3120r^3 - 28808r}{16380r^6 - 3900r^4 - 16380r^2 + 3900} \right) \right|,
\]
which \( \rightarrow 0 \) for \( r \rightarrow \infty \).

This corollary can also be established in the same vain as it is done in Theorem 1 since
\[
E_2(f) = \sum_{\mu=4}^{\infty} 2a_{2\mu+1} h^{2\mu+1} \psi(\mu),
\]
where
\[
\psi(\mu) = \begin{cases} 
\frac{2}{2\mu + 1} - \left[ \frac{237}{780} + \frac{441}{260} \times \left( \frac{5}{21} \right)^\mu \right]; & \text{for } \mu \text{ as even} \\
\frac{2}{2\mu + 1} - \left[ \frac{205}{780} + \frac{441}{260} \times \left( \frac{5}{21} \right)^\mu \right]; & \text{for } \mu \text{ as odd},
\end{cases}
\]
\[
\psi(\mu) < 0, \quad \text{for } \mu \geq 4.
\]

The error constants \( e_k(r) \), \( k = 2, 3 \), have been numerically evaluated for values of \( (r > 1) \) and presented in Table 18 in the concluding part of this paper. A close look at the table reveals that the rule \( R_3(f) \) more accurately integrates a complex Cauchy principal value of integrals numerically than the rule \( R_2(f) \). This assertion is evident from the numerical values of the error constants \( e_r \) given in Table 18 and from their respective graphs drawn together in Figure 1 at the end of this paper. It is observed that
\[
e_3(r) \leq e_2(r),
\]
for any fixed but arbitrary value of \( (r > 1) \).

Further, from the asymptotic error estimates of the rules \( R_1(f) \), \( R_2(f) \), and \( R_3(f) \) constructed in this paper for the numerical evaluation of complex CPV integrals, it also follows that
\[
|E_3(f)| \leq |E_2(f)| \leq |E_1(f)|.
\]

This observation is in fact very much noticeable from the numerical integration of the integral that we have taken and the results of numerical integration presented in tables given in Section 4.

4. Numerical Verification

4.1. Approximate Evaluation of Complex Cauchy Principal Value of Integrals. The integrals considered here are
\[
I_1 = P \int_{-1}^{1} \frac{(1 + z) e^z}{z} dz,
\]
\[
I_2 = P \int_{-1}^{1} \frac{(1 + z \cos z)}{z} dz,
\]
\[
I_3 = P \int_{-1+i/4}^{1+i/4} \frac{\tan^{-1} z}{z} dz,
\]
\[
I_4 = P \int_{1+i/2}^{3(1+i)/2} \frac{\sin z}{z - (1 + i)} dz,
\]
\[
I_5 = P \int_{-1}^{1} e^z \frac{dz}{z}.
\]

Results of numerical integration of the above five CPV integrals are given in Tables 1, 2, 3, 4, and 5.
4.2. Approximations of Integrals of Analytic Functions over a Line Segment in the Complex Plane. In this subsection of numerical experimentation, quadrature rules $R_1(f), R_2(f)$ and $R_3(f)$ constructed in this paper have been employed for approximate evaluation of integrals of analytic functions in complex variable over a line segment $L$ joining the points

### Table 5

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>$\int L (e^z / z)dz$</td>
<td>1.8921655 $\ast i$</td>
<td>$6 \times 10^{-7}$</td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td></td>
<td>1.8921664 $\ast i$</td>
<td>$2.9 \times 10^{-7}$</td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td></td>
<td>1.8921663 $\ast i$</td>
<td>$1.9 \times 10^{-7}$</td>
</tr>
<tr>
<td>Exact value</td>
<td></td>
<td>1.8921661 $\ast i$</td>
<td>**</td>
</tr>
</tbody>
</table>

### Table 6

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>$\int_0^1 e^z dz$</td>
<td>1.682936 $\ast i$</td>
<td>$5.9 \times 10^{-6}$</td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td></td>
<td>1.682944 $\ast i$</td>
<td>$2.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td></td>
<td>1.682943 $\ast i$</td>
<td>$1.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>Exact value</td>
<td></td>
<td>1.682942 $\ast i$</td>
<td>**</td>
</tr>
</tbody>
</table>

### Table 7

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>$\int_{0.5}^{0.5} \cos zdz$</td>
<td>1.042190600 $\ast i$</td>
<td>$1.1 \times 10^{-8}$</td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td></td>
<td>1.042190615 $\ast i$</td>
<td>$4.0 \times 10^{-9}$</td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td></td>
<td>1.042190613 $\ast i$</td>
<td>$2.0 \times 10^{-9}$</td>
</tr>
<tr>
<td>Exact value</td>
<td></td>
<td>1.042190611 $\ast i$</td>
<td>**</td>
</tr>
</tbody>
</table>

### Table 8

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>$\int_{-\sqrt{2}/2}^{\sqrt{2}/2} e^z dz$</td>
<td>$0.516863 + 0.422579 \ast i$</td>
<td>$4.7 \times 10^{-5}$</td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td></td>
<td>$0.516823 + 0.422624 \ast i$</td>
<td>$1.4 \times 10^{-5}$</td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td></td>
<td>$0.516830 + 0.422618 \ast i$</td>
<td>$6.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>Exact value</td>
<td></td>
<td>$0.516830 + 0.422612 \ast i$</td>
<td>**</td>
</tr>
</tbody>
</table>

### Table 9

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>$\int_0^1 e^z x dz$</td>
<td>2.11450111</td>
<td>$6.4 \times 10^{-7}$</td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td></td>
<td>2.11450199</td>
<td>$2.4 \times 10^{-7}$</td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td></td>
<td>2.11450186</td>
<td>$1 \times 10^{-7}$</td>
</tr>
<tr>
<td>Exact value</td>
<td></td>
<td>2.11450175 (Longman [2])</td>
<td>**</td>
</tr>
</tbody>
</table>
### Table 14

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value of $T_2 = \int_0^1 e^{-x^2} , dx$</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>0.746832</td>
<td>8.0 x 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td>0.746821</td>
<td>3.0 x 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td>0.746823</td>
<td>1.0 x 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>Exact value</td>
<td>0.746824</td>
<td>Correct to seven decimal places **</td>
<td></td>
</tr>
</tbody>
</table>

### Table 15

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value of $T_3 = \int_0^1 e^{x^2} , dx$</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>1.46256</td>
<td>9.0 x 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td>1.46268</td>
<td>3.0 x 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td>1.46266</td>
<td>1.0 x 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>Exact value</td>
<td>1.46265</td>
<td>**</td>
<td></td>
</tr>
</tbody>
</table>

### Table 16

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value of $T_4 = \int_1^3 \sin x/xdx$</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>0.79486</td>
<td>4.0 x 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td>0.79480</td>
<td>2.0 x 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td>0.79481</td>
<td>1.0 x 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>Exact value</td>
<td>0.79482</td>
<td>**</td>
<td></td>
</tr>
</tbody>
</table>

### Table 17

<table>
<thead>
<tr>
<th>Rules</th>
<th>Integral</th>
<th>Approximate value of $T_5 = \int_1^3 \frac{1}{1+e^x}dx$</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1(f)$</td>
<td>0.3798852</td>
<td>3.0 x 10^{-8}</td>
<td></td>
</tr>
<tr>
<td>$R_2(f)$</td>
<td>0.37988548</td>
<td>1.0 x 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>$R_3(f)$</td>
<td>0.37988549</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Exact value</td>
<td>0.37988549</td>
<td>**</td>
<td></td>
</tr>
</tbody>
</table>

The integrals considered here are

\[
J_1 = \int_{-j}^j e^z \, dz, \quad J_2 = \int_{-j/2}^{j/2} \cos z \, dz, \quad J_3 = \int_{-(j+i)/\sqrt{2}}^{(j+i)/\sqrt{2}} z e^z \, dz.
\]

4.3. Evaluation of Some Real Cauchy Principal Value of Integrals. In this subsection of numerical verification, the quadrature rules $R_1(f)$, $R_2(f)$, and $R_3(f)$ as formulated in this paper for numerical integration of complex Cauchy principal value integrals have been applied for the approximate evaluation of the following real Cauchy principal value of integrals. The results of approximations are depicted in Tables 9, 10, 11, and 12, respectively. The integrals considered here are

\[
Q_1 = P \int_{-1}^{1} \frac{e^x}{x} \, dx, \quad Q_2 = P \int_{-1/4}^{1/4} \frac{x + 1}{x(x^2 + 1)} \, dx, \quad Q_3 = P \int_{-1/2}^{1/2} \frac{dx}{x(x + 2)}, \quad Q_4 = P \int_{-1}^{1} \frac{(x + 1)e^x}{x} \, dx.
\]

4.4. Approximate Evaluation of Real Definite Integrals. In this subsection of numerical experimentation, quadrature rules $R_1(f)$, $R_2(f)$, and $R_3(f)$ constructed in this paper have been successfully employed for approximate evaluation of real definite integrals without having any kind of singularities. The rules have been practically verified with the help of the following integrals:

\[
T_1 = \int_{-1}^{1} e^x \, dx, \quad T_2 = \int_{0}^{1} e^{-x^2} \, dx, \quad T_3 = \int_{0}^{1} e^x \, dx, \quad T_4 = \int_{0}^{3} \sin^2 x \, dx, \quad T_5 = \int_{0}^{1} \frac{1}{1+e^x} \, dx.
\]

Results of numerical integration of the above five integrals are given in Tables 13, 14, 15, 16, and 17.

5. Conclusion

The rules constructed in this paper successfully integrate to at least six decimal places of the complex Cauchy principal...
value integrals we have numerically evaluated in this paper. Each of the rules does not require evaluation of the function at \( z = z_0 \); the point of singularity. Also, it is not required to evaluate derivative of the integrand at any of its nodes, which is a positive advantage over the existing rules found in the literature. [6–8].

Again, these rules can also be applied for numerical integration of:

(i) Complex definite integrals on the line segment having end points \( z_0 - h \) and \( z_0 + h \) in the complex plane \( C \).

(ii) These rules one can apply for the numerical integration of real definite integrals, and

(iii) It is also shown that the rules constructed numerically integrate real Cauchy principal value integrals to at least six decimal places accurately.

The numerical values of the error constants \( e_2(r) \) and \( e_3(r) \) associated with the quadrature rules \( R_2(f) \) and \( R_3(f) \) meant for numerical evaluation of the complex Cauchy principal value of integrals as given (5) and (6), respectively, in this paper are depicted in Table 18.

From this table it is quite apparent that the error constant \( e_3(r) \) corresponding to the rule \( R_3(f) \) moves faster towards zero than that of the rules \( R_2(f) \) although both the rules are six-point rule with the same degree of precision. This observation is substantiated by the results obtained in the approximation of the integrals given in Section 4.

It is worth mentioning here that three mixed quadrature rules can be constructed following the technique suggested by Das and Pradhan [6]. The degree of precision of each of these mixed quadrature rules will be 10. The authors are investigating two parameter rules of the same problem, that is, approximation of integral given in (1).
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