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This paper is devoted to the derivation of field equations in space with the geometric structure generated by metric and torsion tensors. We also study the geometry of the space generated jointly and agreed on by the metric tensor and the torsion tensor. We showed that in such space the structure of the curvature tensor has special features and for this tensor we obtained analog Ricci-Jacobi identity and evaluated the gap that occurs at the transition from the original to the image and vice versa, in the case of infinitely small contours. We have researched the geodesic lines equation. We introduce the tensor \( \pi_{\alpha\beta} \) which is similar to the second fundamental tensor of hypersurfaces \( Y^{n-1} \), but the structure of this tensor is substantially different from the case of Riemannian spaces with zero torsion. Then we obtained formulas which characterize the change of vectors in accompanying basis relative to this basis itself. Taking into considerations our results about the structure of such space we derived from the variation principle the general field equations (electromagnetic and gravitational).

1. Introduction

In this paper we study the properties of the geometry of the space generated jointly and agreed on by the metric tensor and the torsion tensor, so we investigate the spaces with connection in the presence of the metric tensor. We obtained some results on the structure of the curvature tensor and considered the construction of geodesic lines and an estimate of the gap that occurs when traversing the contour of a parallelogram in these spaces.

The investigation of properties of metric spaces and affine connection spaces began approximately at the beginning of the 20th century [1, 2] and continued to develop so far [2–16].

The importance of this kind of research is on the one hand due to the internal logic of mathematical science bases itself [1, 2, 9, 13] and on the other hand to applications to problems in physics, analytical and theoretical mechanics [3, 12], the theory of relativity [7, 14–16], and continuum mechanics and cosmology [10]. Fairly well studied Riemann spaces [9], because of the wealth of geometric properties and less explored space with affine connection [5], are not sufficiently considered the most interesting geometry, which is obtained by combining geometry and affine connection generated by the metric tensor, and this is the subject of this work. From the theory of spaces with affine connection it is known that parallel displacement vector depends on pathways; that is, if the vector is parallel transported at the given contour with it return to the starting point, we obtain the other vector than the original (the gap appears). In the spaces, which are studied in this work, not only do they hold a similar statement, but also there are new properties of this gap.

The principle of least action (more correctly, the principle of stationary action) is the basic variational principle of particle and continuum systems. Let the starting point be the action, denoted as \( S \), of a physical system. It is defined as the integral of the Lagrangian \( L \) between two instants of time, a functional of the \( n \) generalized coordinates \( q \) which define the configuration of the system:

\[
S(q(t)) = \int_{t_1}^{t_2} L(q(t), \dot{q}(t)) \, dt, \tag{1}
\]

where the dot denotes the time derivative and \( t \) is time. Mathematically the principle is \( \delta S = 0 \), where \( \delta \) means a variation.
In applications the statement and definition of action are taken together:
\[ \delta \int_{t_1}^{t_2} L(q(t), \dot{q}(t)) \, dt = 0. \]  
(2)

The action and Lagrangian both contain the dynamics of the system for all times. The term “path” simply refers to a curve traced out by the system in terms of the coordinates in the configuration space, that is, the curve \( q(t) \), parameterized by time. On the other hand, a Finsler manifold is a differentiable manifold together with the structure of an intrinsic quasimetric space in which the length of any rectifiable curve \( \tau : [a, b] \rightarrow M \) is given by the length functional
\[ S(\tau(t)) = \int_{t_1}^{t_2} F(\tau(t), \dot{\tau}(t)) \, dt, \]  
(3)

where \( F(x, \cdot) \) is a Minkowski norm on each tangent space. It is obvious from these definitions that there is a connection between these two concepts, which can be realized by Hamiltonian formalism. Thus any Riemannian space can be bridged between these two concepts, which can be realized by identifying the space-time (more just space) are defined by the presence of matter (electromagnetic fields and mass) in this space and from the viewpoint of mathematics are described by the geometrical structure of space (torsion and metric tensors). The empty space (without matter) corresponds to the geometric structure of Euclidean space (torsion tensor and curvature tensor are identically equal to zero). Similarly gravitation (mass and without electromagnetic fields) corresponds to the geometric structure of Riemannian space (torsion tensor is identically equal to zero). And similarly the electromagnetism (electromagnetic fields and without mass) corresponds to the geometric structure of affine connection space (curvature tensor is identically equal to zero). In the last two cases the result is conditional (not strict) because the matter division by the mass and field is conditional.

To describe the internal geometry of the subspace is sufficient to define two tensors, the metric tensor \( g_{\alpha\beta} \) and the torsion tensor \( S_{\alpha\beta} \); using these tensors one can build connection of the space and all the geometry of the space.

If we consider the space of hypersurface \( Y^{n-1} \) as a subspace then for a complete description of the geometry it is necessary and sufficient to define the tensors \( a_{\alpha\beta} \) and \( T_{\alpha\beta} \). If we consider the hypersurface \( Y^{n-1} \) as a subspace that embedded in a space \( Y^n \) then it is not sufficient to know tensors \( a_{\alpha\beta} \) and \( T_{\alpha\beta} \) for identifying the space \( Y^n \) (for obtaining the metric tensor \( g_{\alpha\beta} \) and the torsion tensor \( S_{\alpha\beta} \)); to describe the geometry of the ambient space it is necessary and sufficient to specify exactly how the hypersurface \( Y^{n-1} \) is embedded in it that is, specify the embedment; it can be done in various ways. We assume that Jacobi matrix is known, so the way of embedment hypersurface \( Y^{n-1} \) in \( Y^n \) is determined (also the space can be recovered by determination of normal for the hypersurface \( Y^{n-1} \)).

We consider the following method of constructing space-time: the space is constructed on the basis of manifolds by determining these manifolds metric tensor and torsion tensor. Metric and torsion tensors are calculated from the differential equations of the field. Hence torsion as the curvature...
arises from the physical features of the distribution of matter in space-time. Roughly, the same way as the masses leads to curvature space-time, electromagnetism leads to appearance of torsion. But on the other hand from the mathematical point of view the transformation of one coordinate system \( x^i \) to another \( x'^i \) in the form of

\[
\Gamma^i_{jk} = \frac{\partial x'^i}{\partial x^j} \frac{\partial x'^k}{\partial x^l} + \frac{\partial^2 x'^i}{\partial x^j \partial x^l} \frac{\partial x^l}{\partial x^m} \frac{\partial x^m}{\partial x^r},
\]

where the functions \( \Gamma^i_{jk} \) are sufficiently smooth.

Let along the curve \( x^i = x^i(t), \ t \in [a,b] \subset \mathbb{R} \) is given tensor field \( A^i = A^i(t) \), if for each infinitesimal displacement tensor \( dA^i(t) \) coordinates is changing the law:

\[
dA^i = -\Gamma^i_{jk} A^j dx^k,
\]

then we say that the tensor \( A^i \) is transported parallel to the curve \( t \).

 Depending on the physical investigated problem one or another geometric model is choosing, but as the internal logic and common sense requires that in the physical world, these two models coexist together and complement each other. There is well-known result that in an arbitrary Riemannian space can always construct a connection \( \Gamma^i_{jk}(M) \). An interesting question is the uniqueness of such a construction. In general, such a construction \( \Gamma^i_{jk} \) is not unique, but completely natural (in terms of mathematics and physics to a greater extent), there is the requirement that whenever two vectors \( A^i \) and \( B^j \) simultaneous parallel transported along a path (due to the presence of the connection the transportation is defined), their scalar product does not change (the scalar product is defined by metric). Mathematically, this can be written as the vanishing differential:

\[
d \left( g_{ik} A^i B^k \right) = 0. \tag{8}
\]

If the requested coefficients \( \Gamma^i_{jk} \) are symmetric, namely, \( \Gamma^i_{jk} = \Gamma^i_{kj} \), then the connectivity is uniquely defined using a metric.

Always below we would not require the symmetry of connection. And so if the metric \( g_{ik} \) is defined, then a geometric object \( \Gamma^i_{jk} \) subject to certain requirements, but still there is some arbitrariness in the choice of connectedness of the space; namely, we need to define a torsion tensor

\[
S^i_{jk} \equiv \Gamma^i_{jk} - \Gamma^i_{kj};
\]

then the geometric object \( \Gamma^i_{jk} \) that generated the connection is uniquely determined.

**Theorem 1.** Suppose that a Riemannian space with the metric \( g_{ik} \) and in this space is given torsion tensor \( S^i_{jk} \)-antisymmetric. If demand \( d(g_{ik} A^i B^k) = 0 \) for arbitrary \( A^i \) and \( B^j \) then the connection (geometric object that defines it) \( \Gamma^i_{jk} \) is uniquely defined.
Proof. It is pretty easy to see the truth of this statement itself, but for further more importantly those symbols and values that relate to the nature of the entered values.

We rewrite \( d(g_{ik} A^k B^k) = 0 \), as \((g_{ik} A^k B^k) \) given by
\[
d_{ik} A^k B^k = 0
d due to the fact that \( dA = -\Gamma^j_{ik} A^j dx^k \), where \( \Gamma^j_{ik} \), unknown coefficients of connection are a geometric object and \( dx^j \) are the differentials of coordinates of a point under infinitesimal displacement along the path; \( g_{ik} \).

Since \( A^k, B^k, dx^k \) are arbitrary, the equalities must be identity relative to \( A^k, B^k, dx^k \). By circular permutation we obtain the system of equations:
\[
\begin{align*}
\frac{\partial g_{ik}}{\partial x^j} &= g_{im} \frac{\partial m_{ij}}{\partial x^k} \\
\frac{\partial g_{ik}}{\partial x^k} &= g_{lm} \frac{\partial m_{ik}}{\partial x^j} \\
\frac{\partial g_{ik}}{\partial x^k} &= g_{lm} \frac{\partial m_{lk}}{\partial x^i}.
\end{align*}
\]
(10)

Since the technique is similar to the classical one, then we give formulas without justification:
\[
\begin{align*}
g_{ik} + \frac{\partial g_{ik}}{\partial x^j} &= g_{im} m_{ij} + g_{lm} m_{ik} + g_{ml} m_{ik} + g_{mk} m_{ik},
\end{align*}
\]
(11)
where \( m_{ik} = m_{ij} - m_{ji} \) is torsion tensor, and we have
\[
g_{im} \left( m_{ij} + m_{ji} \right) = g_{im} \left( g_{ij} + g_{ji} + g_{km} m_{ih} + g_{lm} m_{ih} \right),
\]
(12)
and complementing the obvious equation-definition \( \Gamma^p_{kl} = \Gamma^p_{kl} \) then we obtain:
\[
\begin{align*}
\Gamma^p_{kl} &= \frac{1}{2} g^{pi} \left( g_{ik} + g_{il} - g_{kl} \right),
\end{align*}
\]
(13)
Then we introduce the notation and from the last formula we see that
\[
\begin{align*}
P^p_{kl} &= \frac{1}{2} g^{pi} \left( g_{ik} + g_{il} - g_{kl} \right)
\end{align*}
\]
(14)
is geometric object and
\[
\begin{align*}
L^p_{kl} &= \frac{1}{2} \frac{\partial g^{pi}}{\partial x^k} \left( g_{kim} m_{ij} + g_{lm} m_{ik} \right)
\end{align*}
\]
(15)
is tensor.

The geometric object \( \Gamma^p_{kl} \), which generate connection space, is absolutely determined by the tensors \( g_{ik} \) and \( m_{ik} \). Therefore the connection \( \Gamma^p_{kl} \) is the sum of a geometric object \( P^p_{kl} \) which is composed of derivatives of the metric tensor \( g_{ik} \) and tensor \( L^p_{kl} \) is compiled of \( g_{ik} \) and the tensor \( m_{ik} \), namely,
\[
\begin{align*}
\Gamma^p_{kl} &= P^p_{kl} + L^p_{kl}.
\end{align*}
\]
(16)

Remark 2. Tensor \( L^p_{kl} \) represents the sum of two tensors: symmetric \((1/2)g^{pi} (g_{km} m_{ij} + g_{lm} m_{ik})\) and torsion \((1/2)S^{p}_{kl}\).

Remark 3. It is not difficult to prove the relation:
\[
\begin{align*}
P^p_{pl} &= \frac{1}{2} g^{pi} g^{pj} \frac{\partial g_{ij}}{\partial x^k} = \frac{1}{2} \frac{\partial g}{\partial x^k},
\end{align*}
\]
(17)
where \( g \) is the connection of space.

As further arguments are similar to the classical and often repeated them, the presentation of intermediate results will not be repeated, except at the final step. The presentation of intermediate results will wear a schematic character.

By a covariant derivative of \( u^i \) with respect to \( l \) we mean
\[
\begin{align*}
\frac{\partial u^i}{\partial u^j} &= \Gamma^i_{jl} u^j, \\
\frac{\partial u^i}{\partial u^j} &= \Gamma^i_{jl} u^l.
\end{align*}
\]
(18)

Then we consider the difference
\[
\begin{align*}
\frac{\partial u^i}{\partial u^j} &= \frac{\partial u^i}{\partial u^j} = \frac{\partial u^i}{\partial u^j} - S^k_{ij} u^k.
\end{align*}
\]
(19)

During the transition along a parallelogram in the image to the original polygon the gap \( Z^k \) is formed (breaking the circuit), which can be estimated as follows, up to the second order of smallness relative to sides of a parallelogram:
\[
\begin{align*}
Z^k &= S^k_{ij} A^i B^j r^2.
\end{align*}
\]
(20)
It is the result of coagulation at the torsion tensor with vector parts \( A^i \) and \( B^j \) that express geodetic displacement. The basic geometric meaning of the torsion tensor is an estimate of the gap (up to 2nd order) at which the open loop shrinks, if the torsion is zero, then the gap will not infinitesimal but higher order smallness.

Next, we consider the difference of the second order derivatives:
\[
\begin{align*}
\frac{\partial u^i}{\partial u^j} &= \frac{\partial u^i}{\partial u^j} = R^p_{kl} \frac{\partial u^l}{\partial u^j} + S^q_{ij} u^l,
\end{align*}
\]
(22)
where we identified
\[
\begin{align*}
R^p_{kl} &= \Gamma^p_{kl} - \Gamma^p_{kl} - \Gamma^p_{kl} + \Gamma^p_{kl}.
\end{align*}
\]
(23)
\( R^p_{kl} \) is curvature tensor.

Similarly, we have
\[
\begin{align*}
\frac{\partial u^i}{\partial u^j} &= \frac{\partial u^i}{\partial u^j} = -\frac{\partial u^i}{\partial u^j} + S^q_{ij} u^l.
\end{align*}
\]
(24)

Remark 4. Also possible and slightly different way of defining a covariant derivative, namely, the absolute differential \( DA^i \), is first determined using the formula
\[
\begin{align*}
DA^i &= dA^i + \Gamma^i_{jk} A^j dx^k = \left( A^i_A \right) + \Gamma^i_{jk} A^j dx^k.
\end{align*}
\]
(25)
Absolute differential can be defined as derivative coefficients, all the results obtained with this approach to the construction is identical with the analysis, which has been made above. Then more clearly we can assert that for any space to possess absolute parallelism it is a necessary and sufficient condition that curvature tensor be identity vanishing (recall that the space is called with absolute parallelism if the result of the parallel transport of an arbitrary tensor-vector does not depend on the choice of path for all points of space). The proof of this theorem is generally known, we note only that it follows from the formula:

$$\bar{\Delta}A_i - \Delta A_i' = -\mathcal{R}_{kjp}^A \bar{A}^p \partial x^q \partial x^l,$$

(26)

which we could get by folding (24) with $\partial x^l \partial x^q$. All the constructions outlined above are general in nature without specifying space; further we will investigate the structure of the tensor $P^p_{ikl}$. So, by definition of (23) we have

$$P^p_{ikl} = \Gamma^p_{li,k} + \Gamma^p_{lk,i} - \Gamma^p_{ki,l}.$$  

(27)

Then we use (16) and obtain

$$P^p_{ikl} = \Gamma^p_{li,k} + \Gamma^p_{lk,i} - \Gamma^p_{ki,l} + \left(\Gamma^p_{qk} + \Gamma^p_{qk,l}\right)\left(\Gamma^p_{li} + \Gamma^p_{lk}\right)$$

$$= \Gamma^p_{li,k} - \Gamma^p_{lk,i} + \Gamma^p_{li} \Gamma^p_{lk} + \Gamma^p_{ijkl} - L^p_{ijkl}$$

$$+ \Gamma^p_{qk} \Gamma^p_{li} - \Gamma^p_{qk} \Gamma^p_{lk} - \Gamma^p_{lq} \Gamma^p_{ki} - \Gamma^p_{lq} \Gamma^p_{ki}$$

$$+ \Gamma^p_{lq} \Gamma^p_{ki}.$$  

(28)

Next we introduce the notation:

$$P^p_{ikl} = \Gamma^p_{li,k} - \Gamma^p_{lk,i} + \Gamma^p_{li} \Gamma^p_{lk} + \Gamma^p_{ijkl} - L^p_{ijkl}$$

(29)

is a tensor like the Riemann curvature tensor, composed of the metric tensor and its derivatives. Consider the following:

$$S^p_{ikl} = \Gamma^p_{qk} \Gamma^p_{li} - \Gamma^p_{lq} \Gamma^p_{ki}$$

is tensor and

$$\bar{T}^p_{ikl} = L^p_{ijkl} - L^p_{ijk,l} + P^p_{ikl} \Gamma^q_{lj} + P^p_{ikl} \Gamma^q_{lj} - P^p_{ijk} \Gamma^q_{lj} - P^p_{ijkl} \Gamma^q_{lq}$$

(30)

is obviously the tensor because the absolute derivatives have tensor character.

We introduce the notation

$$M^p_{ikl} = T^p_{ikl} + Z^p_{ikl}$$

(33)

then we obtain

$$M^p_{ikl} = L^p_{ijkl} - L^p_{iklj} + L^p_{ijlk} + L^p_{jqlk}$$

(34)

and in the new notation

$$R^p_{ikl} = P^p_{ikl} + M^p_{ikl}.$$  

(35)

Formula (35) shows that the curvature tensor, in general, cases can be represented as the sum of two tensors (such representation is not accidental, it is associated with a physical description of the field; roughly speaking, in the absence of gravitational fields tensor, $M^p_{ikl}$ is not equal to zero). Although the formula (34) gives a qualitative representation of the geometric structure, it is a little convenient, since it reenters the values of $\Gamma^p_{ij}$. Further, we establish the equation, which is similar to the equation of Ricci-Jacobi

$$R^p_{ikl} + R^p_{ikj} + R^p_{ikl} = S^p_{ikj} + S^p_{ikj} + S^p_{ikj} + \Gamma^p_{ijkl} + \Gamma^p_{ijkl} + \Gamma^p_{ijkl}$$

$$= S^p_{ikj} + \Gamma^p_{ijkl} + \Gamma^p_{ijkl} + S^p_{ikj} + \Gamma^p_{ijkl} + \Gamma^p_{ijkl}$$

$$+ S^p_{ikj} + \Gamma^p_{ijkl} + \Gamma^p_{ijkl}$$

$$+ S^p_{ikj} + \Gamma^p_{ijkl} + \Gamma^p_{ijkl}$$

$$+ S^p_{ikj} + \Gamma^p_{ijkl} + \Gamma^p_{ijkl}.$$  

(36)

It is easy to prove the equations

$$S^p_{jp} S^q_{kp} + S^p_{kp} S^q_{jp} = 0,$$

(37)

$$S^p_{jp} S^q_{kp} = 0;$$

and as a consequence, we obtain the equation

$$S^p_{jp} S^q_{kp} + S^p_{kp} S^q_{jp} + S^p_{kp} S^q_{kp} = 0.$$  

(38)

### 3. The Study of Geodesics in the Space with Torsion

Formula (13) consists of three summands of various kinds.

The sum (14) is a geometric object second valence; its components are converted by a formula similar to the one that takes place for the connection:

$$p^p_{kl} \partial x^p \partial x^q \partial x^k \partial x^l = p^p_{kl} \partial x^p \partial x^q \partial x^k \partial x^l + \partial^2 x^p \partial x^q \partial x^p \partial x^q.$$  

(39)

but note that in this space, this “connection” does not satisfy the “torsion condition” $S^p_{jk} = \Gamma^p_{jk} - \Gamma^p_{kj}.$
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Value \((1/2)S_{ij}^p\): this tensor can be to be used as a "connection," but then this "connection" is not used to satisfy the compatibility condition.

Value

\[ M_{ki}^p = \frac{1}{2} g^{pi} (\gamma_{km}^i S_{mj}^i + g_{mi} S_{ki}^m) \]  

(40)
is a tensor that expresses the combined effect of the metric and torsion.

First of all, it is easy to show that the element \((1/2)S_{ki}^p\) does not affect the geodesic, since by the asymmetry of the torsion it is not included in the equations of geodesic lines:

\[ \frac{d^2 x^k}{d\tau^2} = -\Gamma_{ij}^k \frac{dx^i}{d\tau} \frac{dx^j}{d\tau}; \]  

(41)

that is, (6) will be determined only by sum \(P_{ki}^p + M_{ki}^p\). In (6) \(\tau\) is the canonical parameter, that is the vector \(dx^j/d\tau\) is parallel transported vector. For no isotropic geodesic the length of arc \(s\) is a canonical parameter, for geodetic related to \(s\) takes place in differential equations:

\[ \frac{d^2 x^k}{ds^2} = -\Gamma_{ij}^k \frac{dx^i}{ds} \frac{dx^j}{ds}. \]  

(42)

Definition 5. The line is called a geodesic if any tangent to this line at some point vector remains tangent to it at the parallel transport along it.

Theorem 6. The equations of geodesic lines in space \(Y^n\) is determined by the geometric object in form of the sum:

\[ P_{ki}^p + M_{ki}^p = \frac{1}{2} g^{pi} (\gamma_{km}^i + g_{mi} - \gamma_{ki}^m) \]  

(43)

\[ + \frac{1}{2} g^{pi} (\gamma_{mn}^i S_{mj}^i + g_{mi} S_{ni}^m). \]

In case classical Riemannian space geodetic lines have known extreme properties, in this case analogous properties of geodesic require additional research.

Thus, for a no isotropic geodesic with canonical parameter arc length \(s\), we have differential equations:

\[ \frac{d^2 x^k}{ds^2} = -\Gamma_{ij}^k \frac{dx^i}{ds} \frac{dx^j}{ds}. \]  

(44)

Consider the problem of calculating the variation of the arc length.

Let a nonisotropic curve \(x^i = x^i(t), t \in [t_1, t_2]\). We calculate the variation of length \(\delta S\) of the curve \(S\):

\[ \delta S = \int_{t_1}^{t_2} \delta \left( \sum_{j} g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} dt \right) \]

\[ = \int_{t_1}^{t_2} \frac{1}{2} \left( \gamma_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \right) dt, \]

\[ \delta \left( g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \right) = g_{ij} \frac{d^2 x^j}{dt^2} \frac{dx^i}{dt} + g_{ij} \frac{dx^j}{dt} \frac{d^2 x^i}{dt^2} \]

\[ = 2 g_{ij} \frac{d^2 x^j}{dt^2} \frac{dx^i}{dt}, \]

(45)

where \(\overline{D}\) denotes the absolute differential through the parameter curves of the family at a constant value \(t\) and \(D\) is absolute differential charge small displacement \(\delta t\) curve at a constant parameter of the family; then

\[ \delta \left( \sum_{j} g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \right) = 2 g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} + g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \]

\[ = \frac{1}{2} \left( \gamma_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \right) dt, \]

\[ + \int_{t_1}^{t_2} \frac{1}{2} \left( \gamma_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \right) dt, \]

\[ \delta s = \int_{t_1}^{t_2} \Delta \left( \sum_{j} g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \right), \]

\[ = \int_{t_1}^{t_2} D \left( \sum_{j} g_{ij} \frac{dx^j}{dt} \right), \]

\[ = \int_{t_1}^{t_2} \left( \sum_{j} g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \right), \]

(46)

if the ends of the variable curve are fixed, then

\[ \delta s = \int_{t_1}^{t_2} \left( \sum_{j} g_{ij} \frac{dx^j}{dt} \right), \]

(47)

if the considered curve has fixed length (analytically \(\delta s = 0\)), then we obtain

\[ \int_{t_1}^{t_2} \left( \sum_{j} g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \right), \]

(48)

Using the fundamental lemma calculus of variations, it follows that

\[ g_{ik} S_{ij}^k \frac{dx^j}{dt} \frac{dx^i}{dt} = g_{ij} \frac{dx^i}{dt} \frac{dx^j}{dt} = 0. \]

(49)

This equation means that the tangent vector \(\xi^i\) of the curve is transported according to the law \(DX^{ki} g^{ij} g_{ik} S_{ij}^k \xi^j = dx^p\), which means that \(s\) is not geodesic curve. Conversely, the variation of the length of the geodesic lines is

\[ \delta s = \int_{t_1}^{t_2} \sum_{j} g_{ij} \frac{dx^j}{dt} \frac{dx^i}{dt} \frac{dx^i}{dt} \]

(50)

Properties in the new geodesic geometry defined by means of two tensors \(g_{ik}\) and \(S_{ik}^j\) differ greatly from similar properties in Riemann geometry. The theorem is proved.
Theorem 7. In order a line in space \( Y^n \) (that is generated by \( g_{ik} \) and \( S_{ijk} \)) was geodesic it is necessary and sufficient that a variation of the arc this line was equaled:

\[
\int_{t_1}^{t_2} \sum_{j,k} g_{ij} S_{j,ik} \frac{dx^i}{dt} dx^k \delta x^k. \tag{51}
\]

Consequence. In the case of spaces with affine connection is known that there is a gap (breach) of closure during the transition from the original to the image and vice versa, in the case of an infinitely small contour (determined up to the second order relative to \( \tau \)). If you specify the torsion tensor \( S_{ijk} \) at the corresponding point, then if this gap is denoted by \( \Psi \), then \( \Psi = S_{ij} A^i B^j \), where the parallelogram \( A^i \) and \( B^j \) shrink to a point at \( \tau \to 0 \). In this case, we have the formula for square of the length: \( |\Psi|^2 = \sum_{i,j,k} S^i_{j,ik} A^i B^j A^k B^k \).

Theorem 8. Let classical Riemannian space be given (Riemann manifold with Riemannian metric tensor \( g_{ij} \)) with the connection \( P_{ij} \), connection Riemannian space. Let \( Y^n \) be the space generated jointly and agreed on by metric \( g_{ik} \) and torsion \( S_{ijk} \) tensors together with connection \( P_{ij} \). To coincide the geodesics in classical Riemannian space with the geodesics in space \( Y^n \) it is necessary and sufficient that the connections \( P_{ij} \) and \( T_{ij} \) be differed by tensor:

\[
\frac{1}{2} + \frac{1}{n+1} \left( \delta^k_{ij} S_{jk} + \delta^k_{ij} S_{kj} \right); \tag{52}
\]

that is,

\[
T_{ij} - P_{ij} = \frac{1}{2} + \frac{1}{n+1} \left( \delta^k_{ij} S_{jk} + \delta^k_{ij} S_{kj} \right). \tag{53}
\]

Remark 9. The last summand in

\[
T_{ij} = \frac{1}{2} g_k^p \left( g_{lpj} + g_{jp} - g_{jp} + g_{mjp} + g_{jm} S_{ip} + g_{jm} S_{ip} \right) \tag{54}
\]

\[+ \frac{1}{2} S_{ij}^k. \]

that is, \((1/2)S_{ij}^k\) is irrelevant (it is clear).

Proof. The necessity means that if the geodesics in classical Riemannian space coincide with the geodesics in space \( Y^n \), then

\[
T_{ij} - P_{ij} = \frac{1}{2} + \frac{1}{n+1} \left( \delta^k_{ij} S_{jk} + \delta^k_{ij} S_{kj} \right). \tag{55}
\]

Let the vector \( A^i \) be tangent to any geodesic and \( A^i \) is parallel transported to the connection \( T_{kl}^p \):

\[
T_{kl}^p = \frac{1}{2} g^p_i \left( g_{ik} + g_{ik} + g_{km} S_{li} + g_{lm} S_{ki} \right) \tag{56}
\]

and a vector \( B^i \) is parallel transported to the connection \( P_{kl}^p \):

\[
P_{kl}^p = \frac{1}{2} g^p_i \left( g_{ik} + g_{ik} - g_{kl} \right). \tag{57}
\]

It was found that the first geodesic connections coincide with geodesic connection \( P_{kl}^p + M_{kl}^p \), where \( M_{kl}^p \) is an arbitrary symmetric tensor. Since both vectors are tangential, then

\[
B^i = a A^i, \tag{58}
\]

where the coefficient \( a \) is variable and \( a \neq 0 \). Tensor-vector \( A^i \) is given by

\[
dA^k = - \left( P^k_{ij} + M^k_{ij} \right) A^i dx^j, \tag{59}
\]

\[
A^k da + \frac{dA^k}{a} = M^k_{ij} A^i dx^j. \tag{60}
\]

Tangent vector \( A^i \) can be written: \( A^i = dx^i / d\tau \), where \( \tau \) is the canonical parameter relative to the connection \( P_{kl}^p + M_{kl}^p \).

Then, after dividing by \( d\tau \), we have

\[
\frac{d \ln a}{d\tau} A^k = M^k_{ij} A^i A^j. \tag{62}
\]

Since geodesic lines can be carried out through any point and in any direction, then equality must be true at any point and for any vector \( A^i \), the functional dependence of the point and direction, obviously there.

The last equality is multiplied by \( A^l \) and alternated by \( k \) and \( l \):

\[
A^l M^k_{ij} A^j - A^k M^l_{ij} A^j A^i = 0, \tag{63}
\]

or

\[
\delta^l_{mi} M^k_{ij} A^i A^j - \delta^k_{mi} M^l_{ij} A^j A^i A^m = 0, \tag{64}
\]

where we denote \( \delta^l_{mi} = g_{ip} g^p_i \). This equation must hold identically with respect to vectors \( A^1, \ldots, A^n \), consequently, after summed similar summands all the coefficients of the cubic form must vanish. We compute the total coefficient:

\[
\delta_{mi} M^k_{ij} - \delta_{mi} M^k_{ij} - \delta^k_{mi} M^l_{ij} + \delta^k_{mi} M^l_{ij} \tag{65}
\]

\[= 0. \]

Then we contracted tensor by indices \( l \) and \( j \). Since \( \delta^l_{ij} = n \), we have

\[
M^k_{ij} = \frac{1}{n+1} \left( \delta^k_{ij} M^l_{ij} + \delta^k_{ij} M^l_{ij} \right). \tag{66}
\]
All calculations above are correct for any symmetrical tensor $M^k_{ij}$.

All calculations presented above do not take into account the specificity of the tensor $M^k_{ij}$; then, let $M^p_{kl} = (1/2)g^{pi}(g_{km}S^m_{lj} + g_{lm}S^m_{kj})$; then $M^p_{kl} = (1/2)S^p_{kl}$.

We obtained
\[
I^k_{ij} - p^k_{ij} = \frac{1}{2} \left( \frac{1}{n+1} \left( \delta^k_j S^i_l + \delta^k_l S^i_j \right) \right). \tag{67}
\]

The necessity is proved. \hfill \Box

Remark 10. In the beginning we considered more general situation and then specified tensor $M^k_{ij}$.

We prove the sufficiency. We assume that $I^k_{ij} - p^k_{ij} = (1/2)(1/(n + 1))((\delta^k_j S^i_l + \delta^k_l S^i_j))$; we have to show that the geodesics coincide.

We again use (61); we have $A^k \frac{da}{a} = M^j_{ij} A^j dx^j$.

Tangent vector $A^j$ can be written: $A^j = dx^j/d\tau$, where $\tau$ is the canonical parameter relative to the connection $I^k_{ij}$.

Since along the curve $S^j_{ij}$ there is a definite function of the parameter $\tau$, then it will find $\ln a$ after integration with up to a constant $a$, but only up to a constant factor (we can integrate). Therefore, the vector is found to be $B^j = a A^j$ and all geodesics coincide. The sufficiency is proved. The theorem is proved.

4. The Theory of Hypersurfaces

First we formulate a well-known classical result on the derivation formulas of hypersurface in Riemannian torsion-free space, where the connection is uniquely generated by the metric.

Formal statement of Gauss-Codazzi equations in space with symmetrical connection, $S^j_{ij} = 0$. Assume that $i : M \subset P$ is $n$-dimensional embedded submanifold of a Riemannian manifold $P$ of dimension $n + p$. There is a natural inclusion of the tangent bundle of $M$ into that of $P$ by the pushforward, and the cokernel is the normal bundle of $T_P\mid\gamma$. The metric splits this short exact sequence, and so $TP\mid M = TM \oplus T^\perp M$.

The Levi-Civita connection $\nabla$ of $P$ decomposes into tangential and normal components. For each $X \in TM$ and vector field $Y$ on $M$, $\nabla_X^YM = T(\nabla^h_X Y) + \perp (\nabla^h_X Y)$. Let it be $\nabla_X^YM = T(\nabla^h_X Y), a(X, Y) = \perp (\nabla^h_X Y)$. Gauss’ formula asserts that $\nabla_X^h$ is Levi-Civita connection on $M$, and $a$ is a symmetrical form with values into the normal bundle. It is also referred to as the second fundamental form. An immediate corollary is the Gauss equation. For $X, Y, Z \in TM$,
\[
\langle R'(X, Y) Z, W \rangle = \langle R(X, Y) Z, W \rangle + \langle a(X, Z), a(Y, W) \rangle - \langle a(Y, Z), a(X, W) \rangle, \tag{68}
\]

where $R'$ is the Riemann curvature tensor of $P$ and $R$ is that of $M$.

There are thus a pair of connections: $\nabla$, defined on the tangent bundle of $M$, and $D$, defined on the normal bundle of $M$. These combine to form a connection on any tensor product of copies of $TM$ and $T^\perp M$. In particular, they defined the covariant derivative of $\alpha$:
\[
\left( \nabla^\alpha_X Y \right) = D_X (\alpha (Y, Z)) - \alpha (\nabla_X Y, Z) - \alpha (Y, \nabla_X Z). \tag{69}
\]

Codazzi equation is
\[
\nabla \langle R'(X, Y) Z, W \rangle = \langle R^\alpha_X Y \rangle (Y, Z) - \langle R^\alpha_Y X \rangle (X, Z). \tag{70}
\]

The above formulas also hold for immersions, because every immersion is, in particular, a local embedding. The important assumption in the theory stated above is that connection is symmetrical, so analog of second form of hypersurface is symmetrical and we could obtain the derivation formulas of hypersurface.

In our case we do not assume any conditions about the connection symmetry, so below we study much more complicated problem.

A similar manner as in the Riemannian space can be developed as a theory of hypersurfaces, so in the metric space with torsion a theory of hypersurfaces can be constructed. But, due to the presence of torsion, in these cases there is a significant difference. For example, the derivation equations (analog Peterson Codazzi equations) take a more complicated form, in which there are new summands, which are caused by the presence of torsion in the space.

We make a study of the hypersurfaces $Y^{n-1}$ in a metric space with torsion $T^\alpha$ We are assuming that the hypersurface is defined by a system of equations:
\[
x^i = x^i (y^1, \ldots, y^{n-1}), \tag{71}
\]

and the rank of the matrix $[\partial x^i / \partial y^a]$ equals $n - 1$. The metric tensor of hypersurface $Y^{n-1}$ is given by
\[
a_{ab} = g_{lj} \frac{\partial x^l}{\partial y^a} \frac{\partial x^j}{\partial y^b}. \tag{72}
\]

Then we obtain the formula for tensor of torsion $T^\alpha_{ab}$ of hypersurface $Y^{n-1}$ (assuming that functions $x^i (y^1, \ldots, y^{n-1})$ are smooth enough). Let $G^\alpha_{\beta\gamma}$ be the connection of $Y^{n-1}$ and we assume that $G^\alpha_{\beta\gamma}$ expression via metric $a_{ab}$ and torsion $T^\alpha_{ab}$ similarly to as the connection $I^k_{ij}$ express by means of $g_{ij}$ and $S^k_{ij}$ we have:
\[
G^\alpha_{\beta\gamma} = \frac{1}{2} \left( a^{\alpha a} (a_{\beta\gamma} + a_{\gamma\beta}) + a^{\beta\gamma} (a_{\alpha\gamma} + a_{\gamma\alpha}) + a^{\gamma\alpha} T^\alpha_{\beta\gamma} + a_{\beta\gamma} T^\alpha_{\gamma\alpha} \right), \tag{73}
\]
\( G^\alpha_{\beta\gamma} \) is geometric object and is subjected to the law of the transformation from one coordinate system \( u^a \) to another \( u'^a \) by the formula:

\[
G^\alpha_{\beta\gamma} = G^\alpha_{\beta'\gamma'} \frac{\partial u^\alpha}{\partial u'^\alpha} \frac{\partial u'^\beta}{\partial u^\beta} \frac{\partial u^\gamma}{\partial u'^\gamma}. \tag{74}
\]

Then we assume that connection \( G^\alpha_{\beta\gamma} \) of \( Y^{n-1} \) are associated with connection \( \Gamma^\alpha_\gamma \) of \( Y^n \) mean of formula:

\[
G^\alpha_{\beta\gamma} \frac{\partial x^k}{\partial u^\alpha} = \Gamma^\alpha_\gamma \frac{\partial x^k}{\partial u^\beta} + \frac{\partial^2 x^k}{\partial u^\gamma \partial u^\beta}. \tag{75}
\]

We obtain

\[
\frac{1}{2} \left( a^{\alpha\gamma} \left( a_{\beta\gamma} + a_{\gamma\beta} + a_{\beta\eta} T^\eta_{\gamma} + a_{\gamma} T^\eta_{\beta} \right) + T^\alpha_{\beta\gamma} \right) \frac{\partial x^k}{\partial u^\alpha} = \frac{1}{2} \left( g^{\alpha\beta} \left( g_{\alpha\beta} + g_{\alpha\eta} - g_{\beta\eta} + g_{\beta\gamma} S^\gamma_{\alpha} + S^\gamma_{\beta} \right) + S^{\alpha\beta} \right) \times \frac{\partial x^i}{\partial u^\alpha} \frac{\partial x^j}{\partial u^\beta} + \frac{\partial^2 x^k}{\partial u^\alpha \partial u^\beta}. \tag{76}
\]

By permuting indices, we have the next formula for the torsion tensor of hypersurface \( Y^{n-1} \):

\[
T^\gamma_{\alpha\beta} = a^{\gamma\alpha} g_{\beta\gamma} S^\beta_{\alpha} \frac{\partial x^i}{\partial u^\alpha} \frac{\partial x^j}{\partial u^\beta} \tag{77}
\]

using tensors \( a_{\alpha\beta} \) and \( T^\gamma_{\alpha\beta} \), both metric and torsion, we can explore the geometry of the space hypersurface \( Y^{n-1} \).

The connection of \( Y^{n-1} \) will be determined by the formula (73).

Below we use the mixed tensors values which enumerated two types of indices, while Latin indices refer to the containing space \( Y^n \) and are responsive to the coordinate transformation \( x^i \), and Greek indices belong to the space hypersurface \( Y^{n-1} \) and are responsive to the coordinate transformation \( y^i \).

The index \( i \) is not responsive to the coordinate \( y^i \) transformation into \( Y^{n-1} \), and the index \( \alpha \) does not respond to the coordinate \( x^i \) transformation in \( Y^n \). For example, the formula to calculate the covariant derivative of a mixed tensor:

\[
A^i_{\gamma\delta} = A^i_{\gamma\delta} + \Gamma^i_{\gamma\delta} A^\alpha_{\gamma\delta} \frac{\partial x^\alpha}{\partial y^\gamma} - T^i_{\gamma\delta} A^\alpha_{\gamma\delta} \frac{\partial x^\alpha}{\partial y^\gamma} + G^\alpha_{\gamma\delta} A^\alpha_{\gamma\delta} - G^\alpha_{\gamma\delta} A^\alpha_{\gamma\delta}. \tag{78}
\]

The direct calculations lead us to formulas

\[
u_{i\alpha \beta} - u_{i\beta \alpha} = R^p_{i\alpha \beta} \frac{\partial x^i}{\partial y^\alpha} \frac{\partial x^\delta}{\partial y^\beta} + S^i_{\delta \alpha \beta} \frac{\partial x^\delta}{\partial y^\alpha} \frac{\partial x^i}{\partial y^\beta}, \tag{79}
\]

\[
u_{y\alpha \beta} - u_{y\beta \alpha} = R^p_{y\alpha \beta} u^p + T^i_{y\alpha \beta} u^i. \tag{79}
\]

where \( R^p_{\beta\gamma} \) is curvature tensor of space \( Y^{n-1} \) compiled by using the components of connection \( G^\alpha_{\beta\gamma} \).

A further aim of our study is to obtain some analogs of Peterson-Kodachi equations. To do this, consider the system of values:

\[
\xi^i_{\alpha} = \frac{\partial x^i}{\partial y^\alpha}. \tag{80}
\]

At each point of the hypersurface \( Y^{n-1} \) we can build raper consisting of the vectors:

\[
\xi^i_{\alpha}, \ldots, \xi^i_{n-1}, y^i, \tag{81}
\]

where \( \xi^i_{\alpha}, \ldots, \xi^i_{n-1} \) are linearly independent tangent vectors and \( y^i \) is normal vector, defined since the metric and connectivity agreed.

Next we act formally; the idea is the same as in the classical case, and we will indicate significant new moments.

We compute the derivative of the mixed tensors \( \xi^i_{\alpha} \):

\[
\xi^i_{\alpha\gamma} = \xi^i_{\alpha\gamma} + \Gamma^i_{\alpha\gamma} \frac{\partial x^i}{\partial y^\gamma} - C^\gamma_{\alpha\eta} \xi^i_{\eta\gamma}. \tag{82}
\]

In contrast to the case of torsion-free connection, we have the equality:

\[
\xi^i_{\alpha\gamma} = -\xi^i_{\eta\gamma} \tag{83}
\]

Next, we permute the indices in equation

\[
0 = a_{\alpha\beta} = \left( g_{\alpha\gamma} \xi^i_{\beta\gamma} \right) = g_{\alpha\gamma} \xi^i_{\beta\gamma} + g_{\alpha\gamma} \xi^i_{\beta\gamma}, \tag{84}
\]

we obtain

\[
g_{\alpha\gamma} \xi^i_{\beta\gamma} = 0. \tag{85}
\]

Hence, we can write a decomposition:

\[
\xi^i_{\beta\gamma} = \pi_{\alpha\beta} y^i. \tag{86}
\]

Remark II. \( \pi_{\alpha\beta} \) is tensor, which is similar to the second fundamental tensor of hypersurfaces \( Y^{n-1} \), but its structure in this space is substantially different from the case of Riemannian spaces with zero torsion.

Then, we have obtained (by differentiating \( g_{ij} y^i \xi^j_{\alpha} = 0 \) by \( y \)) the formula:

\[
g_{ij} \xi^i_{\gamma} \xi^j_{\alpha} = -\pi_{\gamma\alpha}. \tag{87}
\]

Similarly, by differentiating \( g_{ij} y^i y^j = 1 \) by \( y \), we obtain

\[
y^i \xi^i = -a^{\alpha\gamma} \pi_{\alpha\gamma} y^\gamma. \tag{88}
\]

Formulae (86) and (88) characterize the change of vectors in the small accompanying frame relative to this frame itself.
Further, we obtain
\[ \xi^i_{\beta\lambda\gamma} - \xi^i_{\beta\gamma\lambda} = -R^i_{\kappa\lambda\beta} \xi^i_{\kappa\gamma} + R^i_{\lambda\beta\gamma} \xi^i_{\kappa} + T^i_{\lambda\gamma\beta} \xi^i_{\kappa}. \]

We have the equality
\[ H^{ij}_k - H^{ij}_k + F^{ij}_k + g^{ij}_k S_{lk} = 0. \]

Remark 12. If (91) contract with \( g_{ij} \) \( \eta^j \); then we obtain identically zero equals zero.

Thus, we have the two types of formulas. Formula (90) does not contain the torsion tensor explicitly, but it is counted in the tensor \( \pi_{\alpha\beta} \). In the formula (91) the torsion tensor of the hypersurface is present explicitly and in the form of coefficients of \( \pi_{\alpha\beta} \) and appears in the calculation of the covariant derivative.

5. Establish Some Important Relationships

We consider the equation
\[ S^i_{jk,p} - S^i_{j,pk} = R^i_{jk;p} S^i_{tk} + R^i_{jp} S^i_{jt} - R^i_{jr} S^i_{jk}. \]

Next if we put \( S^p_{ij,p} = 0 \), then it follows that \( \varphi_{ij} - \varphi_{j,i} = 0 \) and hence the value \( S^p_{ip} \) can be expressed in terms of the partial derivative of the scalar \( S^p_{ip} = \varphi_i = (\ln \psi)_i \). System (99) takes the form
\[ H^i_j = g^{kp} g^{jr} R^i_{jk} S^j_{pk} + g^{kp} g^{jr} R^i_{jk} S^j_{pk} - g^{kp} g^{jr} R^i_{jk} S^j_{pk}, \]

We consider the tensor
\[ C^{jk} = g^{kp} g^{jr} S^j_{pk} + g^{kp} g^{jr} S^j_{pk} + g^{kp} g^{jr} S^j_{pk}, \]

obvious that tensor is antisymmetric.

We have the equality
\[ H^{jk} - H^{kj} = C^{jk}_{ij} + F^{jk} + g^{kp} g^{jr} S^j_{pk} S^j_{pt}. \]
By direct calculations we can conclude that
\[
g_{jk} - g_{kj} = \frac{1}{2} \left( C^{pq}_{ij} S^j_{pq} - C^{pq}_{kp} S^j_{pq} \right);
\]
and hence
\[
H_{jk} - H_{kj} = C_{jk} + F_{jk} + \frac{1}{2} \left( C^{pq}_{ij} S^j_{pq} - C^{pq}_{kp} S^j_{pq} \right). \tag{107}
\]

We calculate the covariant derivative
\[
C^i_{jk} = -C^i_{kj} = - \left( C^i_{kj} + \Gamma^i_{pj} C^{jkp} + \Gamma^i_{pj} C^{ikp} + \Gamma^i_{pj} C^{kpj} \right). \tag{108}
\]

By virtue of the fact that tensor \( C^{ijk} = g^{ij} g^{kp} S^l_{pq} + g^{ik} g^{jp} S^l_{pq} + g^{jk} g^{ip} S^l_{pq} \) is antisymmetric, we have
\[
\Gamma^i_{pj} C^{jkp} = \frac{1}{2} \left( \Gamma^i_{pj} C^{jp} + \Gamma^i_{pj} C^{jkp} \right) = \frac{1}{2} S^i_{pq} C^{jkp}, \tag{109}
\]

similarly, we obtain
\[
\Gamma^k_{pl} C^{ip} = \frac{1}{2} C^{ip} \left( (\Gamma^k_{pl} - \Gamma^k_{ip}) = \frac{1}{2} S^k_{pq} C^{ip} \right), \tag{110}
\]

Then we write,
\[
C^i_{jk} = -C^i_{kj} = - \left( C^i_{kj} + \frac{1}{2} S^i_{pq} C^{kpq} + \frac{1}{2} S^f_{pq} C^{fpq} \right)
- \Gamma^i_{pq} C^{kpq},
\]

\[
H_{jk} - H_{kj} = C_{jk} + \frac{1}{2} S^i_{pq} C^{kpq}
- \Gamma^i_{pq} C^{kpq} + F_{jk} + \frac{1}{2} \left( C^{pq}_{ij} S^j_{pq} - C^{pq}_{kp} S^j_{pq} \right),
\]

\[
H_{jk} - H_{kj} = C_{jk} - \Gamma^i_{pq} C^{kpq} + F_{jk}.
\] \tag{111}

We will compute \( \Gamma^p_{ip} \); for this, we recall that \( \Gamma^p_{ip} = (1/2) g_{pj} \left( \partial \sqrt{|g|} / \partial x^i \right) \), and \( \Gamma^p_{ip} = \Gamma^p_{ip} + S^p_{ip} \) and obtain
\[
\Gamma^p_{ip} = \frac{1}{\sqrt{|g|}} \left( \partial \sqrt{|g|} / \partial x^i \right) + (\ln |g|)_j = (\ln |g|)_j.
\] \tag{112}

Then we obtain
\[
H_{jk} - H_{kj} = C_{jk} - (\ln |g|)_j C^{jk}.
\] \tag{113}

We multiply by \( \psi^{-1} \) and have
\[
\psi^{-1} \left( H_{jk} - H_{kj} - F_{jk} \right)
= -\psi^{-1} \left( C_{jk} + \ln |\psi| \right)_j C^{jk}.
\] \tag{114}

We differentiate the last equality, in view of the antisymmetry of the tensors, and we obtain the next important equality:
\[
\left( \psi^{-1} \left( H_{jk} - H_{kj} - F_{jk} \right) \right)_j = 0. \tag{115}
\]

6. The Field Equations

Below we consider the derivation of the field equations in depending on conditions.

6.1. The Field Equations in the Absence of Symmetry Conditions. Let \( \Gamma^i_{jk} \) be constructed on the basis of connection \( n \)-dimensional manifold. It is not assumed that the \( \Gamma^i_{jk} \) are symmetric in \( j \) and \( k \). Regardless of connection \( \Gamma^i_{jk} \), we introduce symmetric metric tensor \( g_{jk} \) (4).

We will derive the field equations from the variation principle of least action, by varying the function \( \Gamma^i_{jk} \) and \( g_{jk} \) independently.

Using (23) we can write the Riemann tensor
\[
R_{ij} = \Gamma^p_{ip,j} - \Gamma^p_{jp,i} + \Gamma^p_{kl} \Gamma^l_{ip} - \Gamma^p_{kl} \Gamma^l_{jp}. \tag{116}
\]

We form the scalar density as \( (R_{ik} + S^i_{ih} S^h_{ik}) \sqrt{g} \) as the independent variables, are zero (at the boundaries they do not vary).

Without dwelling on the standard intermediate calculations, we find that the variation with respect to \( g_{jk} \) leads to the equation
\[
R_{ik} + S^i_{ih} S^h_{ik} = 0; \tag{118}
\]
then the variation with respect to \( \Gamma^i_{jk} \) gives the equation
\[
g^i_{jk} + \frac{1}{2} \left( g^{i1} g_{pk} + g^{i2} g^{1k} \right)
- \delta^i_k \left( g^{ip} - \frac{1}{2} g^{ip} g_{km} g_{np} + g^{ip} g^{pq}_{kpq} \right) - g^{ij} \Gamma^p_{kp} \tag{119}
+ 2 \left( g^{ip} S^k_{ip} + g^{ip} S^k_{kp} \right) = 0.
\]
If we contract the left side of the last equality by indices $i$ and $k$, then we obtain zero identically equal to zero. If we contract by indices $j$ and $k$, we obtain the equation

$$-3g_{ij} + \frac{3}{2} g^{ij} (g_{pq} g^{pq} + g_{ij} g_{pq} - 3g^{pq} g_{ip} g_{jq} + g_{ij} g^{pq}) = 0. \quad (120)$$

Therefore, we have

$$g_{ij} - \frac{1}{2} g^{ij} (g_{pq} g^{pq} + g_{ij} g^{pq} - g_{ij} g^{pq} - g_{ij} g^{pq}) = 0 \quad (121)$$

Then we lowered upper indices by using the metric and obtained the equation

$$-g_{ij} - \frac{1}{2} g_{ijkl} g_{pq} g_{lm} + g_{ij} g_{pq} - g_{ij} g_{pq} - g_{ij} g_{pq} = 0 \quad (122)$$

We use the symmetry of tensor $g_{ij}$ and rearrange $i$ and $j$ and deduce the equation

$$5 \left( g^{ij} S_{ij} + g_{ij} S_{pq} \right) + \frac{1}{3} \left( g_{ijkl} S_{ij} + g_{ijkl} S_{pq} \right) = 0. \quad (123)$$

Further, we obtained

$$-g_{ij} - \frac{1}{2} g_{ijkl} g_{pq} g_{lm} + g_{ij} g_{pq} - g_{ij} g_{pq} - g_{ij} g_{pq} = 0 \quad (124)$$

Thus, we obtained the field equations (122) by varying connection obtained equation and as a result of them we obtained (123) where there are only metric and torsion. We assuming that the electromagnetic component is absent $\varphi = 0$, then, from (123) we have $S_{ij} = 0$, and connection is symmetrical, as in Riemann geometry and (124) shows the known law of Einstein-Hilbert problem for the gravitational field. If $\varphi \neq 0$ and the metric is flat (no gravitational field), then from (124) can be obtained Maxwell equations for electromagnetic field in vacuum.

6.2. The Einstein-Hilbert Equation in Case of the Absence of Symmetry Conditions, When the Lagrange Function Is Depending on the Torsion Tensor. Now we also start from the variation principle of the least action in the form $\delta(W_m + W_g) = 0$, where $W_m$ and $W_g$-action, respectively, for matter and field values, we are varying $g_{ij}$.

By standard calculations, we have

$$\delta \int \left( R_{ik} + S_{ijkl} \right) g^{jk} \sqrt{-g} dV = K_1 \int \left( R_{ik} + S_{ijkl} \right) g^{jk} \sqrt{-g} dV \quad (125)$$

Similarly, we obtain

$$S_{ijkl} g^{jk} \sqrt{-g} - \delta(-g) = -\frac{1}{2} S_{ijkl} g^{jk} \sqrt{-g} g_{ik} \sqrt{-g} \delta g^{jk}. \quad (126)$$

Now we compute $g^{jk} \sqrt{-g} \delta R_{ik}$ directly by using the definition and thus obtain two types of summands, the first has the standard form $g^{jk} (\delta T_{ik}) = g^{jk} \delta T_{ik}$, where it is considered that $g^{jk} = 0$ and by Stokes' theorem turns into zeros. The term of the second type exists due to the absence of symmetry connection: $g^{jk} \delta R_{ik} = g^{jk} \delta (T_{ik} - T_{ik} - R_{ik} \Gamma_{jk}^l)$, Then we express the connection coefficients via the metric and torsion, and after a rather lengthy calculation, we obtain

$$g^{jk} \delta R_{ik} = \left( S^{ij}_{ip} S_{pq} - S^{ij}_{ip} S_{pq} - g_{ik} g^{pq} - S_{ij} \delta T_{ik} \right) \delta g^{jk}. \quad (127)$$

Thus, we have

$$\delta \int \left( R_{ik} + S_{ijkl} \right) g^{jk} \sqrt{-g} dV = \int \left( R_{ik} - \frac{1}{2} g_{ik} R + \left( S^{ij}_{ip} S_{pq} + S^{ij}_{ip} S_{pq} + g_{ik} g^{pq} \delta T_{ik} \right) \delta g^{jk} \right) \sqrt{-g} g^{jk} dV. \quad (128)$$

Then we obtain the conclusions

$$\delta W_g = K_2 \int T_{ik} \sqrt{-g} \delta g^{jk} dV, \quad (130)$$

where a physical constant $K_1$, as a rule, in a classic case is $c^2/16\pi \kappa$ and $k$ is called the universal gravitational constant.

For variation of the action of matter, we find

$$\delta W_m = K_2 \int T_{ik} \sqrt{-g} \delta g^{jk} dV, \quad (130)$$

where $T_{ik}$ is energy-momentum tensor of matter. $K_2$ usually take a constant equal to $-1/2c$.

Therefore, by the principle of least action for $\delta W_g + \delta W_m = 0$, we find relations

$$\int \left( R_{ik} - \frac{1}{2} g_{ik} R + \left( S^{ij}_{ip} S_{pq} + S^{ij}_{ip} S_{pq} + g_{ik} g^{pq} \delta T_{ik} \right) \delta g^{jk} \right) \sqrt{-g} g^{jk} dV = 0. \quad (131)$$
because of the arbitrariness $\delta g^{ik}$, we have

$$R_{ik} = \frac{1}{2} g_{ik} R + S^p_{ip} S^q_{kq} + S^p_{iq} S^q_{kp} + g_{kp} \theta^q_{pl} S^m_{qm} + S^l_{ik} \delta^q_{pq} \theta^q_{pq} g_{lk}$$

(132)

where the constant $K$ can be determined by $K_1$ and $K_2$.

7. Conclusions

We have investigated the properties of the space generated jointly and agreed on by the metric and the torsion tensors. We have presented the structure of the curvature tensor and studied its special features and for this tensor we obtained analog Ricci-Jacobi identity and also evaluated the gap that occurs at the transition from the original to the image and vice versa, in the case of an infinitely small contours. The geodesic lines equation has been researched. We have shown that the structure of tensor $\pi_{\alpha\beta}$, which is similar to the second fundamental tensor of hypersurfaces $Y^{n-1}$, is substantially different from the case of Riemannian spaces with zero torsion. Then we have obtained formulas for hypersurfaces $Y^{n-1}$, which characterize the change of vectors in accompanying basis relative to this basis itself.

Taking into consideration the structure of the space with metric and torsion we have reached the aim of our paper that is derived from the variation principle the general field equations (electromagnetic and gravitational) so we are obtained analog of Einstein-Hilbert equation in space $Y^n$.
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