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In many statistical applications, it is often necessary to obtain an interval estimate for an unknown proportion or probability or, more generally, for a parameter whose natural space is the unit interval. The customary approximate two-sided confidence interval (CI) for a parameter, based on some version of the central limit theorem, is known to be unsatisfactory when its true value is close to zero or one or when the sample size is small. A possible way to tackle this issue is the transformation of the data through a proper function that is able to make the approximation to the normal distribution less coarse. In this paper, we study the application of several of these transformations to the context of the estimation of the reliability parameter for stress-strength models, with a special focus on Poisson distribution. From this work, some practical hints emerge on which transformation may more efficiently improve standard confidence intervals in which scenarios.

1. Introduction

In many fields of applied statistics, it is often necessary to obtain an interval estimate for an unknown proportion or probability or, more generally, for a parameter whose natural space is the unit interval [1]. If \( p \) is the unknown parameter of a binomial distribution, the customary approximate two-sided confidence interval (CI) for \( p \) is known to be unsatisfactory when its true value is close to zero or one or when the sample size is small. In fact, estimation can cause difficulties because the variance of the corresponding point estimator is dependent on \( p \) itself and because its distribution can be skewed. A number of papers have been devoted to the development of more refined CIs for \( p \) (see, e.g., [1–4]). Here, we will consider the estimation of the probability \( R = P(X < Y) \), where \( X \) and \( Y \) are two independent r.v.'s. If \( Y \) represents the strength of a certain system and \( X \) the stress on it, \( R \) represents the probability that the strength overcomes the stress, and then the system works (\( R \) is then referred to as the “reliability” parameter). Such a statistical model is usually called the “stress-strength model” and in the last decades has attracted much interest from various fields [5, 6], ranging from engineering to biostatistics. In these works, inferential issues have been dealt with, mainly in the parametric context. The problem of constructing interval estimators for \( R \) has been considered; when an exact analytical solution is not available, approximations based on the delta method and asymptotic normality of point estimators are carried out, some of them making use of some data transformation of the point estimate of \( R \).

In this work, we concentrate on the case of Poisson-distributed stress and strength. Approximate large-sample CIs for the reliability \( R \) have already been built and assessed for different parameter and sample size configurations and have been proved to give satisfactory results unless \( R \) is close to 1 (or, symmetrically, 0) or the sample sizes are too small [7]. With the aim of improving the performance of such CIs, four transformation functions (logit, probit, arcsine root, and complementary log-log) are selected and applied to the maximum likelihood estimate of \( R \), and the resulting CIs are...
empirically compared in terms of coverage probability and expected length.

The paper is laid out as follows: in Section 2 a brief discussion on data transformations is presented, with a special focus on those ordinarily used in connection with the estimation of the reliability parameter of a stress-strength model. Section 3 introduces the stress-strength model with independent Poisson-distributed stress and strength, recalling the formulas for reliability, maximum likelihood estimator, and standard large-sample CI and introducing refinements for the latter based on data transformations. Section 4 is devoted to the Monte Carlo simulation study, which empirically assesses the statistical performance of CIs. An example of application on real data is provided in Section 5, and Section 6 concludes the paper with some final remarks.

2. Transformations and Application to the Estimation of a Stress-Strength Model

In almost all fields of research, one has to deal with data that are not normal. It is common practice to transform the nonnormal data at hand in order to exploit theoretical results that strictly hold only for the normal distribution, with the objective of building plausible or more efficient estimates. Citing [8], “transformations of statistical variables are used in applied statistics mainly for two purposes.” The first one is “variance stabilization.” “A transformation is applied in order to make it possible to use, at any rate approximately, the standard techniques associated with continuous normal variation, for example, the methods of analysis of variance. In particular, transformations are required which stabilize the variance, which is, make the variance of the transformed variable approximately independent of, for example, the binomial probability or the mean value of the Poisson distribution. [...] The constant-variance condition has led to the introduction of the inverse sine, inverse, sinh and square-root transformations which are used nowadays in many fields of applications.” In linear regression models, the unequal variance of the error terms produces estimates that are unbiased but are no longer best in the sense of having the smallest variance [9]. The second purpose is “normalization.” “A transformation is used in order to facilitate the computation of tail sums of the distribution by the aid of the normal probability integral [...] A review of the literature shows that a considerable number of transformations of binomial, negative binomial, Poisson and \( \chi^2 \) variables have been proposed.” In regression models, for example, nonnormality of the response variable invalidates the standard tests of significance with small samples since they are based on the normality assumption [9]. Reference [10] noted how “approximately symmetrizing transformation of a random variable may be a more effective method of normalizing it than stabilizing its variance.” Reference [11], although dated, and the more recent reference [12] provide an exhaustive review of transformation used in statistical data analysis.

If a random variable \( X \), whose probability mass function or density function depends on a parameter \( \theta \), is transformed by a function \( Y = f(X) \), which we suppose henceforth to be strictly monotone, the standard deviation of \( Y \), according to the delta method (see, e.g., [13]), is given approximately by

\[
\sigma_{f(x)}(\theta) \approx \frac{\partial f}{\partial x}(\mu_x(\theta)) \cdot \sigma_x(\theta),
\]

where \( \mu_x(\theta) \) and \( \sigma_x(\theta) \) are the expected value and standard deviation of \( X \). Then the (approximate) standard deviation of the transformed random variable \( Y \) can be made equal to a constant if the function \( f \) is chosen so to satisfy the following relationship:

\[
f(x) = \int_x^\infty \frac{k}{\sigma_x(\theta)} d\mu_x(\theta).
\]

Thus, for example, if \( X \) is distributed as a Poisson random variable with parameter \( \lambda \), being \( \mu_x = \sigma_x^2 = \lambda \), we obtain that the function \( f(x) = \int x^{-1/2} d\lambda = k^* \sqrt{x} \) is a variance stabilizing function, with \( k \) and \( k^* \) proper positive constants. Formula (2) has been empirically shown to provide reasonable stabilization in various applications, as confirmed by its extensive use, but other criteria can be employed based on different “notions” of variance stabilization [8, 12]. Otherwise, modifications to the function derived by (2) can be proposed, for example, in order to reduce or remove the bias [14]. Reference [15] studied the root transformation \( f(x) = \sqrt{x + c} \) for a Poisson-distributed random variable \( X \) and demonstrated that for \( c = 1/4 \) the root-transformed variable \( \sqrt{X + c} \) has vanishing first-order bias and almost constant variance.

Whichever criterion is selected, very often the proper transformation to be adopted is tied to the particular statistical distribution underlying the data. However, as much as often the exact distribution of an estimator for a probability/proportion is not easily derivable, even if the distribution that the sample data came from is known. This sometimes happens, for example, for the maximum likelihood estimator (MLE) of the reliability parameter \( R \) of a stress-strength model. In this case, we do not know “a priori” which transformation may fit the data (i.e., the distribution of the MLE) best.

The focus of this paper is the estimation of a probability; thus we will confine ourselves to transformation of proportions. For this case, among the most used transformations, here we recall the logit, probit, arc sine, and complementary log-log. Table 1 reports the expression, the image, the first derivative, and the inverse of these four functions.

The logit and probit transformations are widely used in the homonym models [16] and more generally when dealing with skewed proportion distributions. They are similar since they are both antisymmetric functions around the point \( x = 0.5 \); that is, \( f(x + 0.5) = -f(-x + 0.5) \). The difference stands in the fact that the logit function takes absolute values larger than the probit, as can be noted looking at Figure 1. With regard to the estimation of the reliability parameter for
Table 1: Transformations.

<table>
<thead>
<tr>
<th>( f(x) )</th>
<th>Codomain ( f^{-1}(x) )</th>
<th>( f'(x) )</th>
<th>( f''(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log[x/(1-x)] )</td>
<td>((-\infty, +\infty))</td>
<td>(1/[x(1-x)])</td>
<td>(e^x/(1 + e^x))</td>
</tr>
<tr>
<td>( \Phi^{-1}(x) )</td>
<td>((-\infty, +\infty))</td>
<td>(1/\phi(\Phi^{-1}(x)))</td>
<td>(\Phi(x))</td>
</tr>
<tr>
<td>( \arcsin(\sqrt{x}) )</td>
<td>((0, +\pi/2))</td>
<td>(1/[2 \sqrt{x(1-x)}])</td>
<td>(\sin^2(x))</td>
</tr>
<tr>
<td>( \log[-\log(1-x)] )</td>
<td>((-\infty, +\infty))</td>
<td>(1/[(1-x)\log(1-x)])</td>
<td>(1 - e^{-e^x})</td>
</tr>
</tbody>
</table>

Figure 1: Plot of transformation functions and dotted horizontal lines of equation \( y = 0 \) and \( x = 0.5 \).

3. Inference on the Reliability Parameter for a Stress-Strength Model with Independent Poisson Stress and Strength

Let \( X \) and \( Y \) be independent rv’s modeling stress and strength, respectively, with \( X \sim \text{Poisson}(\lambda_x) \) and \( Y \sim \text{Poisson}(\lambda_y) \). Then, the reliability \( R = P(X < Y) \) of the stress-strength model is given by (see [6, page 103])

\[
R = P(X < Y) = \sum_{\lambda_x = 0}^{+\infty} \sum_{\lambda_y = 0}^{+\infty} \frac{\lambda_x e^{-\lambda_x}}{i!} \left[ 1 - \sum_{j=0}^{i} \frac{\lambda_y e^{-\lambda_y}}{j!} \right].
\]

(3)

If two simple random samples of size \( n_x \) and \( n_y \) from \( X \) and \( Y \), respectively, are available, the reliability parameter can be estimated by the ML estimator, obtained substituting in (3) the MLEs of the unknown parameters \( \lambda_x \) and \( \lambda_y \):

\[
\hat{R} = \sum_{\lambda_x = 0}^{+\infty} \frac{\lambda_x e^{-\lambda_x}}{i!} \left[ 1 - \sum_{j=0}^{i} \frac{\lambda_y e^{-\lambda_y}}{j!} \right].
\]

(4)

Deriving the expression of the variance of the MLE is not straightforward; however, an approximate expression has been easily derived through the delta method in [7]. Based upon this approximation, a large-sample \( 1 - \alpha \) CI for \( R \) has been built. Such an interval estimator has the usual expression

\[
(R_L, R_U) = \left( \hat{R} - z_{1-\alpha/2} \sqrt{v(\hat{R})}, \hat{R} + z_{1-\alpha/2} \sqrt{v(\hat{R})} \right),
\]

(5)

where \( v(\hat{R}) \) is the sample estimate of the (asymptotic) variance of \( R \) (see [7] for details).

Although such an estimator has been proved to have a satisfactory behavior in terms of coverage for several combinations of sample sizes and values of the reliability parameter, some decay of the performance is observed when \( R \) gets close to the extreme values 0 and 1 and when sample sizes are small. In these cases, the approximation to the normal distribution is in fact very rough, especially because of the skewness of the distribution of \( \hat{R} \). Thus, transformations of the values of the estimates \( \hat{R} \) can be considered in order to “make the data more normal” and produce CIs based on transformed data that have a coverage closer to the nominal level.
Recalling Table 1 and considering the logit transformation of the reliability parameter \( R, \theta = \log[R/(1 - R)] \), the MLE of \( \theta \) is \( \hat{\theta} = \log[\hat{R}/(1 - \hat{R})] \) and an approximate \((1 - \alpha)\) CI for \( \theta \) is

\[
(\hat{\theta}_L, \hat{\theta}_U) = \left( \hat{\theta} - z_{1 - \alpha/2} \sqrt{\frac{\nu(\hat{R})}{\hat{R}(1 - \hat{R})}}, \hat{\theta} + z_{1 - \alpha/2} \sqrt{\frac{\nu(\hat{R})}{\hat{R}(1 - \hat{R})}} \right).
\]

(6)

Then, an approximate \((1 - \alpha)\) CI for \( R \) is

\[
(R_L, R_U) = \left( \frac{\exp(\hat{\theta}_L)}{1 + \exp(\hat{\theta}_L)}, \frac{\exp(\hat{\theta}_U)}{1 + \exp(\hat{\theta}_U)} \right).
\]

(7)

For the other transformations, following the same steps just outlined, approximate "transformed" CIs for \( R \) can be obtained, which are alternative to the standard naive CI of (5); they are synthesized in Table 2.

An alternative way to make inference on the reliability parameter \( R \) for the stress-strength model with independent Poisson random variables can be summarized as follows: (1) to transform (normalize) samples from \( X \) and \( Y \) according to the a proper transformation for the Poisson distribution; (2) to compute point and interval estimates of \( R \) using the methods for a stress-strength model with independent normal variables with known variances \([6, page 112]\). Letting \( \Xi = \sqrt{X + 1/4} \) and \( \Upsilon = \sqrt{Y + 1/4} \), then \( \Xi \) and \( \Upsilon \) are independent and approximately distributed as normal random variables with variance \( \sigma_{\Xi}^2 = \sigma_{\Upsilon}^2 = 1/4 \) and expected value \( \mu_{\Xi} = \sqrt{\lambda_x} \) and \( \mu_{\Upsilon} = \sqrt{\lambda_y} \), respectively. Then, instead of estimating \( R = P(\Xi < \Upsilon) \), one can estimate \( R' = P(\Xi < \Upsilon) \); a \( 1 - \alpha \) confidence interval for \( R' \) is given by

\[
\left( \Phi\left( \hat{\eta} - \frac{z_{1 - \alpha/2}}{\sqrt{M}} \right), \Phi\left( \hat{\eta} + \frac{z_{1 - \alpha/2}}{\sqrt{M}} \right) \right),
\]

(8)

with \( M = (\sigma_{\Xi}^2 + \sigma_{\Upsilon}^2)/(\sigma_{\Xi}^2/n_x + \sigma_{\Upsilon}^2/n_y) \) and \( \hat{\eta} = (\bar{\Xi} - \bar{\Upsilon})/\sigma \) being an estimator of \( \eta = (\mu_{\Xi} - \mu_{\Upsilon})/\sigma \), where \( \bar{\Xi} \) and \( \bar{\Upsilon} \) are the sample means of \( \Xi \) and \( \Upsilon \), respectively, and \( \sigma = \sqrt{\sigma_{\Xi}^2 + \sigma_{\Upsilon}^2} = \sqrt{1/2} \).

An alternative procedure to make inference about the reliability parameter \( R \) can be provided by parametric bootstrap [27, pages 53–56]. In the basic version, it works as follows for the estimation problem at hand.

(1) Estimate the unknown parameters of the Poisson rv’s \( X \) and \( Y \) through their sample means \( \bar{X} \) and \( \bar{Y} \).

(2) Draw independently a bootstrap sample \( x^* \) of size \( n_x \) from a Poisson rv \( X^* \) with parameter \( \bar{X} \) and a bootstrap sample \( y^* \) of size \( n_y \) from a Poisson rv \( Y^* \) with parameter \( \bar{Y} \).

(3) Estimate the reliability parameter, say \( \hat{R}^* \), on samples \( x^* \) and \( y^* \), using the very same expression in (4).

(4) Repeat steps 2 and 3 \( B \) times (\( B \) sufficiently large, e.g., \( 2,000 \)), thus obtaining the bootstrap distribution of \( \hat{R}^* \).

(5) Estimate a \((1 - \alpha)\) bootstrap percentile CI for \( R \) from \( \hat{R}^* \) distribution, taking the \( \alpha/2 \) and \( 1 - \alpha/2 \) quantiles:

\[
\left( \hat{R}^*_{\alpha/2}, \hat{R}^*_{1 - \alpha/2} \right).
\]

(9)

4. Simulation Study

4.1. Scope and Design. The simulation study aims at empirically comparing the performance of the interval estimators presented in the previous section, namely, the standard CI of (5), labeled "AN," those of Table 2 (labeled "logit," "probit," "arc sine," "log log"), and the CIs of (8) and (9), in terms of coverage rate (and also lower and upper uncoverage rates) and expected length. In this Monte Carlo (MC) study, the value of parameter \( \lambda_x \) of the Poisson distribution for stress \( X \) is set equal to a "reference" value 2, and the parameter \( \lambda_y \) of the Poisson distribution modeling strength is varied in order to obtain—according to (3)—several different levels of reliability \( R \), namely, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 0.95.

For each couple \((\lambda_x, \lambda_y)\), a large number (\( n_S = 5,000 \)) of samples of size \( n_x \) and of size \( n_y \) are drawn from \( X \sim \text{Poisson}(\lambda_x) \) and \( Y \sim \text{Poisson}(\lambda_y) \) independently. Different and unequal sample sizes are here considered (all the 16 possible combinations between the values \( n_x = 5, 10, 20, 50 \), and \( n_y = 5, 10, 20, 50 \)). On each pair of samples, the 95\% CIs for \( R \) listed above are built, and the MC coverage rate and the length of the CIs are computed over the \( n_S \) MC samples. Moreover, the lower and upper uncoverage or error rates are computed, that is, the proportion of CIs for which \( R < R_L \) and \( R > R_U \), respectively.
Note that for the smallest sample size, that is, when \( n_x = 5 \) (or \( n_y = 5 \)), a practical problem arises as the sample values of \( X \) (or \( Y \)) may all be 0; in this case, the variance estimate \( v(\hat{R}) \) cannot be computed and a standard approximate CI cannot be built. We decided to discard these samples from the 5,000 MC samples planned for the simulation study and to compute the quantities of interest only on the “feasible” samples. Indeed, the rate of such “nonfeasible” samples is in any case very low under each scenario. For the worst ones, characterized by \( R = 0.1 \) and \( n_x = 5 \), the theoretical rate of “nonfeasible” samples is about 5%.

Since results for the coverage rates of some CIs are often close to the nominal level 0.95, we performed a test in order to check if the actual coverage rate is significantly different from 0.95, that is, to state if such CIs are conservative or liberal. The null hypothesis is that the true rate \( \eta \) of CIs that do not cover the real value \( R \) is equal to \( \alpha = 0.05 \): \( H_o: \eta = \alpha = 0.05 \), whereas the alternative hypothesis is that the rate \( \eta \) is different from \( \alpha: H_1: \eta \neq \alpha \). We employ the test suggested in [28, pages 518-519], which is based on the statistic

\[
\mathcal{F} = \frac{nR + 1}{nS - nR} \cdot \frac{1 - \alpha}{\alpha}, \tag{10}
\]

where \( nR \) is the number of rejections of \( H_0 \) in \( nS \) (5,000 in our case unless there are some nonfeasible samples) iterations of a MC simulation plan. Under \( H_o \), \( \mathcal{F} \) follows an \( F \) distribution with \( v_1 = 2(nS - nR) \) and \( v_2 = 2(nR + 1) \) degrees of freedom. The test rejects \( H_0 \) at level \( \gamma \) if either \( \mathcal{F} \leq \mathcal{F}_{1-\gamma/2, v_1, v_2} \) or \( \mathcal{F} \geq \mathcal{F}_{\gamma/2, v_1, v_2} \), where \( \mathcal{F}_{\gamma, v_1, v_2} \) denotes the \( \gamma \) percentile point of an \( F \) distribution with \( v_1 \) and \( v_2 \) degrees of freedom. The test was performed on each scenario for each kind of CI at a level \( \gamma = 1\% \).

4.2. Results and Discussion. The simulation results are (partially) reported in Table 3 (\( \lambda_y = 2 \), varying \( R \) and the common size \( n_x = n_y \)). The results about the CIs (8) and (9) are not reported here as their performances are overall unsatisfactory. Even if theoretically appealing, the procedure leading to the CI in (8) practically fails; some of the scenarios of the simulation plan were considered, and the CI built following this alternative procedure never provides satisfactory results. For the smallest sample size (\( n = 5 \)) the coverage proves to be larger than that provided by the AN CI but however smaller than the nominal one; for the larger sample size, \( n = 10, 20, 50 \) the coverage rate dramatically decreases (even to values as low as 60%). Paradoxically, the discrete nature of the Poisson variable and thus the quality of the normal approximation of step (1) affect results to a more relevant extent as the sample size increases. As to the bootstrap procedure yielding the CI in (9), this solution is computationally cumbersome; it becomes even more time consuming if bias-corrected accelerated CIs [27, pages 184–188] have to be calculated and it provides barely satisfactory results, as proven by a preliminary simulation study not reported here that confirms the findings reported in [25] for parametric bootstrap inference on the reliability parameter in the bivariate normal case. The rejection of \( H_0 \) based on the test statistic (10) described in the previous subsection is indicated by a “∗” near the actual coverage rate of each CI. Figures 2 and 3 graphically display the values of lower and upper uncoverage rates for the five interval estimators, varying \( R \) in \{0.5, 0.6, 0.7, 0.8, 0.9, 0.95\}, for \( n_x = n_y = 5 \) and \( n_x = n_y = 50 \), respectively. These results comprise only the equal sample size scenarios; those for unequal sample size scenarios do not add much value to the general discussion we are going to outline.

(i) First, the improvement provided by the four transformations to the standard naive CI of \( R \) in terms of coverage is evident. This improvement is considerable for a small sample size and extreme values of \( R \) (say, 0.95) when the coverage rate of the standard naive CI tends to decrease dramatically, even below 90%. Note that for the sample sizes 5, 10, and 20, the actual coverage rate of the standard naive CI is always significantly different (smaller) than the nominal level. Under some scenarios, namely, for \( R = 0.3–0.7 \), the increase in coverage rate is accompanied also by a reduction in the CI average length. On the contrary, for the other values of \( R \), there is an increase in the average width of the modified CIs, which is much more apparent for the logit transformation.

(ii) Examining closely Table 3, one can note that the CI based on the arcsine root transformation is, except for one scenario, uniformly worse in terms of actual coverage than the other three CIs based on logit, probit, and complementary log-log transformations. For small sample sizes (\( n_x = 5, 10 \)), the coverage rate actually provided is significantly different (smaller) than the nominal one. It can also be claimed that this unsatisfactory performance is due to its incapability of symmetrizing the distribution, as can be seen by glancing at the lower and upper uncoverage rates for values of \( R \) getting close to 1; there is an apparent undercoverage effect on the left side (just a bit smaller than that of the “original” standard approximate CI).

(iii) Logit, probit, and complementary log-log transformed CIs have overall a satisfactory performance in terms of closeness to the nominal confidence level. Logit and probit CIs exhibit a similar behavior as both the lower and upper uncoverage rates they provide are close to the nominal value (2.5%). On the contrary, complementary log-log function (as well as arcsine root) often produces a larger undercoverage on one side (here, left), which is partially balanced by an overcoverage on the other side (here, right). This is clear evidence of the higher symmetrizing capability of the logit and probit transformations. However, taking into account the results of the hypothesis test based on the statistic (10), the probit and complementary log-log functions are those that overall perform best; the statistical hypothesis that their actual coverage rate is equal to the nominal one is always accepted except for one case (\( R = 0.1 \) and \( n = 5 \)), whereas the same hypothesis is sometimes rejected (10 times out of 40) for the logit function (which tends to produce significantly larger coverage for small sample sizes).
<table>
<thead>
<tr>
<th>$R$</th>
<th>$n_x$</th>
<th>$n_y$</th>
<th>cov</th>
<th>AN</th>
<th>LE</th>
<th>UE</th>
<th>Logit</th>
<th>LE</th>
<th>UE</th>
<th>Probit</th>
<th>LE</th>
<th>UE</th>
<th>Arccsin</th>
<th>LE</th>
<th>UE</th>
<th>Loglog</th>
<th>LE</th>
<th>UE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5</td>
<td>0.34</td>
<td>0.37</td>
<td>0.72</td>
<td>2.66</td>
<td>0.17</td>
<td>96.73</td>
<td>0.07</td>
<td>2.07</td>
<td>94.355</td>
<td>0.12</td>
<td>4.53</td>
<td>96.20</td>
<td>0.36</td>
<td>0.17</td>
<td>93.50</td>
<td>0.48</td>
<td>1.98</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.40</td>
<td>0.31</td>
<td>1.11</td>
<td>0.25</td>
<td>0.26</td>
<td>95.57</td>
<td>0.15</td>
<td>0.64</td>
<td>92.82</td>
<td>0.06</td>
<td>6.42</td>
<td>95.65</td>
<td>3.02</td>
<td>1.12</td>
<td>95.00</td>
<td>0.25</td>
<td>1.00</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.36</td>
<td>0.37</td>
<td>0.74</td>
<td>2.06</td>
<td>0.20</td>
<td>94.94</td>
<td>0.14</td>
<td>0.44</td>
<td>93.62</td>
<td>0.14</td>
<td>4.94</td>
<td>95.12</td>
<td>2.30</td>
<td>1.62</td>
<td>95.00</td>
<td>0.19</td>
<td>0.90</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.94</td>
<td>0.52</td>
<td>0.94</td>
<td>0.23</td>
<td>0.24</td>
<td>95.18</td>
<td>0.18</td>
<td>0.56</td>
<td>94.50</td>
<td>0.32</td>
<td>1.94</td>
<td>94.50</td>
<td>2.26</td>
<td>1.94</td>
<td>95.00</td>
<td>0.19</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Legend: "cov" = actual coverage rate; "LE" = lower error rate; "UE" = upper error rate.  
*The rejection of H0.

Table 3: Simulation results ($\lambda_x = 2$).
(iv) Differences in behavior among the four “transformed” CIs tend to become more apparent for small sample sizes and for extreme values of $R$ close to 0 or 1 as can be seen looking at the bottom right graph of Figure 2. Clearly, the same differences tend to vanish as the sample sizes increase and $R$ tends to 0.5 (see the top left graph in Figure 3).

(v) Contrary to what one would predict, the performances in terms of coverage rate of logit, probit, and complementary log-log-based CIs do not seem to be negatively affected by sample size; in fact, as underlined before, an (sometimes significant) increase of the coverage rate of the logit CIs is noticed when the sample size is small ($n_x = 5$), whereas the other two CIs show an almost constant trend. The CI exploiting the arcsine root transformation is the one taking most advantage from the increase in sample size. Obviously, there is an increase in the average length of the CIs moving to larger sample sizes.

(vi) As one could expect, there is a symmetry in the behavior of each CI when considering two complementary values of $R$ (i.e., values of $R$ summing to 1) keeping the sample size fixed; the values of the coverage rate and average width are similar. As to the uncovery rates, they are nearly exchangeable for AN, logit, probit, and arcsin CIs; that is, a lower uncovery error for a fixed value of $R$ is similar to the upper uncovery error for its complementary value (or at least their relative magnitude is exchangeable). This feature does not hold for log-log CIs, which always present a left-side uncovery error larger than that of the right-side. These features are weakened for $R$ equal to 0.9 (and $1 - R$ then equal to 0.1) probably because of the presence of “nonfeasible” samples as discussed in Section 4.1, which distorts this symmetry condition.

(vii) Finally—the relative results are not reported here for the sake of brevity—moving to larger values (i.e., larger than 2) of $\lambda_x$, keeping $R$ constant, seems to bring benefit to the performance of all the CIs as can be quantitatively noted by the reduced number of rejections of the null hypothesis of equivalence between actual and theoretical coverage. This may be explained by the fact that for a large parameter $\lambda$, the Poisson distribution tends to a normal distribution; therefore, larger values of $\lambda_x$ imply a better normal approximation to Poisson and, presumptively, to the MLE $\hat{R}$.

In Figure 4, for illustrative purposes, the MC distribution of $\hat{R}$ and the transformed data according to the four transformations are displayed ($R = 0.8$ and $n_x = n_y = 5$). We can note at a glance that logit and probit produce distributions closer to normality than arcsine root and log-log complementary functions, which do not seem completely able to “correct” the skewness of the original distribution. However, implementing the Shapiro-Wilk test of normality on the four transformed distributions leads to very low $P$-values, practically equal to 0, except for the probit function whose $P$-value is 0.03152, thus proving that in this case all the transformed data distributions are still far from normality.
5. An Application

The application we illustrate here is based on the data described in [29] and already used in [7], to which we redirect for full details. On these data, we build the four 95% CIs based on the transformations of Table 2, along with the standard one. The results (lower and upper bounds and length of the CIs) are reported in Table 4. Although the five CIs are not much different from each other, nevertheless we can note that all four transformation-based intervals have both lower and upper bounds smaller than the corresponding bound for the standard naïve interval (i.e., they are left shifted with respect to it); the logit transformation yields an interval a bit wider than the standard one, whereas the other three transformations produce a slight decrease in its length.

6. Conclusions

This work provided an empirical analysis of the convenience of data transformations for estimating the reliability
parameter in stress-strength models. We focused on the model involving two independent Poisson random variables since this is a case where the distribution of the MLE is not easily derivable and exact CIs cannot be built; thus, transformation of the estimates is a viable tool to refine the standard naïve interval estimator derived by the central limit theorem. Four transformations were considered (logit, probit, arcsine root, and complementary log-log) and empirically assessed under a number of scenarios in terms of the coverage and average length of the CI they produced. Results are in favor of logit, probit, and complementary log-log functions—although to varying degrees—which ensure a coverage rate close to the nominal coverage even with small sample sizes. On the contrary, the arcsine root function, although improving the performance of the standard CI, often keeps its coverage rates under the nominal confidence level. These findings were to some extent predictable since logit and probit transformations are very popular link functions in generalized regression models but are a bit surprising with regard to the complementary log-log function whose use is limited.

Future research will ascertain if such results hold true for other distributions for the stress-strength model and will eventually inspect alternative data transformations.
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