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1. Introduction

Industrial wireless sensor networks (IWSNs) have been gaining acceptance during the last decade, largely due to the greatly increased flexibility, lower cost, and scalability that they have been shown to provide [1]. Nevertheless, quite a few issues have not been addressed properly in existing research work in this field. For example, a very challenging problem like the design of routing protocols in the industrial wireless sensor networks still needs to be explored.

Routing is a key process to be considered in the industrial wireless sensor networks due to their inherent characteristics. In such environment, due to the limited wireless transmissions range of each node, it may be necessary for one sensor node to ask for the aid of other sensor nodes in forwarding a packet to its destination, usually the sink [2]. Consequently, the routing protocol in industrial wireless sensor networks should not only facilitate the data transmission, but also consider sensor constraints and to provide reliability and latency requirements since routing decisions can impact the network lifetime, the packet delivery rates, and the end-to-end packet delays.

A number of exiting surveys in the industrial wireless sensor networks field present the industrial challenges and technical approaches or comparisons of the current standards [3, 4]. However, a comprehensive review on routing protocols appears to be missing. In this paper, we give a survey on routing protocols for industrial monitoring applications of the wireless sensor networks technology, and we present their limitations and weaknesses according to the industrial requirements.

2. Industrial Wireless Sensor Networks

Industrial applications represent a class of sensor network applications with enormous potential benefits for engineering communities. Many of the attempts aim at eliminating cabling in the industry environment, among which wireless sensor networks are a novel and promising technology [5]. In this section, we present a classification of the industrial applications [6]. We also present the appropriate network topology suggested for industrial monitoring applications. Finally, we highlight the basic requirements for designing an efficient...
routing protocol for industrial monitoring applications of the wireless sensor networks; see Table 2 [7].

2.1. The Main Challenges in the Industrial Wireless Sensor Networks. The biggest challenges for the realization of the IWSNs can be outlined as follows [8].

(i) The harsh industrial environmental conditions may cause a portion of industrial sensor nodes to malfunction [9], since, in such environments, sensors may be subject to RF (radio frequency) interference, highly caustic or corrosive environments, high humidity levels, vibrations, dirt and dust, or other conditions that challenge performance [10].

(ii) Limited resources: the design and implementation of IWSNs are constrained by the limited physical size of the sensor nodes; they have limited battery energy supply. At the same time, they have limited memories and restricted computational capabilities [11].

(iii) Quality-of-service requirements, due to the diverse range of applications that can be found in industrial scenarios and their differing requirements, there is a need for quality of service provisioning so that the technology can be successfully adopted, especially in terms of reliability, energy management, and message transmission delays. The QoS provided by IWSNs refers to the accuracy between the data reported to the sink node and what is actually occurring in the industrial environment.

(iv) Data redundancy, sensor observations are highly correlated in the space domain, because of the high density in the network topology. Moreover, the nature of the physical phenomenon constitutes the temporal correlation between each consecutive observation of the sensor node.

(v) Packet errors and variable-link capacity, in IWSNs, wireless links exhibit widely varying characteristics over time and space due to noisy environment. Thus, capacity and delay attainable at each link are location dependent and vary continuously, making QoS provisioning a challenging task.

(vi) Large-scale deployment and ad hoc architecture, most IWSNs contain a large number of sensor nodes (hundreds to thousands or even more), which might be spread randomly over the deployment field. Moreover, the lack of predetermined network infrastructure necessitates the IWSNs to establish connections and maintain network connectivity autonomously.

2.2. Industrial Applications. Due the diversity of the industrial applications, they are classified into three categories and six classes by industrial market, as presented in Table 1.

Class 1 "emergency action" includes safety-related actions that are critical to both personnel and plant. Most safety functions are performed through dedicated wired networks to limit both failure and vulnerability to external events or attack. Examples are safety interlock, emergency shutdown, and fire control.

Class 2 "closed loop supervisory control" usually has long time constants, with latency of communications measured in seconds to minutes. Example is equipment selection.

Class 3 "open loop control" includes actions where an operator, rather than a machine, closes the loop between input and output. Latency for this class of action is human scale, measured in seconds to minutes.

Class 4 "monitoring with short-term operational consequences" includes high-limit and low-limit alarms and other information that might evoke more verification. Latency for this class of information is typically low, measured in minutes or even hours.

Class 5 "monitoring without immediate operational consequences" includes objects without strong latency requirements. Some, like sequence of events, require high reliability; others, like reports of slowly-changing information of low economic value, do not need to be so reliable since loss of a few consecutive samples may be unimportant.

A recent study [12], presented by the International Society of Automation [6], identified that industrial users are interested in deploying wireless networks for the less critical applications such as the monitoring classes 4 and 5, where determinism is not required and higher latencies can be tolerated. In fact, when considering deploying a wireless sensor network in a factory installation, 88.8% of interested parties "users and vendors" identified a strong preference for monitoring applications. Control applications were only considered by 13% of those companies surveyed. So, our main focus in this work is on the monitoring applications, where the successful delivery of data is of a paramount interest and the acceptable delays for the applications are in the order of seconds to minutes.

2.3. Network Topology of Industrial Monitoring Applications. Although the network topology is difficult to generalize in some kind of applications, the appropriate network topology suggested for the industrial monitoring applications is the mesh topology or a hybrid of the star and the mesh topology [7]. According to the networking working group (NWG) of the internet engineering task force (IETF) [5], typical industrial scenarios may have multiple sinks with the number of sinks being far smaller than the total number of nodes. The network may be composed of 10 to 200 nodes and usually the maximum number of hops to reach the sink from any source is 20 hops. It is assumed that the nodes themselves will provide routing capability for the network. In addition, they should be small and easily deployed with reduced battery and memory capacity. They should be able to operate in a wide range of environmental conditions found in industrial scenarios. Also, it is generally expected that nodes with routing capabilities will be stationary as well as the sinks that will be connected to the backbone. An example of a typical topology of industrial monitoring applications presented by ISA SP100.11 in [13] is illustrated in Figure 1.
### Table 1: Industrial applications classification.

<table>
<thead>
<tr>
<th>Category</th>
<th>Class</th>
<th>Application</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>0</td>
<td>Emergency action</td>
<td>Always critical</td>
</tr>
<tr>
<td>Control</td>
<td>1</td>
<td>Closed loop regulatory control</td>
<td>Often critical</td>
</tr>
<tr>
<td>Control</td>
<td>2</td>
<td>Closed loop supervisory control</td>
<td>Usually noncritical</td>
</tr>
<tr>
<td>Control</td>
<td>3</td>
<td>Open loop control</td>
<td>Human in the loop</td>
</tr>
<tr>
<td>Monitoring</td>
<td>4</td>
<td>Alerting</td>
<td>Short-term operational consequence. For example, event-based maintenance</td>
</tr>
<tr>
<td>Monitoring</td>
<td>5</td>
<td>Logging and downloading/uploading</td>
<td>No immediate operational consequence. For example, history collection, sequence of events, and preventive maintenance</td>
</tr>
</tbody>
</table>

![Figure 1: ISA SP100.11a basic network.](image)

**2.4. Routing Requirements for the Industrial Wireless Sensor Networks.** In this part, we highlight some of the issues that must be taken into consideration when designing routing protocols for industrial monitoring applications of wireless sensor networks, from the viewpoint of the ISA100.11 standardization committee [6] and the ROLL working group [14]. The basic requirements for an efficient routing protocol considered for wireless sensor networks in industrial monitoring applications expect that the routing protocol is able to:

(i) provide reliability and soft latency requirements "seconds to minutes;"

(ii) compute multiple paths of not-necessarily-equal cost toward a given destination so as to enable load-balancing across a variety of paths,

(iii) support different metric types for each link used to compute the path according to some objective function for example, minimize latency and depending on the nature of the traffic,

(iv) support the ability to recompute paths based on the network-layer abstractions of the underlying link attributes/metrics that may change dynamically,

(v) consider node-constrained routing. This includes power and memory, as well as constraints placed on the device by the user, such as battery life,

(vi) distribute sufficient information about the link failures to enable traffic to be routed such that all service requirements especially latency continue to be met,

(vii) be easy to deploy and manage,

(viii) limit the risk incurred by one node being compromised, for instance by proposing a noncongruent path for a given route and balancing the traffic across the network. It must be noted that security considerations are outside of the scope of our work.

The next section presents the state of the art of the exiting routing protocols for the industrial monitoring applications of Wireless Sensor Networks.

### 3. Routing Protocols in Industrial Wireless Sensor Networks

We present here the exiting routing protocols in the industrial wireless sensor networks, especially routing protocols for the monitoring applications, where the successful delivery of data is of a paramount interest and the acceptable delays for the applications are in the order of seconds to minutes. We present their limitations and weaknesses according to the industrial routing requirements presented in Section 2.

Heo et al. proposed in [15] EARQ (energy aware routing for real-time and reliable communication in wireless industrial sensor networks). It is a location-based proactive routing protocol that aims to maintain an ongoing routing table. In EARQ, a node estimates the energy cost, the delay and the reliability of a path toward the sink node, based only on the information from neighboring nodes. It selects a path that expends less energy among paths that deliver a packet in time. Sometimes, it selects a path that expends more energy than the optimal path, because the path is randomly selected, according to a probability. The deadline, which is the maximum tolerable packet delay, is estimated based on the density of the sensor nodes and the radio range. In addition, EARQ sends a redundant packet via an alternate path if the reliability of a path is less than a predefined value. However, the number of packets in the network increases and it can be congestion or increased energy expenditure.
Table 2: Routing protocols for industrial wireless sensor networks.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>EARQ: energy aware routing for real time and reliable communication in wireless industrial sensor networks [15]</td>
<td>Provides reliability, reduced delay, and energy efficiency</td>
<td>(i) Requires global accurate positioning information to perform the routing (ii) Results in control message overhead and does not consider the buffer size limitation of the sensor nodes</td>
</tr>
<tr>
<td>A reliable routing protocol based on deterministic schedule for wireless industrial networks [14]</td>
<td>Provides reliability, energy saving, low complexity, and data aggregation</td>
<td>(i) Results in data redundancy (ii) Does not consider delay (iii) Does not motion how to measure routing metrics and does not consider the buffer size limitation of the sensor nodes</td>
</tr>
<tr>
<td>A reliable and energy efficient routing protocol [16]</td>
<td>Provides reliability and reduces the number of control packets</td>
<td>Uses a single path for routing the data packets and does not consider the inherent characteristics of sensor nodes, which are energy and buffer size limitations</td>
</tr>
<tr>
<td>A lightweight routing protocol for industrial wireless sensor and actuator networks [18]</td>
<td>(i) Provides reliability, low latency, and low complexity (ii) No duplicates and no outdated data packets (iii) Guaranteeing packet progress towards the sink</td>
<td>(i) Requires accurate positioning information to perform the routing tasks (ii) Not energy efficient and does not consider the buffer size limitations</td>
</tr>
<tr>
<td>InRout: A QoS aware route selection algorithm for industrial wireless sensor networks [13]</td>
<td>(i) Provides reliability, low latency and service differentiation (ii) Considers energy and buffer limitations adaptive to any multipath routing protocol</td>
<td>(i) This algorithm does not adopt an effective method for delay calculating; it only considers the minimum number of hops towards the destination (ii) Needs some time to converge</td>
</tr>
<tr>
<td>POCTP: Pareto optimal collection tree protocol for industrial monitoring WSNs [20]</td>
<td>Provides reliability and low latency</td>
<td>(i) Results on control messages overhead (ii) Does not consider energy and buffer size limitations</td>
</tr>
<tr>
<td>Enhancing real time delivery of gradient routing for industrial wireless sensor networks [21]</td>
<td>Provides real time performance and energy efficiency</td>
<td>(i) Use a single path for routing data packets (ii) Does not consider reliability that must be taken into consideration in Industrial Wireless Sensor Networks and does not consider the buffer size limitation</td>
</tr>
</tbody>
</table>

This protocol requires global accurate positioning information to perform the routing tasks and to calculate some of the route selection metrics, which cannot be reliably achieved in indoor scenarios. The location information can be obtained by GPS or localization protocols for estimating the location of a node. This protocol does not consider the inherent properties of WSNs such as the buffer size limitation of the sensor nodes.

Wang et al. presented in [14] a reliable routing protocol based on deterministic schedule for wireless industrial networks. The aim of this protocol is to provide reliability and to meet the special requirement of deterministic scheduling for industrial applications. Moreover, the protocol has the advantages of energy saving and the ability of packets aggregation. The authors developed an improved routing mechanism with feedback and redundancy and proposed a deterministic routing algorithm for both cluster and mesh networks. The algorithm supports deterministic schedule, redundancy, and VCR (virtual communication relations hip) for aggregation. It applies and improves k-shortest path algorithm [15]. However, more comprehensive details on how to measure routing metrics are not motioned.

Kim and Ngo proposed in [16] a reliable and energy efficient routing protocol in industrial wireless sensor networks considering a path with highest end-to-end PRR (packet reception rate) value for transmitting data packets. Data packets are periodically transmitted by the source node over the selected path. Actually, the route establishment mechanism in the proposed protocol is the same as AODV [17]. It is based on the exchanging of RREQ (route request)-RREP (route reply)—DATA packets between the source and the destination. The differences between the proposed protocol and AODV are as follows: each node maintains a PRR value, which is the product of PRR values of the links which composed the reverse path from this node to the source, each RREQ packet contains PRR value of the node that sends out the RREQ and prevId (the identifier of the previous node). Each node calculates the delay time when receiving a RREQ from its neighboring nodes. During the delay time, if a node receives a RREQ sent from a node that has the same prevId as itself, then this node stops rebroadcasting RREQ again. The destination waits for an interval of time to collect multiple the RREQ packets. When this time is expired, the destination selects the RREQ packet.
that has the highest PRR value to transmit RREP. The source, when receiving this RREP, will transmit the data through the established path. The proposed protocol uses only a single path for routing the data packets. It also does not consider the inherent characteristics of the sensor nodes, which are the energy and the buffer size limitations.

Barac et al. presented in [18] a lightweight routing protocol for industrial wireless sensor and actuator networks. They recycled the flooding concept by introducing minor modifications to its generic form in order to exploit its inherently good properties and make it utilizable for uplink in Industrial Wireless Sensor Network applications. The approach is distributed, where each intermediate node independently decides whether to retransmit or discard the received packet. All the information necessary for making the forwarding decision is extracted or derived from the content of the data packets, so there are no control messages exchanged between the nodes. Every packet contains a unique application payload identifier and every node should store the identifiers of seen packets in order to handle the duplicates. A Packet age, TTL (time-to-live) field is checked at every hop and outdated packets are discarded. The approach is location based: the authors used the concept of node weight introduced in [19], in order to make a packet progress towards the sink at every hop. This protocol is capable of delivering data efficiently with low latency and significantly less complexity, but the latency is highly correlated with the topology size and the sensor refresh rate. It is also not energy efficient and does not consider the buffer size limitation of the sensor nodes.

Villaverde et al. proposed in [13] the InRout route Selection algorithm, an adaptive multimetric based route selection algorithm that uses Q-learning to choose the best routes based on the current network conditions and application settings, which can be used with any underlying multipath routing protocol. InRout considers the inherent restrictions and challenges imposed by WSNs with a route differentiation in order to satisfy the needs of the industrial applications like required PER, delay, or energy. InRout is a route selection algorithm that depends on the multipath routing protocols efficiency. For instance, in the case of a route or node failure, it is the role of the underlying routing protocol to discover alternate routes and perform route maintenance. This algorithm does not adopt an effective method for delay calculation; it only considers the minimum number of hops towards the destination and needs some time to converge.

Wu et al. proposed in [20] POCTP (Pareto optimal collection tree protocol for industrial monitoring WSNs) in order to meet multiobjective transmission requirements in industrial monitoring WSNs. This work improved the original CTP [8], that is, a tree based collection protocol where sensor nodes form a set of routing trees with sink node as the roots, and the nodes generate routes using routing gradient measurement. However, CTP (collection tree protocol) is the best effort mechanism, so it does not provide low transmission delay. POCTP uses a multiobjective optimization Pareto based approach to ensure QoS (e.g., transmission throughput, delay, loss of packets). It uses dynamic distributed optimization to select the best routes in order to send sensed data to the sink node within a due time and with the highest reliability. Unique Pareto route set based routing framework, including link quality estimator, routing setting up, and routing engine, is put forwarded grounding on the CTP [8]. This protocol provides real time and reliable data transmission for the industrial monitoring WSNs; it is illustrated by a comprehensive and reasonable hierarchical Petri net based verification model. However, it leads to increase the control messages overhead and does not consider the energy and the buffer size limitations.

Quang proposed in [21] a two-hop neighbor information-based gradient routing to enhance real-time performance with energy efficiency. The proposed scheme combines THVR (two-hop velocity-based routing) [22] and a gradient-based network. So the optimal path is archived in terms of the number of hops to the sink instead of the distance which reduces energy consumption. Additionally, it adopts a selective ACK (acknowledgment) scheme to update two-hop information. To adapt gradient-based networks, this algorithm uses the schemes proposed in IETF ROLL [14, 23]. The schemes are composed of gradient setup, height calculation, and forwarding techniques. In the setup phase, the sink broadcasts a packet containing a counter set to 1. Upon receiving the packet, a node sets its height equal to the counter in the packet (increases the counter by 1) and forwards the packet. The sink sets its height to 0. The heights of other nodes are equal to the smallest number of hops to the sink. Each node calculates joint parameters. A node compares the joint parameters of its neighboring nodes and selects a neighbor to relay its packets to the sink. The proposed algorithm selects the optimal single path based on the delay and does not consider the reliability that must be taken into consideration in the industrial wireless sensor networks.

4. Conclusion and Future Work

In this paper, we have surveyed the state of the art of recent research results on routing protocols for industrial wireless sensor networks. Special attention has been devoted to the routing protocols for monitoring applications. We presented an overview of the industrial application classes and typical network topology of the industrial monitoring applications. We also highlighted some of the requirements for designing routing protocols in the industrial wireless sensor networks. Finally, we summarized the strengths and the weaknesses of the above investigated routing protocols.

As mentioned in Section 2.3, the main challenges in the design of routing protocols for the industrial wireless sensor networks are the reliability, the soft latency and the energy efficiency. Moreover, a routing protocol in such applications is expected to be able to compute multiple paths in order to provide load balancing, fault tolerance, bandwidth aggregation, and reduced delay. Considering node-constrained routing is also a main routing requirement; this includes power and memory. Although the exiting routing protocols presented advantages in providing reliability, reducing delays, and data aggregation, they have deficits that make them do not comply with the industrial routing requirements. For instance, in
terms of using single path routing or requiring global accurate positioning information, this can not be reliably achieved in indoor scenarios. Another interesting point is that most of the solutions proposed in the literature assume data redundancy and the exchange of routing tables and messages used for network self-recovery or node-discovery poses a significant overhead. Some existing routing methodologies do neither provide both reliability nor reduced delay. Moreover, there are other protocols that do not consider sensor nodes limitations or application requirements, which makes them unsuitable for realistic scenarios. Finally, as can be observed, these schemes treat wireless links as point-to-point wired links and ignore the unique broadcast nature of the wireless medium, which can be utilized to improve link reliability and system throughput by routing packets through multiple routes dynamically; this is known as opportunistic routing (OR). We are persuaded that opportunistic routing (OR), will get an even greater importance and attention within the routing for industrial wireless sensor networks since this new routing paradigm may present several merits to the IWSNs, by increasing reliability, that is, a main IWSN's challenge; OR transmits a packet through any possible link rather than by increasing reliability, that is, a main IWSN's challenge; OR considers all possible links, including good quality short-ranged links and poor quality long-ranged links, within one transmission range; OR considers all possible links, including good quality short-ranged links and poor quality long-ranged links, within one transmission; therefore, a transmission may directly jump to the farthest relay which successfully receives the packet. Consequently, performance can be improved [24].
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