A Magnetic Coupling Based Strategy for Synchronization of a System Consisting of Chaotic Modified Van der Pol Duffing Oscillators
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1. Introduction

In 1990, the problems of chaos control [1] and synchronization [2] emerged as two exciting topics in nonlinear science with promising applications. Pecora and Carroll [2] introduced a method to synchronize two identical chaotic systems evolving from different initial conditions, while Ott et al. [1] presented the OGY control algorithm. Chaos synchronization is closely related to the observer problem in control theory and recent studies deal with the synchronization problem based on control theory approach. Chaos synchronization has been intensively investigated in the context of many specific problems arising from physical [3, 4], chemical, and ecological systems [5] and applications to secure communications [6–8] to just mention a few. Enormous research progress has been made in developing and understanding various types of synchronization schemes, such as adaptive control [9], active-backstepping design [10], active control [11–13], backstepping [14], sliding mode control [15], and self-adaptive backstepping [16].

In most of the methods mentioned above, the controllers and the design approach are often very complex and could be difficult to achieve in practice. Thus, designing simple and available control inputs that can achieve global and stable synchronization of coupled oscillators is generally significant and of practical interest in view of the foreseen applications of chaos synchronization in circuits and lasers. This is an open challenge that has remained unresolved. The synchronization in chaotic circuits coupled by mutual inductors has been extensively studied [17]. To the best of our knowledge, little has been done in the synchronization by magnetic field. In this paper, we propose a new approach of synchronization in chaotic circuits coupled by magnetic field. A magnetic core coil is tuned based on the magnetoeimpedance effect [18]. As the bias DC magnetic field is applied along the axis of the inductor body, the transverse permeability of the soft magnetic layer can be changed to achieve the tunability of the inductance. The tunable magnetic core coils have a major role in the current situation where compact designs with high performance are demanded. They are the basic elements of radio frequency that enable the batch fabrication of miniature mechanic structures, devices, and systems for microwave and wireless communication application. The tunable magnetic core coils and capacitors can be used to form tunable filters and low-noise voltage-controlled oscillators (VCOs) [19]. The controller that we propose here depends only on a system.
parameter (the coupling coefficient of the two oscillators coils).

This paper has four aims.

(i) We analyse the dynamics of modified Van der Pol Duffing oscillators coupled by tunable magnetic core coils transformer.

(ii) We use the mutual inductance between the windings (the coupling coefficient) to investigate the synchronization of the two coupled circuits.

(iii) We use the Lyapunov theory, to investigate the conditions leading to practical synchronization of the coupled circuits.

(iv) We present an electronic implementation of this methodology.

The rest of the paper is organized as follows. In Section 2, the circuit of the dynamical systems coupled with a tunable magnetic core coil transformer. In Section 3, basing ourselves on the magnetic coupling factor, we demonstrate the effectiveness of the proposed controller. Finally, conclusions are provided to illustrate the effectiveness and feasibility of the control and synchronization technique. Finally, conclusions are given in Section 5.

2. Circuit Description and State Equations

2.1. Circuit Description. Figure 1(a) shows the circuit model of two identical chaotic circuits coupled by a tunable magnetic core coil. Each chaotic subcircuit consists of capacitors, resistors, and a single nonlinear resistor. A physical realization of the cubic nonlinear negative resistor is provided by Figure 1(b); it consists of an operational amplifier (op-amp), four resistors, and ten signal diodes. It is one of the simplest autonomous chaotic circuits.

2.2. State Equations. Let us consider the two magnetic windings of (Figure 1(a)) where \( l \) is the length and \( r \) is radius. Since \( l \ll r \), using Biot-Savart’s law, we see that the magnetic field at the center of the winding \( 1 \) due to \( I_{31} \) is given by

\[
B_1 = \frac{N_1 I_{31}}{2l}.
\]  

(1)

The flux due to the second winding in the first one is

\[
\phi_{21} = \frac{N_1 B_1 S_1}{l} \left( 1 - \frac{2x^2}{l^2} \right). 
\]  

(2)

The mutual inductance is given by

\[
M_{12} = N_1 \phi_{21} = \sqrt{L} \cdot L \left( 1 - \frac{2x^2}{l^2} \right). 
\]  

(3)

However, using the reciprocity theorem which combines Ampère’s law and Biot-Savart’s law, one may show that the mutual inductance is finally

\[
M_{12} = M_{21} = M = \sqrt{L} \cdot L \left( 1 - \frac{2x^2}{l^2} \right) = k \sqrt{L} \cdot L, 
\]  

(4)

where \( K = (1 - (2x^2/l^2)) \). This result shows that \( k \) depends only on the geometrical factors \( l \) (length of the coil) and \( x \) (distance between the windings) and is independent of the current. The following set of differential equations are obtained by applying Kirchhoff’s laws to the circuit shown in Figure 1(a):

\[
c_1 \frac{dv_{1j}}{dt} = \frac{1}{R} \left( v_{2j} - v_{1j} \right) - I_N v_{1j}, 
\]  

(5)

\[
c_2 \frac{dv_{2j}}{dt} = \frac{1}{R} \left( v_{1j} - v_{2j} \right) + I_3, 
\]  

\[
di_{1j} = - \frac{1}{L} \left( v_{2j} + R_i i_{1j} \right) + \frac{M}{L} \frac{di_{3j}}{dt}, 
\]  

where \( j = 1, 2; M = \sqrt{L} - L(1 - (2x^2/l^2)) = kl; I(v_{1j}) \) represents, respectively, the mutual inductance between the windings and the cubic nonlinear resistor with \( v - i \) characteristic \( I_N(v_{1j}) = AV_{1j} + BV_{1j}^3 \) with \( A < 0 \) and \( B > 0 \) [20]. We constructed this circuit with the following values of the parameters: \( C_1 = 1 \) nF; \( C_2 = 10 \) nF; \( R_0 = 3000 \) Ω; \( R_1 = 10 \) kΩ; \( L = 5 \) mH. For the nonlinear resistors element, we used operational amplifiers (UA741 or equivalent), ten signal diodes (IN4148), and three resistors \((R_1 = 4700 \Omega; R_2 = 2700 \) kΩ; \( R_3 = 1200 \) kΩ) and we obtain \( A = -4.005 \times 10^{-4} \) and \( B = 29.3 \times 10^{-6} \). With this implementation, the MVDPD circuit can also be seen as a physical realization of the Rayleigh oscillator [21].

In order to compare experimental and numerical results, an appropriate rescaling is introduced. With the corresponding change of variables: \( t = R C_2 \tau; x_j = (dv_{1j}/dt) \sqrt{RB} \); \( y_j = (dv_{2j}/dt) \sqrt{RB} \); \( z_j = (di_{1j}/dt) \sqrt{RB} \), one can rewrite (5) to obtain the following adimensional set of differential equations:

\[
\dot{x}_j = \alpha \left[ y_j + \mu x_j - x_j^3 \right], 
\]  

\[
\dot{y}_j = x_j - y_j + z_j, 
\]  

\[
\dot{z}_j = -\beta y_j - y z_j + k z_{3-j}, 
\]  

where \( \alpha = C_2/C_1; \beta = R^2 C_2/L; \gamma = R R_0 C_2/L; \mu = -(1 + AR); \) and \( 0 \leq k \leq 1 \).

2.3. Dynamics of the Model. As we mentioned above, one of the main advantages of this circuit for experimental applications is the richness of its dynamics. Here, the types of behaviors are identified using two indicators. The first indicator is the bifurcation diagram, the second being the largest 1D numerical Lyapunov exponent denoted by
Figure 1: (a) The electrical model of the system consisting of two mutually coupled modified Van der Pol Duffing oscillators (MVDPD). (b) The practical realization of the electrical circuit corresponding to the cubic nonlinear negative resistance: the operational amplifier can be any compatible TL082; the signal diodes are IN 4148; the circuit elements are $R_1 = 4.7 \text{ k}\Omega$; $R_2 = 2.7 \text{ k}\Omega$; $R_3 = 1.2 \text{ k}\Omega$.

Figure 2: Bifurcation diagram (a) and the graph of 1D largest numerical Lyapunov exponent (b).
Figure 3: Qualitative comparison of numerical phase portraits forms (2) and experimental (PSpice) phase portraits (1) of the oscillator.
\[
\lambda_{\text{max}} = \lim_{t \to \infty} \left[ \frac{1}{t} \ln \sqrt{(\delta x_j)^2 + (\delta y_j)^2 + (\delta z_j)^2} \right]
\]

and computed from the variational equation obtained by perturbing the solution of (6) as follows: \( x \to x + \delta x \).

\( d(t) \) is the distance between neighboring trajectories in the phase space. Asymptotically, \( d(t) = e^{\lambda_{\text{max}}} \). Thus, if \( \lambda_{\text{max}} > 0 \), neighboring trajectories diverge and the state is chaotic. If \( \lambda_{\text{max}} < 0 \), these trajectories converge and the state is nonchaotic. \( \lambda_{\text{max}} = 0 \) for the torus states [21].

Setting \( \alpha = 10 \), \( \beta = 18 \), \( \gamma = 0.15 \), and \( \mu = 0.2 \), we analyze the effects of the coupling coefficient \( k \) (or the distance between the magnetic core coils) on the behavior of the MVDPD oscillators. Therefore, a scanning process is performed to investigate the sensitivity of the oscillators to tiny changes in \( k \). The investigation is carried out in the following window: \( 0 < k \leq 1 \).

Starting with initial conditions \( (x_1, y_1, z_1) = (0.001, 0.004, 0.0004) \), \( (x_2, y_2, z_2) = (0.0003, 0.00021, 0.0004) \) at \( k_i \), system (6) is integrated, using the standard fourth-order Runge Kutta algorithm. The time step is always \( \Delta t = 0.005 \). A point on the Poincaré cross section is detected after all transient has died out and whenever the trajectory in the phase space \( (\dot{x}_1, \dot{x}_1) \) crosses the plane \( (\dot{x}_1 = 0) \) in the negative direction.

Considering the effects of \( k \), it appears that the oscillator described by (6) leads to complex dynamical behaviors, such as periodic, multiperiodic, and chaotic states. Figure 2 provides some sample results, showing the bifurcation diagram \((k, y_j)\) (Figure 2(a)) associated with its corresponding graph of largest 1D numerical Lyapunov exponent (Figure 2(b)). Figure 3 shows some numerical phase portraits, respectively, direct numerical (1) and PSpice (2) simulations chosen in the window \( 0 < k \leq 1 \). Figure 3(a) shows a periodic attractor \( (k = 0.1) \); Figures 3(b) and 3(c) show chaos \( (k = 0.3 \text{ and } k = 0.44) \). Practically, the distance between two magnetically coupled MVDPD systems or the position or type of magnetic coupling core could have drastic effects on the oscillators dynamics, even if the number of oscillators is increased.

This is an interesting behaviour in the sense of control of the collective dynamics of magnetically coupled nonlinear oscillators.
3. Synchronization Scheme

Let us consider here that the drive system is given by the following set of coupled differential equations:
\[
\begin{align*}
\dot{x}_1 &= \alpha [y_1 + \mu x_1 - x_1^3], \\
\dot{y}_1 &= x_1 - y_1 + z_1, \\
\dot{z}_1 &= -\beta y_1 - \gamma z_1 + k \dot{z}_2,
\end{align*}
\]
(8)

According to our aim, we define the controlled response system as the following set of differential equations:
\[
\begin{align*}
\dot{x}_2 &= \alpha [y_2 + \mu x_2 - x_2^3], \\
\dot{y}_2 &= x_2 - y_2 + z_2, \\
\dot{z}_2 &= -\beta_0 y_2 - \gamma_0 z_2 + k \dot{z}_2,
\end{align*}
\]
(9)

where \(k\) is the control parameter, which could be the distance between the two coils or the magnetic parameters of the core (tunable transformer) [19]. We define the error system as the difference between the signals from drive and the response system as \(e_x = x_1 - x_2\), \(e_y = y_1 - y_2\), and \(e_z = z_1 - z_2\). By considering the time derivatives of the error signals together with (8) and (9), we obtain the error dynamics system:
\[
\begin{align*}
\dot{e}_x &= \alpha [e_y + \mu e_x - e_x^3 - 3x_1x_2e_x], \\
\dot{e}_y &= e_x - e_y + e_z, \\
\dot{e}_z &= -\beta_0 e_y - \gamma_0 e_z,
\end{align*}
\]
(10)

Proof. At this stage, we need to prove that the dynamics of the error system equation (10) practically converges to a limit value, in the sense that when \(t \to \infty\), \(\|e(t)\| \to \xi\), where \(\xi\) is a positive small constant. This can be qualitatively analyzed with Lyapunov stability theory as follows. Consider a Lyapunov function candidate in the following form:
\[
V = \frac{1}{2} \left[ \frac{e_x^2}{\alpha} + \frac{e_y^2}{\beta_0} + \frac{e_z^2}{\gamma_0} \right] + \int_0^t \left[ (e_x^2 - 1)^2 + (1 - \mu + 3x_1x_2) e_x^2 \right] dt.
\]
(11)
The time derivative of this function with respect to the system of error equations (10) satisfies

$$
\dot{V} = -\left( e_x - e_y \right)^2 - \frac{\gamma_0}{\beta_0} e_z^2 - (\varphi(0) - 1 - \mu) e_x^2(0) 
$$

with \( \varphi(0) = e_x^2(0) - 3x_1(0)x_2(0) \).

In this case, (12) leads to

$$
\dot{V} \leq (-\varphi(0) + 1 + \mu) e_x^2(0) 
$$

if \( \varphi(0) \leq 1 + \mu \) the Lyapunov function is contained in a small ball with radius \( r \leq 1 + \mu \).
If $\varphi(0) \geq 1 + \mu$, then $\dot{V} \leq \phi$ which is a positive constant. Now, we will estimate the settling time $\tau_s$ using the approach developed in [22]. Integrating (13) from 0 to $\tau_s$ gives

$$V(\tau_s) - V(0) \leq (-\varphi(0) + 1 + \mu) e^2(0) \tau_s. \quad (14)$$

Using the fact that $V(\tau_s) \to 0$ when $\tau \to \tau_s$ and $V(\tau) > 0$ for all $\tau$ and taking into account (13), it appears that the Lyapunov function $V(\tau)$ is a monotonous and decreasing function. Hence, it follows that

$$-V(0) \leq V(\tau_s) - V(0). \quad (15)$$

Thus, one obtains the following that presents the bounds of the Lyapunov function $V(\tau)$:

$$-V(0) \leq V(\tau_s) - V(0) \leq (-\varphi(0) + 1 + \mu) e^2(0) \tau_s. \quad (16)$$

Hence, one has

$$\tau_s = \frac{V(0)}{-\varphi(0) + 1 + \mu) e^2(0)}$$

$$= \frac{1}{\alpha \beta e^2 x} \left( -\frac{\beta e^2 + \alpha \beta e^2 + \alpha e^2}{-\varepsilon^2(0) + 3x_1(0) x_2(0) + 1 - \mu} \right). \quad (17)$$

Relation (17) gives the maximum settling time for synchronization. Hence, the finite-time synchronization of two identical oscillators is reached when the numerical settling time $\tau_{num}$ satisfies the relation $\tau_{num} < \tau_{th}$, where

$$\tau_{th} = \frac{1}{\alpha \beta e^2 x} \left( -\frac{\beta e^2 + \alpha \beta e^2 + \alpha e^2}{-\varepsilon^2(0) + 3x_1(0) x_2(0) + 1 - \mu} \right). \quad (18)$$

This concludes the proof.

4. Numerical and Experimental Simulations

We now present numerical simulation results to verify the effectiveness of the controller. In all cases, we select the parameters $\alpha = 10$, $\beta = 18$, $\gamma = 0.15$, $\mu = 0.2$, and $k = 0.44$ such that the chaotic state in Figure 3 is maintained and choose the following initial conditions for the drive-response system: $(x_1, y_1, z_1) = (0.001, 0.004, 0.0004)$ and $(x_2, y_2, z_2) = (0.003, 0.0021, 0.0004)$.

In Figure 4, we illustrate the performance of the controller. The error dynamics is found to converge to the zero solution as $t \to \infty$, implying that the synchronization between systems (8) and (9) has been achieved. In Figure 4, we present the time evolutions of the synchronization errors and their norms. According to these graphs, one observes that the synchronization is reached, as the errors amplitudes are decreasing with time towards a small limit close to zero. The graphs of Figure 5 show the synchronization boundaries of the system according to the coupling parameter $k$.

The experimental simulation is a nice way to scan the parameter range in order to find the proper parameter values for a numerical simulation. Another advantage of such an implementation with respect to numerical simulation is that there is no need to wait for long transient times. This justifies the increasing interest devoted to this type of implementation for the analysis of nonlinear and chaotic physical systems. Our aim in this section is to consider and implement an appropriate analog real circuit for the investigation of the system described by (6). We here restrict our analysis to the study of different bifurcations and synchronization states of the system. In the following circuit experiments, the values of the parameters are $C_1 = 1$ nF; $C_2 = 10$ nF; $R = 3$ k$\Omega$; $R_0 = 19$ $\Omega$; $L = 6$ mH.

Figure 6 shows in-phase synchronization of period-one attractors. As the parameter $k$ increases, one periodic attractor bifurcates to chaotic attractor via torus route keeping in-phase synchronization.

5. Conclusion

In this paper, we have proposed a new paradigm for the synchronization of two unconnected magnetic core coils based modified Van der Pol Duffing (MVDPD) oscillators circuits. The method is such that only magnetic field based coupling is sufficient to drive two identical chaotic circuits to a synchronized state as well as achieving the global stabilization of the system to its regular dynamics. The dynamics of the coupled system was investigated and Lyapunov stability theory was applied to prove that under some conditions the drive-response system can achieve practical synchronization. Numerical and experiment simulations were given to demonstrate the effectiveness of the controller. In future works, it will be shown that collective dynamics of several magnetically coupled MVDPD systems could be controlled by moving a transformer’s core or varying distances between oscillators.

Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

References


