Bayesian Estimation of Inequality and Poverty Indices in Case of Pareto Distribution Using Different Priors under LINEX Loss Function
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Bayesian estimators of Gini index and a Poverty measure are obtained in case of Pareto distribution under censored and complete setup. The said estimators are obtained using two noninformative priors, namely, uniform prior and Jeffreys’ prior, and one conjugate prior under the assumption of Linear Exponential (LINEX) loss function. Using simulation techniques, the relative efficiency of proposed estimators using different priors and loss function is obtained. The performances of the proposed estimators have been compared on the basis of their simulated risks obtained under LINEX loss function.

1. Introduction

The Pareto distribution is a skewed, heavy-tailed distribution that is used to model the distribution of incomes and other financial variables. It was introduced by Pareto [1] which has a probability density function of the form

\[ f(x) = \begin{cases} \frac{\alpha m^\alpha}{x^{\alpha+1}}, & m \leq x < \infty; \ m, \alpha > 0, \\ 0, & \text{otherwise,} \end{cases} \]  

(1)

and cumulative distribution function is

\[ F(x) = \begin{cases} 1 - \left(\frac{m}{x}\right)^\alpha, & x \geq m, \\ 0, & \text{otherwise.} \end{cases} \]  

(2)

The parameter \( m \) in (2) represents the minimum income in the population under study and assumed to be known, while the other parameter \( \alpha \) is assumed to be unknown.

The average income for Pareto distribution is

\[ M = \frac{m\alpha}{(\alpha - 1)}, \ \alpha > 1. \]  

(3)

In the context of income inequality and poverty, Gini index and Poverty measure head count ratio are two most popular indices [2, 3]. Gini index is generally defined as

\[ G = 1 - \text{twice the area under the Lorenz curve} \]

\[ = 1 - 2 \int_0^1 L(p) \, dp, \quad 0 \leq p \leq 1, \]  

(4)

where \( L(p) = \frac{1}{\mu} \int_0^p F^{-1}(t) \, dt \) is the equation of the Lorenz curve and \( \mu = \int_0^1 F^{-1}(t) \, dt \) is the mean of the distribution.

Equivalently, Gini index can also be defined as

\[ G = \frac{\Delta}{2\mu}, \]  

(5)

where \( \Delta = \int_0^\infty \int_0^\infty |x - y| f(x) f(y) \, dx \, dy \) is population Gini mean difference.

The Poverty index head count ratio \( P_0 \) is simply the count of the number of households whose incomes are below the poverty line divided by the total population. In terms of continuous distribution,

\[ P_0 = \int_0^{w_0} f(y) \, dy = F(w_0), \]  

(6)

where, \( w_0(> m) \) is called Poverty Line.
In case of Pareto distribution, Gini index \((G)\) \([4, 5]\) is given by

\[
G = \frac{1}{(2\alpha - 1)}, \quad \alpha > 1/2
\]  

(7)

and Poverty measure \((P_0)\) is

\[
P_0 = F (w_0) = 1 - \left( \frac{m}{w_0} \right)^\alpha = 1 - \lambda_0^\alpha,
\]  

(8)

where, \(w_0(> m)\) and \(\lambda_0 = (m/w_0)\).

Thus, \(w_0\) is per capita annual income representing a minimum acceptable standard of living and \(P_0\) represents the proportion of population having income equal to or less than \(w_0\).

The estimation of Gini index \((G)\) and Poverty measure \((P_0)\) and the associated inference using classical approach (parametric and nonparametric) is available in literature \([5–8]\). However, in the Bayesian setup, this has not evoked the interest of many researchers \([9, 10]\). In the present paper, our focus will be on the estimation of inequality and poverty indices in the Bayesian setup.

When the Bayesian method is used, the choice of appropriate prior distribution plays an important role, which may be categorized as informative, noninformative, and conjugate priors \([11, 12]\). In the present paper, three priors (two noninformative priors and one conjugate prior) are used to estimate shape parameter, Gini index, Average income, and Poverty measure. The two noninformative priors are Uniform prior and Jeffreys’ prior, while conjugate prior is chosen as Truncated Erlang distribution.

In Bayesian estimation, the criterion for good estimators for the parameters of interest is the choice of appropriate loss function. In Bayesian estimation, two types of loss functions commonly used are Squared error loss function (SELF) and Linear exponential (LINEX) loss function. The simplest type of loss function is squared error, which is also referred to as quadratic loss is given as

\[
L(\theta) = (\hat{\theta} - \theta)^2,
\]  

(9)

where \(\hat{\theta}\) is the estimator of \(\theta\).

The usual squared error loss function is symmetrical and associates equal importance to the losses due to overestimation and underestimation of equal magnitude. However, such a restriction may be impractical; for example, in estimation of shape parameter of Classical Pareto distribution, the overestimation and underestimation may not be of equal importance as over estimate of shape parameter gives an under-estimate of inequality index which seems to be more serious as compared to under estimate of shape parameter because we are often interested in reducing income inequality index. This leads one to think that an asymmetrical loss function be considered for estimation of shape parameter which associates greater importance to overestimation. A number of asymmetrical loss functions have been proposed in statistical literature \([13–16]\). Varian \([16]\) proposed a useful asymmetrical loss function known as Linear exponential (LINEX) loss function which is given as

\[
L(\tilde{\theta} - \theta) = e^{b(\tilde{\theta} - \theta)} - b(\tilde{\theta} - \theta) - 1, \quad b \neq 0.
\]  

(10)

The posterior expectation of the LINEX loss function \((10)\) is

\[
E \left( L(\tilde{\theta} - \theta) \right) = e^{b\theta} E \left( e^{-b\theta} \right) - b(\tilde{\theta} - E(\theta)) - 1,
\]  

(11)

where \(E(\cdot)\) denotes posterior expectation with respect to the posterior density of \(\theta\).

By a result of Zellner \([17]\) the Bayes estimator of \(\theta\) denoted by \(\tilde{\theta}\) under the LINEX loss function is the value which minimizes posterior expectation and is given by

\[
\tilde{\theta} = -\frac{1}{b} \ln \left[ E(e^{-b\theta}) \right],
\]  

(12)

provided that the expectation \(E(e^{-b\theta})\) exists and is finite \([18]\).

In Figures 1(a) and 1(b), values of \(L(\theta)\) are plotted for the selected values of \(\theta\) for \(b = 1\) and \(b = -1\). It is seen that, for \(b = 1\), the function is quite asymmetric with a value exceeding the target being more serious than a value below the target. But, for \(b = -1\), the function is also quite asymmetric with a value below the target value being more serious than a value exceeding the target.

For small value of \(b\), the LINEX loss function can be expanded by Taylor’s series expansion as

\[
\exp \left( b(\tilde{\theta} - \theta) \right) - b(\tilde{\theta} - \theta) - 1
\]

\[
= \sum_{i=0}^{\infty} \frac{b^i (\tilde{\theta} - \theta)^i}{i!} - b(\tilde{\theta} - \theta) - 1
\]

\[
= \sum_{i=2}^{\infty} \frac{b^i (\tilde{\theta} - \theta)^i}{i!}
\]

\[
= \frac{b^2 (\tilde{\theta} - \theta)^2}{2}.
\]  

(13)

Thus, the LINEX loss function is approximately equal to squared error loss function for small values of \(b\) (see Figure 1(c)).

This loss function has been considered by Zellner \([17]\), Basu and Ebrahimi \([19]\), and Afify \([20]\) for different distributions.

In the present study, LINEX loss function is used for estimating the shape parameter, Gini index, Mean income, and Poverty measure in the context of Pareto distribution using noninformative priors (Uniform prior and Jeffreys’ prior) and one conjugate prior (Truncated Erlang distribution) along with some assumptions regarding the sampled population. Bayesian approach with prior and posterior distributions along with sampling schemes in the context of Pareto distribution is given in Section 2. In Section 3, Bayesian estimators of shape parameter, Gini index, Mean income, and Poverty measure using different priors under
2. Preliminary about Sampling Scheme, Priors, and Posterior Densities

The Bayesian analysis of the Pareto distribution (2) is based on the following censored sampling scheme on personal income data. It is assumed that annual incomes of the $n$ persons are under study but exact figures $x_1, x_2, x_3, \ldots, x_r$ are available only for those $r$ individuals whose annual income does not exceed a prescribed annual income $w_0 (> m)$, and for the remaining $(n-r)$ individuals, the exact income figures are unknown but we do know that their annual income exceed the prescribed figure $w_0$. Before the arrival of the sample data on personal incomes, $n$ is predetermined but not $r$, which is a random. This censoring scheme used is referred as right censored sampling scheme.

The likelihood function $L(\alpha)$ for complete sample in case of Pareto distribution [4] is

$$L(\alpha) = \alpha^n m^\alpha \left( \prod_{i=1}^{n} x_i \right)^{-\alpha-1}.$$  \hspace{1cm} (14)

In case of censored data, the likelihood function for any distribution [21] is

$$L(X; \alpha) = \frac{n!}{(n-r)!} \prod_{i=1}^{r} f(x; \alpha) \left[ 1 - F(x; \alpha) \right]^{n-r}.$$  \hspace{1cm} (15)
The likelihood function for Pareto distribution in censored sample is
\[
L(\alpha) = \frac{\alpha^m \lambda^m \lambda_w^{n-r} \alpha^{-m-n}}{(\prod_{i=1}^n x_i^m)^{\lambda_w}} \propto \alpha^r e^{-\alpha Z_w}, \quad \alpha \in (\delta, \infty),
\]
(16)
where \(Z_w = \ln(m + n P_w)\) is product income statistics [22] and \(P_w = w^{-\lambda_w}(\prod_{i=1}^n x_i)\).

Bayes estimators of Gini index and Average income will not be convergent in the interval \([0, 1/2]\) and \([0, 1]\), respectively, and the method will fail to work. Hence, this difficulty is removed by assuming \(\delta > 1\), to obtain different Bayes estimators.

The prior and posterior densities for noninformative priors (Uniform prior and Jeffreys’ prior) and conjugate prior are explained below.

(i) Uniform Prior. In practice, the informative priors are not always available; for such situations, the use of noninformative priors is recommended. One of the most widely used noninformative prior, due to Laplace [23], is a uniform prior. Therefore, the uniform prior has been assumed for the estimation of the shape parameter of the Pareto distribution.

Uniform prior for \(\alpha\) is
\[
g_u(\alpha) \propto 1.
\]
(17)
Combine likelihood function (16) with the prior density (17) by using Bayes theorem to obtain the posterior density as
\[
g^*_u(\alpha) = \frac{L(\alpha) \cdot g(\alpha)}{\int_\delta^\infty L(\alpha) \cdot g(\alpha) \, d\alpha}
\]
(18)
\[
= \frac{(Z_w)^{r+1}}{\Gamma(r+1, Z_w)} \alpha^r e^{-\alpha Z_w},
\]
where \(\Gamma(y, y) = \int_0^\infty u^{y-1} e^{-u} \, du, \quad y > 0\) is the upper incomplete gamma function and posterior density \(g^*_u(\alpha)\) is left truncated Gamma distribution.

(ii) Jeffreys’ Prior. Another noninformative prior has been suggested by Jeffreys [24] which is frequently used in situations where one does not have much information about the parameters. This is defined as the distribution of the parameters proportional to the square root of the determinants of the Fisher information matrix, that is, \(g(\alpha) \propto \sqrt{I(\alpha)}\), where \(I(\alpha) = -E[(\partial^2 / \partial \alpha^2) \log L(\alpha | x)]\) is Fisher’s information of the given distribution. In case of Pareto distribution,
\[
g_j(\alpha) \propto \frac{\sqrt{7}}{\alpha}
\]
(19)
A motivation for Jeffreys’ prior is that Fisher’s information \((I(\alpha))\) is an indicator of the amount of information brought by the model (observations) about \(\alpha\).

The posterior density is obtained as
\[
g^*_j(\alpha) = \frac{(Z_w)^{r+1}}{\Gamma(r, Z_w)} \alpha^r e^{-\alpha Z_w}, \quad (\delta \leq \alpha < \infty),
\]
(20)
which is left truncated Gamma distribution.

Note: Extension of Jeffreys’ Prior. Jeffreys’ prior is a particular case of extension of Jeffreys’ prior proposed by Al-Kutubi and Ibrahim [25], defined as
\[
g(\alpha) \propto [I(\alpha)]^\gamma,
\]
(21)
where \(c\) is a positive constant. For \(c = 0.5\), it reduces to Jeffreys’ prior.

In case of Pareto distribution, this prior is
\[
g^*_c(\alpha) \propto \left(\frac{r}{\alpha^2}\right)^c.
\]
(22)
The posterior distribution by using extension to Jeffreys’ prior is obtained as
\[
g^*_c(\alpha) = \frac{(Z_w)^{r+2+c}}{\Gamma(r+2c+1, Z_w)} \alpha^{r+2c} e^{-\alpha Z_w}, \quad (\delta \leq \alpha < \infty).
\]
(23)
(iii) Conjugate Prior. The conjugate prior was introduced by Raiffa and Schlaifer [26], where the prior and posterior distributions are from the same family, that is, the form of the posterior density has the same distributional form as the prior distribution. For the existence of Gini index and Mean income for the Pareto distribution, we must take into account a truncated prior distribution since the random variable \(\alpha\) is defined in \((\delta, \infty)\), where the constant \(\delta > 1\) is assumed to be known.

Let \(\alpha\) have Truncated Erlang distribution [22]
\[
g_c(\alpha) = \frac{(\beta)^l}{\Gamma(l, \delta \beta)} \alpha^{l-1} e^{-\beta \alpha}
\]
(24)
\[
\sim TED(\beta, l; \delta),
\]
(\(\delta < \alpha < \infty, \quad \delta > 1, \quad \beta > 0, \quad l = 1, 2, \ldots\)),
where \(\beta\) and \(l\) are the hyperparameters.

The posterior density for \(\alpha\) is
\[
g^*_c(\alpha) = \frac{(\beta + Z_w)^{r+1}}{\Gamma(r + l, (\beta + Z_w) \delta)} \alpha^{r+l-1} e^{-(\beta + Z_w) \alpha}
\]
(25)
\[
\sim TED((\beta + Z_w), (r + l); \delta).
\]
The posterior density \((g^*_c(\alpha))\) follows Truncated Erlang distribution with parameters \((\beta + Z_w)\) and \((r + l)\).
3. Bayesian Estimation under Linear Exponential (LINEX) Loss Function Using Different Priors

3.1. Bayesian Estimators Using Uniform Prior. Bayesian estimator $\hat{\alpha}$ of $\alpha$ using uniform prior (17) and posterior density (18), under the assumption of the LINEX loss function (ref. (12)) is obtained as

$$\hat{\alpha}_u = -\frac{1}{b} \log \left( \int_{\delta}^{\infty} e^{-bx} g_u(x) \, dx \right),$$

where $g_u(x) = \frac{1}{b} e^{-\frac{x}{b}}$ for $x > 0$ and $g_u(x) = 0$ for $x \leq 0$.

Therefore,

$$\hat{\alpha}_u = -\frac{1}{b} \log \left( \int_{\delta}^{\infty} \frac{(Z_w)^{r+1}}{\Gamma(r+1, Z_w \delta)} \alpha^r e^{-(b+Z_w)\alpha} \, d\alpha \right).$$

Putting $t = \alpha - 1$

$$\hat{\alpha}_u = -\frac{1}{b} \log \left( \int_{\delta}^{\infty} \frac{(Z_w)^{r+1}}{\Gamma(r+1, Z_w \delta)} \alpha^r e^{-(b+Z_w)\alpha} \, d\alpha \right).$$

The Bayes estimator $\hat{G}$ of $G$, using uniform prior is

$$\hat{G}_u = -\frac{1}{b} \log \left( \int_{\delta}^{\infty} e^{-bG} \right),$$

$$E \left[ e^{-bG} \right] = E \left[ e^{-b/(2\alpha-1)} \right]$$

$$= \frac{(Z_w)^{r+1}}{\Gamma(r+1, Z_w \delta)} \int_{\delta}^{\infty} \alpha^r e^{-(b+Z_w)\alpha} \, d\alpha$$

(26)

Putting $t = 2\alpha - 1$

$$= \frac{(Z_w)^{r+1}}{\Gamma(r+1, Z_w \delta)} \left( \frac{Z_w}{2} \right)^{r+1} e^{-Z_w/2}$$

$$\cdot \sum_{j=0}^{r} \frac{r}{j} \int_{\delta-1}^{\infty} t^j e^{-(bmt+2Z_w/2)} \, dt$$

(27)

(By Binomial expansion)

$$= \frac{(Z_w)^{r+1} e^{-Z_w/2}}{2^r \Gamma(r+1, Z_w \delta)} \cdot \sum_{j=0}^{r} \frac{r}{j} \left( \frac{2b}{Z_w} \right)^{(j+1)/2} K_{j+1} \left( \sqrt{2bZ_w} \right).$$

(29)

(30)

The Bayes estimator $\hat{M}$ of $M$, using uniform prior is

$$\hat{M}_u = -\frac{1}{b} \log \left( \int_{\delta}^{\infty} e^{-bM} \right),$$

$$E \left[ e^{-bM} \right] = E \left[ e^{-b/(\alpha-1)} \right]$$

$$= \frac{(Z_w)^{r+1}}{\Gamma(r+1, Z_w \delta)} \int_{\delta}^{\infty} e^{-(b/Z_w)((\alpha-1)+aZ_w)} \, d\alpha$$

(31)

$$\cdot \sum_{j=0}^{r} \frac{r}{j} \int_{\delta-1}^{\infty} t^j e^{-(bmt+2Z_w/2)} \, dt$$

(28)

(32)

The Bayes estimator $\hat{P}_0$ of $P_0$, using uniform prior, is

$$\hat{P}_0u = -\frac{1}{b} \log E \left[ e^{-bP_0} \right],$$

$$E \left[ e^{-bP_1} \right] = E \left[ e^{b(1-\lambda_2)} \right]$$

(33)
\[
\tilde{P}_{\omega} = -\frac{1}{b} \log \left( \frac{(Z_w)^{r+1}}{\Gamma (r + 1, Z_w \delta)} \int_{\delta}^{\infty} e^{-b(1-\lambda_0^2)} \alpha e^{-\alpha Z_w} d\alpha \right).
\]

(33)

3.2. Bayesian Estimators Using Jeffreys’ Prior. In case of Jeffreys’ prior (19) and using posterior density (20), the Bayesian estimators of $\alpha, G, M,$ and $P_0$ under the assumption of the LINEX loss function are obtained as follows:

\[
\tilde{\alpha}_j = -\frac{1}{b} \log E \left[ e^{-b\alpha} \right]
= -\frac{1}{b} \log \left( \int_{\delta}^{\infty} e^{-b\alpha} g_j^* (\alpha) d\alpha \right)
= -\frac{1}{b} \log \left( \frac{\Gamma (r, (b + Z_w) \delta)}{\Gamma (r, Z_w \delta)} \left( \frac{Z_w}{b + Z_w} \right)^r \right).
\]

\[
\tilde{G}_j = -\frac{1}{b} \log E \left[ e^{-bG} \right]
= -\frac{1}{b} \log \left( \int_{\delta}^{\infty} e^{-b(2\alpha - 1)} g_j^* (\alpha) d\alpha \right)
= -\frac{1}{b} \log \left( \frac{(Z_w)^{r/2} e^{-Z_w/2} 2^{r/2-1} \Gamma (r, Z_w \delta)}{\Gamma (r, Z_w \delta)} \cdot \sum_{j=0}^{r-1} \binom{r-1}{j} 2 \left( \frac{b m Z_w}{Z_w} \right)^{(j+1)/2} K_{j+1} \left( \sqrt{2bZ_w} \right) \right),
\]

\[
\tilde{M}_j = -\frac{1}{b} \log E \left[ e^{-bM} \right]
= -\frac{1}{b} \log \left( \int_{\delta}^{\infty} e^{-bma(1-\alpha)} g_j^* (\alpha) d\alpha \right)
= -\frac{1}{b} \log \left( \frac{(Z_w)^{r} e^{-Z_w} \Gamma (r + l, (b + \beta + Z_w) \delta)}{\Gamma (r + l, Z_w \delta)} \cdot \sum_{j=0}^{r-1} \binom{r-1}{j} 2 \left( \frac{b m Z_w}{Z_w} \right)^{(j+1)/2} K_{j+1} \left( \sqrt{bZ_w} \right), \right.
\]

\[
\tilde{P}_{\omega j} = -\frac{1}{b} \log E \left[ e^{-bp_\omega} \right]
= -\frac{1}{b} \log \left( \int_{\delta}^{\infty} e^{-b(1-\lambda_0^2)} g_j^* (\alpha) d\alpha \right)
= -\frac{1}{b} \log \left( \frac{(Z_w)^{r} e^{-Z_w} \Gamma (r + l, \lambda_0^2 \delta)}{\Gamma (r + l, Z_w \delta)} \cdot \sum_{j=0}^{r-1} \binom{r-1}{j} 2 \left( \frac{b}{\beta + Z_w} \right)^{(j+1)/2} K_{j+1} \left( \sqrt{bZ_w} \right) \right),
\]

(34)

3.3. Bayesian Estimators Using Conjugate Prior. Using the Bayesian posterior density (25), the Bayes estimators of $\alpha, G, M,$ and $P_0$, under the assumption of the LINEX loss function are:

\[
\tilde{\alpha}_c = -\frac{1}{b} \log \left( \frac{\Gamma (r - 2c + 1, \beta + Z_w \delta)}{\Gamma (r - 2c + 1, Z_w \delta)} \left( \frac{Z_w}{b + Z_w} \right)^{r+1} \right),
\]

\[
\tilde{G}_c = -\frac{1}{b} \log \left( \frac{(Z_w)^{r-2c+1} e^{-Z_w/2}}{2^{r-2c} \Gamma (r - 2c + 1, Z_w \delta)} \cdot \sum_{j=0}^{r-2c} \binom{r-2c}{j} 2 \left( \frac{b m Z_w}{Z_w} \right)^{(j+1)/2} K_{j+1} \left( \sqrt{bZ_w} \right), \right.
\]

\[
\tilde{M}_c = -\frac{1}{b} \log \left( \frac{(Z_w)^{r-2c+1} e^{-(b+m)Z_w}}{\Gamma (r - 2c + 1, Z_w \delta)} \cdot \sum_{j=0}^{r-2c} \binom{r-2c}{j} 2 \left( \frac{b m Z_w}{Z_w} \right)^{(j+1)/2} K_{j+1} \left( \sqrt{(b+m)Z_w} \right), \right.
\]

\[
\tilde{P}_{\omega c} = -\frac{1}{b} \log \left( \frac{(Z_w)^{r-2c+1} e^{-Z_w/2}}{\Gamma (r - 2c + 1, Z_w \delta)} \cdot \sum_{j=0}^{r-2c} \binom{r-2c}{j} 2 \left( \frac{b m Z_w}{Z_w} \right)^{(j+1)/2} K_{j+1} \left( \sqrt{bZ_w} \right), \right.
\]

(35)
\( \widehat{M}_{c} = -\frac{1}{b} \log E \left[ e^{-bM} \right] \)
\( = -\frac{1}{b} \log \left( \int_{\delta}^{\infty} e^{-bmx/(\alpha-1)} g_{c}(\alpha) \, d\alpha \right) \)
\( = -\frac{1}{b} \log \left( \frac{\Gamma (r+1, (\beta+Z_{w}) \delta) \sum_{j=0}^{r+1} \frac{r+1-j}{j} \left( \frac{bm}{\beta+Z_{w}} \right)^{(r+1)/2} \cdot K_{r+1} \left( 2\sqrt{bmZ_{w}} \right) }{\Gamma (r+1, (\beta+Z_{w}) \delta) \cdot \int_{\delta}^{\infty} e^{-b(1-\lambda_{0}) \alpha + r-1-1-\beta+Z_{w} \alpha} \, d\alpha} \right) . \)

\( (36) \)

Note: Case of Complete Sample. The Bayesian estimators for complete sample can be obtained using noninformative priors and conjugate prior by simply substituting \( r = n \) in the above estimators.

4. Simulation Study

In order to assess the statistical performance of these estimators of shape parameter, Gini index, Mean income, and Poverty measure using LINEX loss function, a simulation study is conducted. The estimated losses are computed using generated random samples from Pareto distribution of different sizes. These estimated losses are computed for sample sizes \( n = 20 \) (20) 100, \( \alpha = 2.5 \) (1) 4.5, \( b = 1 \), \( \delta = 1.5 \), and \( m = 450 \). The value of \( \omega_{0} = 859.6 \) should be taken from Poverty line given by the Government of India in 2009-10 for urban people. For the conjugate prior, the values of hyperparameter are taken as \( \beta = 0.5 \), \( l = 2 \); \( \beta = 2 \), and \( l = 2 \). The estimated losses of \( \alpha, G, M, \) and \( P_{0} \) with LINEX loss function by using noninformative (Uniform prior and Jeffreys’ prior) and conjugate priors are tabulated in Tables 1, 2, 3, and 4, respectively.

It is observed from the above simulation study (ref. Tables 1, 2, 3, and 4) that

(i) Bayesian estimators with conjugate prior (hyperparameter \( \beta = 0.5, l = 2 \)) perform better as compared to noninformative priors as it has smaller estimated loss for \( \alpha, G, M, \) and \( P_{0} \);

(ii) in case of noninformative priors, Jeffreys' prior has less estimated loss than uniform prior, which implies that Bayesian methods with Jeffreys’ prior are better;

(iii) a change in the value of \( \beta \) on higher side does result in an increase in the loss; the loss remains unaffected by the change in the value of \( l \).

In Table 5 simulation study is taken to find estimated loss for \( \alpha, G, M, \) and \( P_{0} \) under the assumptions of SELF using different priors by considering small as well as large samples for comparisons purpose with the LINEX loss function.

From Table 5 and its comparison with LINEX loss function (ref. Tables 1, 2, 3, and 4), it is observed that LINEX loss function gives smaller loss in comparison with SELF for...
Table 3: Estimated loss functions for $M$ using LINEX loss function.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\alpha$</th>
<th>Uniform prior</th>
<th>Jeffrey's prior</th>
<th>Conjugate prior $\beta = 0.5$ $l = 2$</th>
<th>Conjugate prior $\beta = 2$ $l = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2.5</td>
<td>0.073957</td>
<td>0.065742</td>
<td>0.026145</td>
<td>0.056465</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.061835</td>
<td>0.055813</td>
<td>0.019594</td>
<td>0.047634</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.056649</td>
<td>0.048651</td>
<td>0.012289</td>
<td>0.035673</td>
</tr>
<tr>
<td>40</td>
<td>2.5</td>
<td>0.073204</td>
<td>0.055591</td>
<td>0.025888</td>
<td>0.043674</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.060616</td>
<td>0.046654</td>
<td>0.016802</td>
<td>0.040301</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.055089</td>
<td>0.043551</td>
<td>0.013802</td>
<td>0.031533</td>
</tr>
<tr>
<td>60</td>
<td>2.5</td>
<td>0.072393</td>
<td>0.045850</td>
<td>0.026035</td>
<td>0.039373</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.059386</td>
<td>0.037683</td>
<td>0.017845</td>
<td>0.036373</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.053528</td>
<td>0.035224</td>
<td>0.015377</td>
<td>0.025377</td>
</tr>
<tr>
<td>80</td>
<td>2.5</td>
<td>0.071778</td>
<td>0.036050</td>
<td>0.026361</td>
<td>0.030012</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.058222</td>
<td>0.028658</td>
<td>0.018818</td>
<td>0.029733</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.051894</td>
<td>0.026704</td>
<td>0.016845</td>
<td>0.020345</td>
</tr>
<tr>
<td>100</td>
<td>2.5</td>
<td>0.071070</td>
<td>0.026328</td>
<td>0.020575</td>
<td>0.027973</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.057185</td>
<td>0.019606</td>
<td>0.019812</td>
<td>0.028732</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.030343</td>
<td>0.018306</td>
<td>0.018161</td>
<td>0.019637</td>
</tr>
</tbody>
</table>

Table 4: Estimated loss functions for $P_0$ using LINEX loss function.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\alpha$</th>
<th>Uniform prior</th>
<th>Jeffrey's prior</th>
<th>Conjugate prior $\beta = 0.5$ $l = 2$</th>
<th>Conjugate prior $\beta = 2$ $l = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2.5</td>
<td>0.003918</td>
<td>0.001663</td>
<td>0.001504</td>
<td>0.003736</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.007714</td>
<td>0.001269</td>
<td>0.001578</td>
<td>0.003350</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.006892</td>
<td>0.000637</td>
<td>0.000610</td>
<td>0.003324</td>
</tr>
<tr>
<td>40</td>
<td>2.5</td>
<td>0.003030</td>
<td>0.001209</td>
<td>0.001145</td>
<td>0.001357</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.001033</td>
<td>0.000719</td>
<td>0.000715</td>
<td>0.001629</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.001099</td>
<td>0.000332</td>
<td>0.000323</td>
<td>0.001149</td>
</tr>
<tr>
<td>60</td>
<td>2.5</td>
<td>0.002237</td>
<td>0.000957</td>
<td>0.000891</td>
<td>0.001124</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.001652</td>
<td>0.000477</td>
<td>0.000448</td>
<td>0.000892</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.001039</td>
<td>0.000216</td>
<td>0.000204</td>
<td>0.000583</td>
</tr>
<tr>
<td>80</td>
<td>2.5</td>
<td>0.001769</td>
<td>0.000732</td>
<td>0.000791</td>
<td>0.000904</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.001613</td>
<td>0.000388</td>
<td>0.000379</td>
<td>0.000635</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.000659</td>
<td>0.000167</td>
<td>0.000162</td>
<td>0.000392</td>
</tr>
<tr>
<td>100</td>
<td>2.5</td>
<td>0.000109</td>
<td>0.000652</td>
<td>0.000570</td>
<td>0.000718</td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>0.000465</td>
<td>0.000285</td>
<td>0.000277</td>
<td>0.000469</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.000287</td>
<td>0.000134</td>
<td>0.000124</td>
<td>0.000284</td>
</tr>
</tbody>
</table>

of hyperparameter and keeping $\alpha$ and $n$ fixed (ref. Tables 6 and 7). The ratio (min / max) in case of both Gini index and Poverty measure is close to 1 for different combinations of $l$ and $\beta$ indicating thereby the Bayes estimates are robust with respect to hyperparameters, which justifies the use of hyperparameters in simulation study.

5. Conclusion

The simulation study as carried out in Section 4 suggests that Bayesian estimators using conjugate prior ($\beta = 0.5, l = 2$) perform better than two noninformative priors (Uniform prior and Jeffreys’ prior) in general. It is also observed that LINEX loss function results in smaller loss than the SELF for both small and large samples irrespective of the choice of the priors taken for the Bayesian estimators. Hence, the combinations of conjugate prior and LINEX loss results in smaller loss than the choice of other two priors and squared error loss function. One can further infer that as sample size increases the expected loss function decreases for all cases.

4.1. Choice of Hyperparameters. Sinha and Howlader [28] suggested that a Bayes estimate is robust with respect to its hyperparameter if it leads to a high (min / max) index of the estimate for the varying values of those hyperparameter. To check results, simulations are done by taking different values noninformative priors and conjugate prior for small as well as large sample sizes. When sample size increases estimated loss decreases in all cases.
Table 6: Bayes estimate of Gini index using conjugate prior (n = 100, \(\alpha = 3.5\)).

<table>
<thead>
<tr>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.21247</td>
<td>0.22623</td>
<td>0.24944</td>
<td>0.23980</td>
<td>0.24143</td>
<td>0.853</td>
<td>1</td>
<td>0.23816</td>
<td>0.25030</td>
<td>0.22015</td>
<td>0.25817</td>
<td>0.23342</td>
<td>0.852</td>
</tr>
<tr>
<td>1.5</td>
<td>0.20394</td>
<td>0.22034</td>
<td>0.21269</td>
<td>0.23569</td>
<td>0.22392</td>
<td>0.865</td>
<td>2</td>
<td>0.22687</td>
<td>0.24029</td>
<td>0.22722</td>
<td>0.26901</td>
<td>0.25348</td>
<td>0.843</td>
</tr>
<tr>
<td>2.5</td>
<td>0.21976</td>
<td>0.23529</td>
<td>0.25022</td>
<td>0.24789</td>
<td>0.26048</td>
<td>0.845</td>
<td>(Min / Max)</td>
<td>0.856</td>
<td>0.880</td>
<td>0.850</td>
<td>0.879</td>
<td>0.859</td>
<td>(Min / Max)</td>
</tr>
</tbody>
</table>

Table 7: Bayes estimate of Poverty measure using conjugate prior (n = 100, \(\alpha = 3.5\)).

<table>
<thead>
<tr>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
<th>(\beta)</th>
<th>(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.89102</td>
<td>0.89271</td>
<td>0.89536</td>
<td>0.89844</td>
<td>0.89987</td>
<td>0.998</td>
<td>1</td>
<td>0.88525</td>
<td>0.88800</td>
<td>0.89170</td>
<td>0.89269</td>
<td>0.89549</td>
<td>0.989</td>
</tr>
<tr>
<td>1.5</td>
<td>0.88163</td>
<td>0.88560</td>
<td>0.88582</td>
<td>0.88885</td>
<td>0.89141</td>
<td>0.989</td>
<td>2</td>
<td>0.87639</td>
<td>0.87720</td>
<td>0.88162</td>
<td>0.88555</td>
<td>0.88619</td>
<td>0.988</td>
</tr>
<tr>
<td>2.5</td>
<td>0.87005</td>
<td>0.87451</td>
<td>0.87786</td>
<td>0.87947</td>
<td>0.88246</td>
<td>0.985</td>
<td>(Min / Max)</td>
<td>0.976</td>
<td>0.979</td>
<td>0.980</td>
<td>0.978</td>
<td>0.980</td>
<td>(Min / Max)</td>
</tr>
</tbody>
</table>
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