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1. Introduction
Solving both nonlinear equations and systems is a situation very often encountered in various fields of formal or physical sciences. For instance, solid mechanics is a branch of physics where the resolution of problems governed by nonlinear equations and systems occurs frequently [1–10]. In most cases, Newton method (also known as Newton-Raphson algorithm) is most commonly used for approximating the solutions of scalar and vector nonlinear equations [11–13].

In this study, we propose to improve the iterative procedure developed in previous works [27, 28] for finding numerically the solution of both scalar and vector nonlinear equations. This study is decomposed as follows: (i) in Section 2, a new numerical geometry-based root-finding algorithm coupled with a stationary-type iterative method (such as Jacobi or Gauss-Seidel) is presented with the aim of solving any system of nonlinear equations [29, 30]; (ii) in Section 3, the numerical predictive abilities associated with the proposed iterative method are tested on some examples and also compared with other algorithms [31, 32].


2.1. Problem Statement. We consider vector-valued function \( F : X = \text{trans}(x_1, x_2, x_3, \ldots, x_n) \in \Omega \subset \mathbb{R}^n \rightarrow F(X) \in \mathbb{R}^n \), which is continuous and infinitely differentiable (i.e., \( F \in \mathcal{C}^\infty(\Omega) \)), checking the following equation:

\[
F(X) = 0,
\]

where \( X = \text{trans}(x_1, x_2, x_3, \ldots, x_n) \) denotes the vector-valued variable (with \( n \in \mathbb{N}^* \)), \( x_i \) is \( i \)th component associated with vector \( X \) (with \( 1 \leq i \leq n \)), \( \text{trans}(\ast) \) is the transpose operator associated with the variable \( \ast \), and \( \mathcal{C}^\infty(\Omega) \) denotes the class of infinitely differentiable functions in domain \( \Omega \). It should be mentioned that: (i) the nonlinear function \( F = \text{trans}(F_1, F_2, F_3, \ldots, F_n) \in \mathbb{R}^n \) has a unique solution \( X^* \) on domain \( \Omega \) which is an open subset of \( \mathbb{R}^n \), that is, \( \exists X^* \in \Omega \subset \mathbb{R}^n \) such as \( F(X^*) = 0 \in \mathbb{R}^n \); (ii) the case of scalar equation (\( f \)) with only one variable (\( x \)) is obtained when \( n = 1 \), that is, \( F : X \in \Omega \subset \mathbb{R} \rightarrow F(X) \in \mathbb{R} \Leftrightarrow f : x \in \Omega \subset \mathbb{R} \rightarrow f(x) \in \mathbb{R} \).
Equation (1) can also rewritten as system \( (\mathcal{S}_m) \) of \( n \)-scalar nonlinear equations, that is,
\[
\begin{align*}
F_1 \left( x_1, x_2, x_3, \ldots, x_i, \ldots, x_n \right) &= 0 \\
F_2 \left( x_1, x_2, x_3, \ldots, x_i, \ldots, x_n \right) &= 0 \\
F_3 \left( x_1, x_2, x_3, \ldots, x_i, \ldots, x_n \right) &= 0 \\
&\vdots \\
F_i \left( x_1, x_2, x_3, \ldots, x_i, \ldots, x_n \right) &= 0 \\
&\vdots \\
F_n \left( x_1, x_2, x_3, \ldots, x_i, \ldots, x_n \right) &= 0
\end{align*}
\]
\( (\mathcal{S}_m) \)

with \( 1 \leq i \leq n \),

where \( F_i \) denotes \( i \)th component associated with vector-valued function \( F \) (see (1)), that is, \( i \)th nonlinear equation of system \( (\mathcal{S}_m) \). It should be noted that: (i) in the case of \( i \in [1, n] \) (with \( n > 1 \)), the nonlinear system \( (\mathcal{S}_m) \) (2) has a unique solution set \( \{ x_1^*, x_2^*, \ldots, x_n^* \} \) such as \( F_i(x_1^*, x_2^*, \ldots, x_n^*) = 0 \); (ii) in the case of \( n = 1 \), nonlinear system \( (\mathcal{S}_m) \) (2) is transformed in scalar nonlinear equation \( (\mathcal{S}_m) \) which has a unique solution \( x^* \) such as \( f(x^*) = 0 \); (iii) (1) and (2) are mathematically equivalent, that is, \( \mathbf{X}^* = \text{trans} \{ x_1^*, x_2^*, \ldots, x_n^* \} \).

With the aim of numerically solving system \( (\mathcal{S}_m) \) (2), we adopt a Root-Finding Algorithm (RFA) coupled with a Stationary Iterative Procedure (SIP) such as Jacobi or Gauss-Seidel [26, 30]. The use of any SIP allows to reduce the considered nonlinear system \( (\mathcal{S}_m) \) to a successive set of nonlinear equations with only one variable and therefore it can be solved with a RFA [30]. In the present study, we propose an extended version of RFA already developed in [27, 28] and combined with a Jacobi or Gauss-Seidel type iterative procedure for dealing any system of nonlinear equations.

2.2. Stationary Iterative Procedures (SIPs) with Root-Finding Algorithms (RFAs)

2.2.1. Jacobi and Gauss-Seidel Iterative Procedures. In order to solve a system of nonlinear equations, any RFA can be used if it is combined with a SIP (i.e., Jacobi or Gauss-Seidel) [26, 29, 30]. A Jacobi or Gauss-Seidel type procedure applied to nonlinear system \( (\mathcal{S}_m) \) (1) can be described as follows:

\[
F_i \left( x_i^{k+1}; \Delta_i \right) = 0 \quad \forall i = 1, \ldots, n \quad \forall k = 0, \ldots, m
\]  
\( (3) \)

with:

(i) in the case of Jacobi procedure:

\[
\Delta_i = \left\{ x_i^k, x_i^{k+1}, \ldots, x_i^{k-1} \right\} \cup \left\{ x_{i+1}^k, \ldots, x_n^k \right\}
\]  
\( (4) \)

(ii) in the case of Gauss-Seidel procedure:

\[
\Delta_i = \left\{ x_i^{k+1}, x_i^{k+1}, \ldots, x_i^{k+1} \right\} \cup \left\{ x_{i+1}^k, \ldots, x_n^k \right\}
\]  
\( (5) \)

where \( x^k \) (resp., \( x^{k+1} \)) denotes \( k \)th (resp., \( k + 1 \))th iteration associated with the variable \( * (m \in \mathbb{N}) \), \( \Delta_i \) is the set of kept constant variables, and \( \dagger \) represents one set of variables \( \dagger \).

2.3. Used Root-Finding Algorithm (RFA). In previous works [27, 28], a root-finding algorithm (RFA) has been developed for approximating the solutions of scalar nonlinear equations. The new RFA presented here is an extended version to that previously developed taking into account some geometric considerations. In this paper, we propose to use a RFA coupled with Jacobi and Gauss-Seidel type procedures for iteratively solving nonlinear system \( (\mathcal{S}_m) \). Hence, we adopt a new RFA for finding approximate solution \( x_i^{k+1} \) (when \( i \) is fixed and with the known set \( \Delta_i \)) associated with each nonlinear function \( F_i \) of system \( (\mathcal{S}_m) \) (see Section 2.1). For each nonlinear equation \( F_i \), parametrized by the set of variables \( \Delta_i \), depending only on one variable \( x_i^{k+1} \), we introduce the exact and inexact local curvature associated with the curve representing the nonlinear equation in question.

The used RFA is based on the following main steps (see [27] for more details):

(i) In the first step, we consider the iterative tangent and normal straight lines \( (\mathcal{T}_i^k, \mathcal{N}_i^k) = (T_i(x_i; \Theta_i), N_i(x_i; \Theta_i)) \) associated with nonlinear function \( F_i \) at point \( p_i^k = (x_i^k, \mathcal{T}_i^k) \) (see Figure 1):

\[
\mathcal{T}_i^k = \mathcal{T}_i^k \left( x_i - x_i^* \right) + \mathcal{F}_i^k
\]

\[
\mathcal{N}_i^k = -\frac{1}{\mathcal{T}_i^k} \left( x_i - x_i^* \right) + \mathcal{F}_i^k
\]

\( \forall \mathcal{T}_i^k \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m \),

where \( \mathcal{T}_i^k = F_i(x_i^k; \Delta_i) \) (resp., \( \mathcal{N}_i^k = F_i(x_i^k; \Delta_i) \)) denotes the value (resp., first-order derivative) of function \( F_i \) at point \( x_i^k, \Theta_i = \{ \Delta_i, x_i^k \} \) is the set of known variables and \( (T_i, N_i) \) are two functionals associated with \( (\mathcal{T}_i^k, \mathcal{N}_i^k) \).

(ii) In the second step, we introduce the iterative exact and inexact local curvature associated with the curve representing nonlinear function \( F_i^k \) at point \( p_i^k = (x_i^k, \mathcal{T}_i^k) \) (see Figure 1):

\[
1 \text{ex} \mathcal{T}_i^k = \frac{1}{\mathcal{T}_i^{k''}} \left( 1 + \left( \mathcal{T}_i^k \right)^2 \right)^{1/2}
\]

\[
1 \text{in} \mathcal{T}_i^k = \frac{1}{\mathcal{T}_i^{k''}} \left( 1 + \left( \mathcal{T}_i^k \right)^2 \right)^{1/2}
\]

\( \forall \mathcal{T}_i^k \neq 0 \forall \mathcal{T}_i^{k''} \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m \),

where \( |*| \) denotes the absolute-value function associated with the variable \( * \), \( \mathcal{T}_i^k = \frac{1}{\mathcal{T}_i^{k'}} \mathcal{R}_i(x_i^k; \Delta_i) \) is the exact (\( \text{ex} \)) or inexact (\( \text{in} \)) radius.
of the osculating \( \overset{\dagger}{C}_i^k \) at point \( x_i^k \), \( \overset{\dagger}{C}_i \) (with \( \dagger = \text{ex}, \text{in} \)) is functional associated with \( \overset{\dagger}{\mathcal{R}}_i \), and \( \overset{\dagger}{\mathcal{R}}_i'' = F''_i(x_i^k; \Delta_i) \) is the second-order derivative of function \( F_i \) at point \( x_i^k \). It should be noted that: (i) we consider the exact radius \( \alpha \overset{\dagger}{\mathcal{R}}_i^k \) associated with the true osculating circle \( \overset{\dagger}{C}_i^k \) at point \( p_i^k = (x_i^k, F_i^k) \) (see [33]); (ii) in line with [27, 28], we consider an inexact osculating circle at point \( p_i^k = (x_i^k, F_i^k) \), that is, \( \alpha \overset{\dagger}{\mathcal{R}}_i^k \neq \alpha \overset{\dagger}{\mathcal{R}}_i^k \) (see (7)).

(ii) In the third step, we define the iterative center \( \overset{\dagger}{C}_i^k \) = \( (\overset{\dagger}{x}_i^k, \overset{\dagger}{y}_i^k) \) associated with the exact and inexact osculating circle at point \( x_i^k \), that is, (see Figure 1)

\[
\begin{align*}
(x_i^k - x_i^k)^2 & + (y_i^k - y_i^k)^2 = (\overset{\dagger}{\mathcal{R}}_i^k)^2 \\
(x_i^k - x_i^k)^2 & + (y_i^k - y_i^k)^2 = (\alpha \overset{\dagger}{\mathcal{R}}_i^k)^2 \\
(x_i^k - x_i^k)^2 & + \left(\frac{1}{\mathcal{F}_i} \right)^2 (x_i^k - x_i^k)^2 = (\alpha \overset{\dagger}{\mathcal{R}}_i^k)^2 \\
(\overset{\dagger}{x}_i^k - x_i^k)^2 & = \left(\frac{1}{\mathcal{F}_i} \right)^2 (\alpha \overset{\dagger}{\mathcal{R}}_i^k)^2
\end{align*}
\]

\( \forall \mathcal{F}_i' \neq 0 \land \mathcal{F}_i'' \neq 0 \land i = 1, \ldots, n \land k = 0, \ldots, m. \)

By taking (7) and (8), the iterative centers \( \overset{\dagger}{C}_i^k = (\overset{\dagger}{x}_i^k, \overset{\dagger}{y}_i^k) \) are (with \( \dagger = \text{ex}, \text{in} \))

\[
\begin{align*}
\alpha \overset{\dagger}{x}_i^k & = x_i^k + \text{sgn} \left( \frac{-\mathcal{F}_i}{\mathcal{F}_i'} \right) \left( \mathcal{F}_i'' \left( 1 + \left( \mathcal{F}_i' \right)^2 \right) \right) \\
\alpha \overset{\dagger}{y}_i^k & = y_i^k + \text{sgn} \left( \frac{-\mathcal{F}_i}{\mathcal{F}_i'} \right) \left( \mathcal{F}_i'' \left( 1 + \left( \mathcal{F}_i' \right)^2 \right) \right)
\end{align*}
\]

\( \forall \mathcal{F}_i' \neq 0 \land \mathcal{F}_i'' \neq 0 \land i = 1, \ldots, n \land k = 0, \ldots, m. \)

Figure 1: Schematic diagram with the specific entities used by the new RFA applied on \( i \)th component \( F_i \) associated with system \( (\delta_{ij}) \) in the case of monotonically increasing (a) and decreasing (b) evolution with the known set of parameters \( \Delta_i \).

(iv) In the fourth step, we introduce the iterative point \( \sigma_i^k = W_i(x_i^k; \Delta_i) \) such as \( \mathcal{F}_i = 0 \), that is,

\[
\sigma_i^k = x_i^k - \frac{\mathcal{F}_i'}{\mathcal{F}_i''} \left( \mathcal{F}_i' \right)^2 \hspace{1cm} \forall \mathcal{F}_i' \neq 0 \land \mathcal{F}_i'' \neq 0 \land i = 1, \ldots, n \land k = 0, \ldots, m.
\]

(v) In the fifth step, we define the iterative straight line \( \mathcal{G}_i' = G_i(x_i; \Xi_i) \) passing through two iterative
monotonically increasing (a) and decreasing (b) evolution with the known set of parameters $\Delta_i$.

Figure 2: Geometric interpretation of the new RFA (i.e., AGA) applied on $i$th component $F_i$ associated with system $(\delta_{nl})$ in the case of points $(\uparrow \mathcal{X}_{ci}, \uparrow \mathcal{Y}_{ci})$ and $(\sigma_i^k, 0)$, that is, (with $\uparrow = \text{ex, in}$)

\[ G^i_k = \left( -\frac{1}{\mathcal{F}_{i}^{k'}} \left( \uparrow \mathcal{X}_{ci} - x_i^k \right) + \mathcal{F}_{i}^{k} \right) x_i - \sigma_i^k \]

\[ \forall \mathcal{F}_{i}^{k'} \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m, \]

where $\Xi_i = \{ \Theta_i, \uparrow \mathcal{X}_{ci}, \sigma_i^k \}$ is the set of known variables.

(vi) In the sixth step, we introduce the iterative straight line $\mathcal{H}_i^k = H_i(x_i; \Xi_i)$ passing through the point $(\uparrow \mathcal{X}_{ci}, \uparrow \mathcal{Y}_{ci})$ and the iterative perpendicular straight line $\mathcal{H}_i^k$ such as (with $\uparrow = \text{ex, in}$)

\[ \mathcal{H}_i^k = \left( \frac{\sigma_i^k - \uparrow \mathcal{X}_{ci}}{-\left(1/\mathcal{F}_{i}^{k'}\right) \left( \uparrow \mathcal{X}_{ci} - x_i^k \right) + \mathcal{F}_{i}^{k}} \right) \left( x_i - x_i^k \right) \]

\[ + \mathcal{F}_{i}^{k} \quad \forall \mathcal{F}_{i}^{k'} \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m, \]

where $H_i$ is a functional associated with $\mathcal{H}_i^k$.

(vii) In the last step, we define the iterative point $x_i^{k+1} = x_i$ which is the solution of the following relation (with $\uparrow = \text{ex, in}$)

\[ \mathcal{F}_{i}^{k+1} = \mathcal{H}_i^k \iff \left( -\frac{1}{\mathcal{F}_{i}^{k'} \left( \uparrow \mathcal{X}_{ci} - x_i^k \right) + \mathcal{F}_{i}^{k}} \right) \left( x_i - x_i^k \right) \]

\[ = \frac{\sigma_i^k - \uparrow \mathcal{X}_{ci}}{-\left(1/\mathcal{F}_{i}^{k'}\right) \left( \uparrow \mathcal{X}_{ci} - x_i^k \right) + \mathcal{F}_{i}^{k}} (x_i - x_i^k) \]

\[ + \mathcal{F}_{i}^{k} \quad \forall \mathcal{F}_{i}^{k'} \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m, \]

with

\[ \Phi_i^k = P_i(\Xi_i) = \left( -\left(1/\mathcal{F}_{i}^{k'}\right) \left( \uparrow \mathcal{X}_{ci} - x_i^k \right) + \mathcal{F}_{i}^{k} \right) \]

\[ + \mathcal{F}_{i}^{k} \quad \forall \mathcal{F}_{i}^{k'} \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m, \]

where $P_i$ is a functional associated with $\Phi_i$.

In line with (10), (14) can be rewritten as

\[ x_i^{k+1} = x_i^k + \frac{\mathcal{F}_{i}^{k}}{\Phi_i^k + 1/\mathcal{F}_{i}^{k'}} \left[ 1 - \frac{\Phi_i^k}{\mathcal{F}_{i}^{k'}} \right] \]

\[ \quad \forall \mathcal{F}_{i}^{k'} \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m. \]

The new iterative method that we will thereafter appoint as “Adaptative Geometric-based Algorithm” (AGA) enables providing a more convenient approximate solution associated with a system of nonlinear equations of type $(\delta_{nl})$, that is, (see Figure 2)

\[ x_i^{k+1} = \begin{cases} \Gamma \left( x_i^k; \beta_i \right) & \text{if [BC]} \\ \sigma_i^k & \text{else} \end{cases} \]

\[ \forall i = 1, \ldots, n \forall k = 0, \ldots, m \]
with

\[
\Gamma(x_k^i; \beta_i) = x_k^i + \frac{\Phi_k^i}{\Phi_k^i + 1/\Phi_k^i} \left( 1 - \frac{\Phi_k^i}{\Phi_k^i} \right)
\]

\[
\phi_k^i = \left( -\frac{1/\Phi_k^i}{\Phi_k^i} \right) \left( \Phi_k^i - x_k^i + \Phi_k^i \right),
\]

\[
\Gamma(x_k^i; \beta_i) = x_k^i + \frac{\Phi_k^i}{\Phi_k^i + 1/\Phi_k^i} \left( 1 - \frac{\Phi_k^i}{\Phi_k^i} \right) \left( \Phi_k^i - x_k^i + \Phi_k^i \right),
\]

(17)

\[
\bar{\mathcal{A}}^i_k = \begin{cases} 
1 + \left( \frac{\Phi_k^i}{\Phi_k^i} \right)^2 & \text{if } [BC1] \text{ or } [BC4] \\
1 & \text{if } [BC2] \text{ or } [BC5]
\end{cases}
\]

and for conditions [BC1], [BC2], [BC4], and [BC5]:

\[
\bar{\mathcal{A}}^i_k = \begin{cases} 
1 + \left( \frac{\Phi_k^i}{\Phi_k^i} \right)^2 & \text{if } \Gamma \text{ is ex} \\
1 & \text{if } \Gamma \text{ is in}
\end{cases}
\]

(18)

(19)

where \( \Gamma \) denotes the fixed-point function [13] used to the considered RFA (i.e., AGA) and \( \beta_i = [\Delta_i, x_{\Delta_i}^k] \) is the set of known variables.

The different conditions [BC] associated with the proposed RFA (i.e., AGA) are as follows:

(i) First condition [BC1] is

\[
\text{sgn} (x_k^i) = \text{sgn} \left( \Gamma \left( x_k^i, \chi_{\Delta_i}^k, \Delta_i \right) \right),
\]

\[
\text{sgn} \left( F_i \left( x_k^i; \Delta_i \right) \right) = \text{sgn} \left( F_i \left( \Gamma \left( x_k^i, \chi_{\Delta_i}^k, \Delta_i \right) \right) \right),
\]

\[
\left| F_i \left( \Gamma \left( x_k^i; \chi_{\Delta_i}^k, \Delta_i \right) \right) \right| < \left| F_i \left( \alpha_i^k; \Delta_i \right) \right|
\]

\[
\forall i = 1, \ldots, n \ \forall k = 0, \ldots, m.
\]

(ii) Second condition [BC2] is

\[
\text{sgn} (x_k^i) = \text{sgn} \left( \Gamma \left( x_k^i, \chi_{\Delta_i}^k, \Delta_i \right) \right),
\]

\[
\text{sgn} \left( F_i \left( x_k^i; \Delta_i \right) \right) = \text{sgn} \left( F_i \left( \Gamma \left( x_k^i, \chi_{\Delta_i}^k, \Delta_i \right) \right) \right),
\]

\[
\left| F_i \left( \Gamma \left( x_k^i; \chi_{\Delta_i}^k, \Delta_i \right) \right) \right| < \left| F_i \left( \alpha_i^k; \Delta_i \right) \right|
\]

\[
\forall i = 1, \ldots, n \ \forall k = 0, \ldots, m.
\]

(iii) Third condition [BC3] is

\[
\text{sgn} (x_k^i) = \text{sgn} \left( \Gamma \left( x_k^i, \chi_{\Delta_i}^k, \Delta_i \right) \right),
\]

\[
\text{sgn} \left( F_i \left( x_k^i; \Delta_i \right) \right) = \text{sgn} \left( F_i \left( \Gamma \left( x_k^i, \chi_{\Delta_i}^k, \Delta_i \right) \right) \right),
\]

\[
\left| F_i \left( \Gamma \left( x_k^i; \chi_{\Delta_i}^k, \Delta_i \right) \right) \right| < \left| F_i \left( \alpha_i^k; \Delta_i \right) \right|
\]

\[
\forall i = 1, \ldots, n \ \forall k = 0, \ldots, m.
\]

(iv) Fourth condition [BC4] is

\[
\left| F_i \left( \Gamma \left( x_k^i; \chi_{\Delta_i}^k, \Delta_i \right) \right) \right| < \left| F_i \left( \alpha_i^k; \Delta_i \right) \right|
\]

\[
\forall i = 1, \ldots, n \ \forall k = 0, \ldots, m.
\]

(v) Fifth condition [BC5] is

\[
\left| F_i \left( \Gamma \left( x_k^i, \chi_{\Delta_i}^k, \Delta_i \right) \right) \right| < \left| F_i \left( \alpha_i^k; \Delta_i \right) \right|
\]

\[
\forall i = 1, \ldots, n \ \forall k = 0, \ldots, m.
\]

(vi) Sixth condition [BC6] is

\[
\left| F_i \left( \Gamma \left( x_k^i, \chi_{\Delta_i}^k, \Delta_i \right) \right) \right| < \left| F_i \left( \alpha_i^k; \Delta_i \right) \right|
\]

\[
\forall i = 1, \ldots, n \ \forall k = 0, \ldots, m.
\]

3. Numerical Examples

3.1. Preliminary Remarks. In this section, we propose to evaluate the predictive abilities associated with the numerical iterative method developed in Section 2.3 (i.e., AGA) on some examples both in the case of scalar and vector nonlinear equations. Hence, AGA is compared to other iterative Newton-Raphson type methods [27, 28, 30–32] coupled with Jacobi (1) and Gauss-Seidel (GS) techniques. All the numerical implementations associated with these presented iterative methods have been made in Matlab software (see [26, 34–39]).

The used iterative methods for the different examples are as follows (see [27, 28, 30–32]):

(i) Newton-Raphson Algorithm (NRA):

\[
X^{k+1} = X^k - \text{inv} \left( \mathcal{G}^{[1]} \left( F \left( X^k \right) \right) \right) \cdot F \left( X^k \right)
\]

\[
\forall k = 0, \ldots, m,
\]

(26)

where \( \mathcal{G}^{[1]} \left( F \left( X^k \right) \right) \) denotes the first-order differential operator associated with nonlinear function \( F \) at point \( X^k = \left( x_k^1, \ldots, x_k^n \right) \) and inv(\( \dagger \)) is the inverse transform operator of \( \dagger \). It is important to highlight that NRA can be used if and only if operator “inv(\( \mathcal{G}^{[1]} \left( F \left( X^k \right) \right) \)”
exists, that is, $\det(\mathcal{D}^{(1)}(F(X^k))) \neq 0$, $\forall X^k \in \Omega \subset \mathbb{R}^n$ ($\det(\mathcal{D})$ is determinant of operator $\mathcal{D}$).

(ii) Standard Newton's Algorithm (SNA):

$$x^{k+1}_i = x^k_i - \frac{F_i(x^k_i; \Delta_i)}{F_i'(x^k_i; \Delta_i)} \quad (27)$$

$\forall F_i'(x^k_i; \Delta_i) \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m.$

(iii) Third-order Modified Newton Method (TMNM):

$$x^{k+1}_i = x^k_i - \frac{F_i(x^k_i; \Delta_i)}{F_i'(x^k_i; \Delta_i)} - \frac{F_i''(x^k_i; \Delta_i) (F_i(x^k_i; \Delta_i))^2}{2 (F_i'(x^k_i; \Delta_i))^3} \quad (28)$$

$\forall F_i'(x^k_i; \Delta_i) \neq 0 \forall i = 1, \ldots, n \forall k = 0, \ldots, m.$

In order to stop the iterative process associated with each considered algorithm, we consider three coupled types of criteria for dealing with nonlinear equations:

(i) For scalar-valued equations ($F_{nl}$):

(a) (CIS) on the iteration number,

$$m \leq K^{e}_{\max}, \quad (29)$$

where $K^{e}_{\max}$ denotes the maximum number of iterations associated with scalar-valued equations.

(b) (CIV) on the residual error,

$$\|f(x^{k+1})\| \leq e^{r}_{re} \forall k = 0, \ldots, m, \quad (30)$$

where $e^{r}_{re}$ is the tolerance parameter associated with the residual error criterion for scalar-valued equations and $\|\cdot\|$ is the absolute-value norm.

(c) (C3S) on the approximation error,

$$\|x^{k+1} - x^k\| \leq e^{a}_{re} \forall k = 0, \ldots, m, \quad (31)$$

where $e^{a}_{re}$ is the tolerance parameter associated with the absolute error criterion for scalar-valued equations.

(ii) For vector-valued equations ($F_{nl}$):

(a) (CIS) on the iteration number, we adopt the same condition that (CIS), that is, $m \leq K^{v}_{\max} = K^{e}_{\max}$ (where $K^{v}_{\max}$ denotes the maximum number of iterations associated with vector-valued equations).

(b) (C2V) on the residue error,

$$(C2V1): \|F(x^k)\| \leq e^{r}_{re} \forall k = 0, \ldots, m, \quad (32)$$

or $(C2V2): \|F(x^k)\|_2 \leq e^{r}_{re}^2$ (32)

where $e^{r}_{re}$ (resp., $e^{r}_{re}^2$) is the tolerance parameter associated with the residue error criterion for vector-valued equations and $\|Y\|_p = (\sum_{i=1}^{n} |Y_i|^p)^{1/p} = (|Y_1|^p + |Y_2|^p + \cdots + |Y_i|^p + \cdots + |Y_n|^p)^{1/p}$ is the vector $p$-norm (here, $p = 1, 2$). It is important to point out that $\|Y\|_2 = \sqrt{|Y_1|^2 + |Y_2|^2 + \cdots + |Y_i|^2 + \cdots + |Y_n|^2}$ is so-called Euclidean norm.

(c) (C3V) on the approximation error,

$$(C3V1): \|x^{k+1} - x^k\| \leq e^{a}_{re} \forall k = 0, \ldots, m, \quad (33)$$

or $(C3V2): \|x^{k+1} - x^k\|_2 \leq e^{a}_{re}^2$ (33)

where $e^{a}_{re}$ is the tolerance parameter associated with the absolute error criterion for vector-valued equations.

Here, for the stopping criteria (CIS, CIV), (C2S, C2V), and (C3S, C3V) associated with the iterative process, we consider: (i) the maximum number of iterations $K^{v}_{\max} = K^{e}_{\max} = 20$; (ii) the tolerance parameter $e^{r}_{re} = e^{r}_{re}^2 = 10^{-30}$ for the scalar-valued equations; (iii) the tolerance parameter $e^{r}_{re} = e^{r}_{re}^2 = 10^{-30}$ (with $i = 1, 2$) for the vector-valued equations.

3.2. Examples. We consider the following nonlinear equations:

(i) In case $n = 1$ (i.e., scalar-valued equations), one has the following:

Example 1. Consider the following:

$$(\phi^1_{nl}): f(x) = 10x^3 + 5 \log(x) - 2 = 0. \quad (34)$$

Example 2. Consider the following:

$$(\phi^2_{nl}): f(x) = 3 \exp(x) + x^3 \cos(x) - 30 = 0. \quad (35)$$

(ii) In case $n = 2$ (i.e., vector-valued equations), one has the following:

Example 3. Consider the following:

$$(\phi^1_{nl}): \begin{cases} F_1(x_1, x_2) = 3(x_1)^3 - 2x_2 - 5 = 0 \\ F_2(x_1, x_2) = (x_1)^2 - 2x_1 (x_2)^2 = 0. \end{cases} \quad (36)$$
Example 4. Consider the following:

\[
\begin{aligned}
(x^H_n) : \quad & F_1(x_1, x_2) = x_1 \ln(x_2) + 4(x_1)^3 - 5 = 0 \\
& F_2(x_1, x_2) = (x_2)^4 + x_1x_2 - 6 = 0.
\end{aligned}
\]

3.3. Results and Discussion. All the numerical results of Examples 1–4 are shown in Figures 3–32. For Example 1 (resp., Example 2) with guest start point \(x_1^0 = 5\) (resp., \(x_1^0 = 10\)), we can see that approximate solutions \(x_1^k\) provided by AGA with condition [BC1]/[BC3] (blue solid line with circles) and condition [BC2] (red solid line with circles) are more accurate numerically than NRA and SNA; (ii) Gauss-Seidel (GS) procedure with conditions [BC4] and [BC5] offer much greater numerical accuracy than NRA and SNA; (iii) Jacobi (J) procedure with conditions [BC4], [BC5], and [BC6] are better than NRA (only in the first iterations) and SNA. In the case of guest start point \((x_1^0, x_2^0) = (0.42, 0.42)\), we can see that approximate solutions \((x_1^k, x_2^k)\) provided by AGA using: (i) Gauss-Seidel (GS) procedure with condition [BC6] give much greater numerical accuracy than NRA and SNA; (ii) Gauss-Seidel (GS) procedure with conditions [BC4] and [BC5] offer much greater numerical accuracy than NRA and SNA; (iii) Jacobi (J) procedure with conditions [BC4], [BC5], and [BC6] are better than NRA (only in the first iterations) and SNA. For Example 4 with guest start point couple \((x_1^0, x_2^0) = (10, 10)\), we can see that approximate solutions \((x_1^k, x_2^k)\) given by AGA using: (i) Gauss-Seidel (GS) procedure with conditions [BC1] and [BC3] are more accurate numerically than SNA, TMNM, and NRA; (ii) Gauss-Seidel (GS) procedure with condition [BC2] are accurately better than TMNM and NRA (only in the first iterations) and SNA; (iii) Jacobi (J) procedure with conditions [BC1], [BC2], and [BC3] are more accurate numerically than NRA only in the first iterations) and both TMNM and SNA. In the case of guest start point couple \((x_1^0, x_2^0) = (0.5, 0.5)\), approximate solutions \((x_1^k, x_2^k)\) obtained by AGA using: (i) Gauss-Seidel (GS) procedure with conditions [BC5] and [BC6] are more accurate numerically than SNA and NRA; (ii) Jacobi (J) procedure with conditions [BC4], [BC5], and [BC6] are accurately better than NRA (only in the first iterations) and SNA. Overview of different numerical results shows that the Adaptive Geometry-based Algorithm (AGA) can be able to provide quite accurately the approximate solutions associated with both nonlinear equations and systems and can potentially provide a better or more suitable approximate solution than that of Newton-Raphson Algorithm (NRA).

4. Concluding Comments

The present work concerns a new numerical iterative method for approximating the solutions of both scalar and vector nonlinear equations. Based on an iterative procedure previously developed in a study, we propose here an extended form of this numerical algorithm including the use of a stationary-type iterative procedure in order to solve systems of nonlinear equations. A predictive numerical analysis associated with this proposed method for providing a more accurate approximate solution in regard to nonlinear equations and
Figure 5: Evolution of residue error (C2S) and approximation error (C3S) associated with ($E_{II}^{nl}$) compared to kth iteration for Example 1 (where $x^0 = 5$) with NRA/SNA (black solid line with diamonds and squares), TMNM (green solid line with diamonds and squares), and AGA with condition [BC1]/[BC3] (blue solid line with diamonds and squares) and condition [BC2] (red solid line with diamonds and squares).

Figure 6: Evolution of residue error (C2S) and approximation error (C3S) associated with ($E_{II}^{nl}$) compared to kth iteration for Example 1 (where $x^0 = 10^{-2}$) with NRA/SNA (black solid line with diamonds and squares), TMNM (green solid line with diamonds and squares), and AGA with condition [BC4] (blue solid line with diamonds and squares) and condition [BC5]/[BC6] (magenta solid line with diamonds and squares).

Figure 7: Evolution of approximate solutions $x^k$ associated with ($E_{II}^{nl}$) compared to kth iteration for Example 2 (where $x^0 = 10$) with NRA/SNA (black solid line with circles), TMNM (green solid line with circles), and AGA with condition [BC1]/[BC3] (blue solid line with circles) and condition [BC2] (red solid line with circles).

Figure 8: Evolution of approximate solutions $x^k$ associated with ($E_{II}^{nl}$) compared to kth iteration for Example 2 (where $x^0 = 1$) with NRA/SNA (black solid line with circles), TMNM (green solid line with circles), and AGA with condition [BC4] (blue solid line with circles), condition [BC5] (red solid line with circles), and condition [BC6] (magenta solid line with circles).
Residue error ($|f(x_k)|$) vs Iteration ($k$) for Example 1 (where $x_0 = 10$) with NRA/SNA (black solid line with diamonds and squares), TMNM (green solid line with diamonds and squares), and AGA with condition $[BC1]/[BC3]$ (blue solid line with diamonds and squares) and condition $[BC2]$ (red solid line with diamonds and squares).

Residue error ($|f(x_k)|$) vs Iteration ($k$) for Example 2 (where $x_0 = 1$) with NRA/SNA (black solid line with diamonds and squares), TMNM (green solid line with diamonds and squares), and AGA with condition $[BC4]$ (blue solid line with diamonds and squares), condition $[BC5]$ (red solid line with diamonds and squares), and condition $[BC6]$ (magenta solid line with diamonds and squares).

Approximate solution ($x_k^1, x_k^2$) vs Iteration ($k$) for Example 3 (where $(x_0^1, x_0^2) = (20, 20)$) with NRA (black solid line with circles) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with circles), TMNM-GS (green solid line with circles), AGA-GS with condition $[BC1]$ (blue solid line with circles), condition $[BC2]$ (red solid line with circles), and condition $[BC3]$ (magenta solid line with circles).
Figure 12: Evolution of approximate solutions \((x_k^1, x_k^2)\) associated with \((\delta_{k0}^1)\) compared to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (20, 20)\)) with NRA (black solid line with circles) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with circles), TMNM-J (green dashed line with circles), and AGA-J with condition [BC1] (blue dashed line with circles), condition [BC2] (red dashed line with circles), and condition [BC3] (magenta dashed line with circles).

Figure 13: Evolution of residue error using (C2V1) and (C2V2) conditions associated with \((\delta_{k0}^1)\) compared to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (20, 20)\)) with NRA (black solid line with diamonds) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with diamonds), TMNM-GS (green solid line with diamonds), and AGA-GS with condition [BC1] (blue solid line with diamonds), condition [BC2] (red solid line with diamonds), and condition [BC3] (magenta solid line with diamonds).

Figure 14: Evolution of residue error using (C2V1) and (C2V2) conditions associated with \((\delta_{k0}^1)\) compared to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (20, 20)\)) with NRA (black solid line with diamonds) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with diamonds), TMNM-J (green dashed line with diamonds), and AGA-J with condition [BC1] (blue dashed line with diamonds), condition [BC2] (red dashed line with diamonds), and condition [BC3] (magenta dashed line with diamonds).
Figure 15: Evolution of the approximation error using (C3V1) and (C3V2) conditions associated with \((\delta^{(i)}_{n})\) compared to kth iteration for Example 3 (where \((x_{0}^{i}, x_{2}^{i}) = (20, 20)\)) with NRA (black solid line with squares) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with squares), TMNM-GS (green solid line with squares), and AGA-GS with condition \([BC1]\) (blue solid line with squares), condition \([BC2]\) (red solid line with squares), and condition \([BC3]\) (magenta solid line with squares).

Figure 16: Evolution of the approximation error using (C3V1) and (C3V2) conditions associated with \((\delta^{(i)}_{n})\) compared to kth iteration for Example 3 (where \((x_{0}^{i}, x_{2}^{i}) = (20, 20)\)) with NRA (black solid line with squares) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with squares), TMNM-J (green dashed line with squares), and AGA-J with condition \([BC1]\) (blue dashed line with squares), condition \([BC2]\) (red dashed line with squares), and condition \([BC3]\) (magenta dashed line with squares).

Figure 17: Evolution of approximate solutions \((x_{1}^{i}, x_{2}^{i})\) associated with \((\delta^{(i)}_{n})\) compared to kth iteration for Example 3 (where \((x_{0}^{i}, x_{2}^{i}) = (0.42, 0.42)\)) with NRA (black solid line with circles) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with circles) and AGA-GS with condition \([BC4]\) (blue solid line with circles), condition \([BC5]\) (red solid line with circles), and condition \([BC6]\) (magenta solid line with circles).
Approximative solution \((x_k^1, x_k^2)\) associated to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (0.42, 0.42)\)) with NRA (black solid line with diamonds and squares) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with circles) and AGA-J with condition [BC\(4\)] (blue dashed line with circles), condition [BC\(5\)] (red dashed line with circles), and condition [BC\(6\)] (magenta dashed line with circles).

Figure 18: Evolution of approximate solutions \((x_k^1, x_k^2)\) associated to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (0.42, 0.42)\)) with NRA (black solid line with diamonds and squares) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with circles) and AGA-J with condition [BC\(4\)] (blue dashed line with circles), condition [BC\(5\)] (red dashed line with circles), and condition [BC\(6\)] (magenta dashed line with circles).

Residue error \(||F(x_k)||\) associated to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (0.42, 0.42)\)) with NRA (black line) and some other algorithms coupled with Gauss-Seidel (GS) and Jacobi (J) procedures: SNA-GS/SNA-J (cyan line) and AGA-GS/AGA-J with condition [BC\(4\)] (blue line), condition [BC\(5\)] (red line), and condition [BC\(6\)] (magenta line).

Figure 19: Evolution of residue error using (C\(2\)V\(1\)) and (C\(2\)V\(2\)) conditions associated with \((\delta_{\text{min}})\) compared to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (0.42, 0.42)\)) with NRA (black line) and some other algorithms coupled with Gauss-Seidel (GS) and Jacobi (J) procedures: SNA-GS/SNA-J (cyan line) and AGA-GS/AGA-J with condition [BC\(4\)] (blue line), condition [BC\(5\)] (red line), and condition [BC\(6\)] (magenta line).

Approximation error \(||x_{k+1} - x_k||\) associated to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (0.42, 0.42)\)) with NRA (black line) and some other algorithms coupled with Gauss-Seidel (GS) and Jacobi (J) procedures: SNA-GS/SNA-J (cyan line) and AGA-GS/AGA-J with condition [BC\(4\)] (blue line), condition [BC\(5\)] (red line), and condition [BC\(6\)] (magenta line).

Figure 20: Evolution of approximation error for (C\(3\)V\(1\)) and (C\(3\)V\(2\)) conditions associated with \((\delta_{\text{min}})\) compared to \(k\)th iteration for Example 3 (where \((x_0^1, x_0^2) = (0.42, 0.42)\)) with NRA (black line) and some other algorithms coupled with Gauss-Seidel (GS) and Jacobi (J) procedures: SNA-GS/SNA-J (cyan line) and AGA-GS/AGA-J with condition [BC\(4\)] (blue line), condition [BC\(5\)] (red line), and condition [BC\(6\)] (magenta line).
Figure 21: Evolution of approximate solutions \((x_k^1, x_k^2)\) associated with \((\delta_{nl}^k)\) compared to \(k\)th iteration for Example 4 (where \((x_0^1, x_0^2) = (10, 10)\)) with NRA (black solid line with circles) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with circles), TMNM-GS (green solid line with circles), and AGA-GS with condition [BC1] (blue solid line with circles), condition [BC2] (red solid line with circles), and condition [BC3] (magenta solid line with circles).

Figure 22: Evolution of approximate solutions \((x_k^1, x_k^2)\) associated with \((\delta_{nl}^k)\) compared to \(k\)th iteration for Example 4 (where \((x_0^1, x_0^2) = (10, 10)\)) with NRA (black solid line with circles) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with circles), TMNM-J (green dashed line with circles), and AGA-J with condition [BC1] (blue dashed line with circles), condition [BC2] (red dashed line with circles), and condition [BC3] (magenta dashed line with circles).

Figure 23: Evolution of residue error using (C2V1) and (C2V2) conditions associated with \((\delta_{nl}^k)\) compared to \(k\)th iteration for Example 4 (where \((x_0^1, x_0^2) = (10, 10)\)) with NRA (black solid line with diamonds) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with diamonds), TMNM-GS (green solid line with diamonds), and AGA-GS with condition [BC1] (blue solid line with diamonds), condition [BC2] (red solid line with diamonds), and condition [BC3] (magenta solid line with diamonds).
Figure 24: Evolution of residue error using (C2V1) and (C2V2) conditions associated with $\delta_{\alpha_1}^H$ compared to $k$th iteration for Example 4 (where $(x_0^1, x_0^2) = (10, 10)$) with NRA (black solid line with diamonds) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with diamonds), TMNM-J (green dashed line with diamonds), and AGA-J with condition [BC1] (blue dashed line with diamonds), condition [BC2] (red dashed line with diamonds), and condition [BC3] (magenta dashed line with diamonds).

Figure 25: Evolution of the approximation error using (C3V1) and (C3V2) associated with $\delta_{\alpha_1}^H$ compared to $k$th iteration for Example 4 (where $(x_0^1, x_0^2) = (10, 10)$) with NRA (black solid line with squares) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with squares), TMNM-GS (green solid line with squares), and AGA-GS with condition [BC1] (blue solid line with squares), condition [BC2] (red solid line with squares), and condition [BC3] (magenta solid line squares).

Figure 26: Evolution of the approximation error using (C3V1) and (C3V2) conditions associated with $\delta_{\alpha_1}^H$ compared to $k$th iteration for Example 4 (where $(x_0^1, x_0^2) = (10, 10)$) with NRA (black solid line with squares) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with squares), TMNM-J (green dashed line with squares), and AGA-J with condition [BC1] (blue dashed line with squares), condition [BC2] (red dashed line with squares), and condition [BC3] (magenta dashed line with squares).
Figure 27: Evolution of approximate solutions \((x_k^1, x_k^2)\) associated with \(\delta_{un}^1\) compared to \(k\)th iteration for Example 4 (where \((x_0^1, x_0^2) = (0.5, 0.5)\)) with NRA (black solid line with circles) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with circles) and AGA-GS with condition \([BC4]\) (blue solid line with circles), condition \([BC5]\) (red solid line with circles), and condition \([BC6]\) (magenta solid line with circles).

Figure 28: Evolution of approximate solutions \((x_k^1, x_k^2)\) associated with \(\delta_{un}^1\) compared to \(k\)th iteration for Example 4 (where \((x_0^1, x_0^2) = (0.5, 0.5)\)) with NRA (black solid line with circles) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with circles) and AGA-J with condition \([BC4]\) (blue dashed line with circles), condition \([BC5]\) (red dashed line with circles), and condition \([BC6]\) (magenta dashed line with circles).

Figure 29: Evolution of the residue error using \((C2V1)\) and \((C2V2)\) conditions associated with \(\delta_{un}^1\) compared to \(k\)th iteration for Example 4 (where \((x_0^1, x_0^2) = (0.5, 0.5)\)) with NRA (black solid line with diamonds) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with diamonds) and AGA-GS with condition \([BC4]\) (blue solid line with diamonds), condition \([BC5]\) (red solid line with diamonds), and condition \([BC6]\) (magenta solid line with diamonds).
Figure 30: Evolution of residue error using (C2V1) and (C2V2) conditions associated with $\left(\delta_{m}^{II}\right)$ compared to $k$th iteration for Example 4 (where $(x_{01}^{0}, x_{02}^{0}) = (0.5, 0.5)$) with NRA (black solid line with diamonds) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with diamonds) and AGA-J with condition [BC4] (blue dashed line with diamonds), condition [BC5] (red dashed line with diamonds), and condition [BC6] (magenta dashed line with diamonds).

Figure 31: Evolution of approximation error using (C3V1) and (C3V2) conditions associated with $\left(\delta_{m}^{II}\right)$ compared to $k$th iteration for Example 4 (where $(x_{01}^{0}, x_{02}^{0}) = (0.42, 0.42)$) with NRA (black solid line with squares) and some other algorithms coupled with Gauss-Seidel (GS) procedure: SNA-GS (cyan solid line with squares) and AGA-GS with condition [BC4] (blue solid line with squares), condition [BC5] (red solid line with squares), and condition [BC6] (magenta solid line with squares).

Figure 32: Evolution of the approximation error using (C3V1) and (C3V2) conditions associated with $\left(\delta_{m}^{II}\right)$ compared to $k$th iteration for Example 4 (where $(x_{01}^{0}, x_{02}^{0}) = (0.42, 0.42)$) with NRA (black solid line with squares) and some other algorithms coupled with Jacobi (J) procedure: SNA-J (cyan dashed line with squares) and AGA-J with condition [BC4] (blue dashed line with squares), condition [BC5] (red dashed line with squares), and condition [BC6] (magenta dashed line with squares).
systems is tested, assessed and discussed on some specific examples.
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