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Preface

The aim of this book is to develop a unified approach to a wide class of equations.
Previously, these equations were studied without any connection. We demonstrate
how this general theory can be applied to specific classes of functional differential
equations.

The equation

ẋ = Fx, (1)

with an operator F defined on a set of absolutely continuous functions, is called
the functional differential equation. Thus (1) is a far-reaching generalization of the
differential equation

ẋ(t) = f
(
t, x(t)

)
. (2)

It covers also the integrodifferential equation

ẋ(t) =
∫ b

a
K
(
t, s, x(s)

)
ds, (3)

the “delay differential equation”

ẋ(t) = f
(
t, x
[
h(t)

])
, t ∈ [a, b], h(t) ≤ t,

x(ξ) = ϕ(ξ) if ξ < a,
(4)

the “equation with distributed deviation of the argument”

ẋ(t) = f
(
t,
∫ b

a
x(s)dsR(t, s)

)
, (5)

and so on.
Some distinctive properties of (2) used in investigations are defined by the

specific character of the so-called “local operator.” An operator Φ : X → Y, where
X and Y are functional spaces, is called local (see Shragin [209], Ponosov [176])
if the values of y(t) = (Φx)(t) in any neighborhood of t = t0 depend only on the
values of x(t) in the same neighborhood.
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It is relevant to note that most hypotheses of classical physics assume that the
rate (d/dt)x of change of the state x of the process at the time t0 depends only on
the state of the process at the same time. Thus the mathematical description of
such a process takes the form (2). The operator d/dt of differentiation as well as
the Nemytskii operator

(Nx)(t)
def= f

(
t, x(t)

)
(6)

are the representatives of the class of local operators. The property of being local
of

(Φx)(t)
def= ẋ(t)− f

(
t, x(t)

)
(7)

does not allow using equation (2) in description of processes where there is no way
to ignore the past or future states of process. Thus some problems are in need of a
generalization of (2), consisting in replacement of the local Nemytskii operator N
by a more general F.

Here another principal generalization of (2) should be reminded of, where the
finite-dimensional space Rn of the values of solutions x is replaced by an arbitrary
Banach space B. On the base of such generalization, there has arisen recently a
new chapter of analysis: “the theory of ordinary differential equations in Banach
spaces.” This theory considers certain partial differential equations as the equation
(2), where the values of x(t) belong to an appropriate Banach space. But, under
this generalization, the operator (Φx)(t) = ẋ(t) − f (t, x(t)) still remains to be
local. Theory of equation (1) is thoroughly treated by Azbelev et al. in [32]. The
following fact is of fundamental importance: the space D of absolutely continuous
functions x : [a, b] → Rn is isomorphic to the direct product of the space L of
summable functions z : [a, b] → Rn and the finite-dimensional space Rn. Recall
that the absolutely continuous function x is defined by

x(t) =
∫ t

a
z(s)ds + α, (8)

where z ∈ L, α ∈ Rn. The space D is Banach under the norm

‖x‖D = ‖ẋ‖L +
∥
∥x(a)

∥
∥

Rn . (9)

In the theory of (1), the specific character of the Lebesgue space L is used only in
connection with the representation of operators in L and some of their properties.
Only the fact that L is a Banach space is used, and most of the fundamentals of
the general theory of (1) keep after replacement of the Lebesgue space L by an
arbitrary Banach space B. Thus there arises a new theory of the equations in the
space D isomorphic to the direct product B×Rn (D � B×Rn). The generalization
consists here in replacement of the Lebesgue space L by an arbitrary Banach space
B and in replacement of local operators by general ones acting from D � B × Rn
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into B. The present book is devoted to the theory of such generalization and to
some applications. The central idea of applications of the theory of abstract dif-
ferential equation lies in the proper choice of the space D for each new problem.
With the general theory, such a choice permits applying standard schemes and
theorems of analysis to the problems which needed previously an individual ap-
proach and special constructions. The boundary value problem is the main point
of consideration.

This theory was worked out during a quarter of century by a large group of
mathematicians united by the so-called Perm Seminar. The results of the members
of the seminar were published in journals as well as in the annuals “Boundary
Value Problems” and “Functional Differential Equations” issued in 1976–1992 by
the Perm Polytechnic Institute.

In the book, only the works closely related to the questions under considera-
tion are cited.

It is assumed that the reader is acquainted with the foundations of functional
analysis.

Let us give some remarks on the format. Each chapter is divided into num-
bered sections, some of which are divided into numbered subsections. Formulas
and results, whether they are theorems, propositions, or lemmas, as well as re-
marks, are numbered consecutively within each chapter. For example, the fourth
formula (theorem) of Chapter 2 is labeled (2.4) (Theorem 2.4). Formulas, proposi-
tions, and remarks of appendicies are numbered within each section. For example,
the third formula of Section A is labeled (A.3).

The authors would like to thank the members of the Perm Seminar for the
useful discussion and especially T.A. Osechkina for the excellent typesetting of
this manuscript. We would also like to acknowledge the support from the Russian
Foundation for Basic Research and the PROGNOZ Company, Russia.

N. V. Azbelev
V. P. Maksimov

L. F. Rakhmatullina





1
Linear abstract functional
differential equation

1.1. Preliminary knowledge from the theory of linear equations
in Banach spaces

The main assertions of the theory of linear abstract functional differential equa-
tions are based on the theorems about linear equations in Banach spaces. We give
here without proofs certain results of the book of Krein [122] which we will need
below. We formulate some of these assertions not in the most general form, but in
the form satisfying our aims. The enumeration of the theorems in brackets means
that the assertion either coincides with the corresponding result of the book of
Krein [122] or is only an extraction from this result.

We will use the following notations.
X, Y, Z are Banach spaces; A, B are linear operators; D(A) is a domain of

definition of A; R(A) is a range of values of A; and A∗ is an operator adjoint to A.
The set of solutions of the equation Ax = 0 is said to be a null space or a kernel of
A and is denoted by kerA. The dimension of a linear set M is denoted by dimM.

Let A be acting from X into Y. The equation

Ax = y (1.1)

(the operator A) is said to be normally solvable if the set R(A) is closed; (1.1) is said
to be a Noether equation if it is a normally solvable one, and, besides, dim kerA <∞
and dim kerA∗ <∞. The number indA = dim kerA−dim kerA∗ is said to be the
index of the operator A (1.1). If A is a Noether operator and indA = 0, equation
(1.1) (the operator A) is said to be a Fredholm one. The equation A∗ϕ = g is said
to be an equation adjoint to (1.1).

Theorem 1.1 (Krein [122, Theorem 3.2]). An operator A is normally solvable if and
only if (1.1) is solvable for such and only such right-hand side y which is orthogonal
to all solutions of the homogenous adjoint equation A∗ϕ = 0.

Theorem 1.2 (Krein [122, Theorem 16.4]). The property of being Noether operator
is stable in respect to completely continuous perturbations. By such a perturbation,
the index of the operator does not change.
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Theorem 1.3 (Krein [122, Theorem 12.2]). Let A be acting from X into Y and let
D(B) be dense in Y. If A and B are Noether operators, BA is also a Noether one and
ind(BA) = indA + indB.

Theorem 1.4 (Krein [122, Theorem 15.1]). Let BA be a Noether operator and let
D(B) ⊂ R(A). Then B is a Noether operator.

Theorem 1.5 (Krein [122, Theorem 2.4 and Lemma 8.1]). Let A be defined on X
and acting into Y. A is normally solvable and dim kerA∗ = n if and only if the space
Y is representable in the form of the direct sum Y = R(A)

⊕
Mn, where Mn is a

finite-dimensional subspace of the dimension n.

Theorem 1.6 (Krein [122, Theorem 12.2]). Let D(A) ⊂ X, let Mn be an n-dimen-
sional subspace of X, and let D(A) ∩Mn = {0}. If A is a Noether operator, then its
linear extension Ã onD(A)⊕Mn is also a Noether operator. Besides ind Ã = indA+n.

Theorem 1.7. Let a Noether operatorA be defined on X and acting into Y, letD(B) =
Y, and let BA : X → Z be a Noether operator. Then B is also a Noether operator.

Proof. By Theorem 1.4, we are in need only of the proof of the case R(A) �= Y.
From Theorem 1.4, we obtain also that the restriction B of B on R(A) is a Noether
operator.

Let dim kerA∗ = n. Then we have from Theorem 1.5 that

Y = R(A)⊕Mn = D(B)⊕Mn, (1.2)

where dimMn = n.
From Theorem 1.6, we see that B is a Noether operator as a linear extension

of B on Y. �
A linear operator A acting from a direct product X1 ×X2 into Y is defined by

a pair of operators A1 : X1 → Y and A2 : X2 → Y such that

A
{
x1, x2

} = A1x1 + A2x2, x1 ∈ X1, x2 ∈ X2, (1.3)

where A1x1 = A{x1, 0} and A2x2 = A{0, x2}. We will denote such an operator by
A = {A1,A2}.

A linear operator A acting from X into a direct product Y1 ×Y2 is denoted by
a pair of operators A1 : X → Y1 and A2 : X → Y2 so that Ax = {A1x,A2x}, x ∈ X.
We will denote such an operator by A = [A1,A2].

The theory of linear abstract functional differential equation is using some
operators defined on a product B × Rn or acting in such a product. We will for-
mulate here certain assertions about such operators, preserving as far as possible
the notation from Azbelev et al. [32, 33].

A linear operator acting from a direct product B×Rn of the Banach spaces B
and Rn into a Banach space D is defined by a pair of linear operators Λ : B → D
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and Y : Rn → D in such a way that

{Λ,Y}{z,β} = Λz + Yβ, z ∈ B, β ∈ R
n. (1.4)

A linear operator acting from a space D into a direct product B×Rn is defined
by a pair of linear operators δ : D → B and r : D → Rn so that

[δ, r]x = {δx, rx}, x ∈ D. (1.5)

If the norm in the space B×Rn is defined by a corresponding way, for instance,
by

∥
∥{z,β}∥∥B×Rn = ‖z‖B + |β|, (1.6)

the space B × Rn will be a Banach one (here and in what follows, | · | denotes a
norm in Rn).

If the bounded operator {Λ,Y} : B × Rn → D is the inverse to the bounded
operator [δ, r] : D → B×Rn, then

x = Λδx + Yrx, x ∈ D, δ(Λz + Yβ) = z, r(Λz + Yβ) = β, {z,β} ∈ B×R
n.
(1.7)

Hence

Λδ + Yr = I , δΛ = I , δY = 0, rΛ = 0, rY = I. (1.8)

We will identify the finite-dimensional operator Y : Rn → D with a vector
(y1, . . . , yn), yi ∈ D, such that

Yβ =
n∑

i=1

yiβ
i, β = col

{
β1, . . . ,βn

}
. (1.9)

We denote the components of the vector functional r by r1, . . . , rn.
If l = [l1, . . . , lm] : D → Rm is a linear vector functional, X = (x1, . . . , xn) is a

vector with components xi ∈ D, then lX denotes them×nmatrix, whose columns
are the values of the vector functional l on the components of X : lX = (lix j),
i = 1, . . . ,m, j = 1, . . . ,n.

Consider the form of the operators Λ, Y , δ, r for some actual spaces.
Let D be the space of absolutely continuous functions x : [a, b] → Rn and let

L be the space of summable z : [a, b] → Rn. The isomorphism between the space
D and the product B×Rn may be defined, for instance, by

x(t) =
∫ t

a
z(s)ds + β, x ∈ D, {z,β} ∈ L×R

n. (1.10)
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In such a case,

(Λz)(t) =
∫ t

a
z(s)ds, Y = E, δx = ẋ, rx = x(a), (1.11)

where E is the identity n× n matrix.
In the case of the space Wn of functions x : [a, b] → R1 with absolutely con-

tinuous derivative x(n−1), we obtain similarly that

(Λz)(t) =
∫ t

a

(t − s)n−1

(n− 1)!
z(s)ds,

Y =
(

1, t − a, . . . ,
(t − a)n−1

(n− 1)!

)
,

δx = x(n), rx = {x(a), ẋ(a), . . . , x(n−1)(a)
}

,

(1.12)

if the isomorphism between Wn and L×Rn is defined on the base of the represen-
tation

x(t) =
∫ t

a

(t − s)n−1

(n− 1)!
x(n)(s)ds +

n−1∑

k=0

(t − a)k

k!
x(k)(a) (1.13)

of the element x ∈ Wn.
Denote by DS[a, t1, . . . , tm, b] = DS(m) the space of functions x : [a, b] → Rn

permitting finite discontinuity at the points t1, . . . , tm ∈ (a, b) and being absolutely
continuous on each [a, t1), [t1, t2), . . . , [tm, b]. The element x ∈ DS(m) may be
represented as

x(t) =
∫ t

a
ẋ(s)ds + x(a) +

m∑

i=1

χ[ti,b](t)Δx
(
ti
)
, (1.14)

where Δx(ti) = x(ti)− x(ti − 0), i = 1, . . . ,m, χ[ti ,b] is the characteristic function of
the interval [ti, b]. Thus the space DS(m) is isomorphic to the product L×Rn(m+1)

and

(Λz)(t) =
∫ t

a
z(s)ds,

Y = (E,E · χ[t1,b], . . . ,E · χ[tm,b]
)
,

δx = ẋ, rx = {x(a),Δx
(
t1
)
, . . . ,Δx

(
tm
)}
.

(1.15)

Theorem 1.8. A linear bounded operator {Λ,Y} : B × Rn → D has the bounded
inverse if and only if the following conditions are satisfied.

(a) The operator Λ : B → D is Noether one and indΛ = −n.
(b) dim kerΛ = 0.
(c) If λ1, . . . , λn is a basis for kerΛ∗ and λ = {λ1, . . . , λn}, then det λY �= 0.
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Proof

Sufficiency. From (a) and (b), it follows that dim kerΛ∗ = n. By virtue of
Theorem 1.5, D = R(Λ)⊕Mn, where dimMn = n. It follows from (c) that any
nontrivial linear combination of elements y1, . . . , yn does not belong to R(Λ),
therefore Mn = R(Y). Thus D = R(Λ) ⊕ R(Y) and, consequently, the operator
{Λ,Y} has its inverse by virtue of Banach’s theorem.

Necessity. From invertibility of {Λ,Y}, we have D = R(Λ)⊕ R(Y). Consequently,
the operator Λ is normally solvable by virtue of Theorem 1.5 and dim kerΛ∗ = n.
Besides, dim kerΛ = 0. Therefore indΛ = −n. Assumption det λY = 0 leads to
the conclusion that a nontrivial combination of the elements y1, . . . , yn belongs to
R(Λ). �

Theorem 1.9. A linear bounded operator [δ, r] : D → B×Rn has a bounded inverse
if and only if the following conditions are satisfied.

(a) The operator δ : D → B is a Noether one, ind δ = n.
(b) dim ker δ = n.
(c) If x1, . . . , xn is a basis of ker δ and X = (x1, . . . , xn), then det rX �= 0.

Proof

Sufficiency. From (a) and (b), it follows that dim ker δ∗ = 0. Thus R(δ) = B. Each
solution of the equation δx = z has the form

x =
n∑

i=1

cixi + v, (1.16)

where ci = const, i = 1, . . . ,n, v is any solution of this equation. By virtue of (c),
the system

δx = z, rx = β (1.17)

has a unique solution for each pair z ∈ B, β ∈ Rn. Therefore, the operator [δ, r]
has its bounded inverse.

Necessity. Let [δ, r]−1 = {Λ,Y}. From the equality δΛ = I , by virtue of Theorem
1.7, it follows that δ is a Noether operator and, by virtue of Theorem 1.3, ind δ =
n. As far as R(δ) = B, we have dim ker δ∗ = 0, and therefore dim ker δ = n. If
det rX = 0, then the homogeneous system

δx = 0, rx = 0 (1.18)

has a nontrivial solution. This gives a contradiction to the invertibility of the op-
erator [δ, r]. �
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1.2. Linear equation and linear boundary value problem

The Cauchy problem

(Lx)(t)
def= ẋ(t)− P(t)x(t) = f (t), x(a) = α, t ∈ [a, b], (1.19)

is uniquely solvable for any α ∈ Rn and summable f if the elements of the n × n
matrix P are summable. Thus, the representation of the solution

x(t) = X(t)
∫ t

a
X−1(s) f (s)ds + X(t)α (1.20)

of the problem (the Cauchy formula), where X is a fundamental matrix such that
X(a) is the identity matrix, is also a representation of the general solution of the
equation Lx = f . The Cauchy formula is the base for investigations on various
problems in the theory of ordinary differential equations. The Cauchy problem
for functional differential equations is not solvable generally speaking, but some
boundary value problems may be solvable. Therefore the boundary value problem
plays the same role in the theory of functional differential equations as the Cauchy
problem does in the theory of ordinary differential equations.

We will call the equation

Lx = f (1.21)

a linear abstract functional differential equation if L : D → B is a linear operator,
D and B are Banach spaces, and the space D is isomorphic to the direct product
B×Rn(D � B×Rn).

Let J = {Λ,Y} : B × Rn → D be a linear isomorphism and let J−1 = [δ, r].
Everywhere below, the norms in the spaces B×Rn and D are defined by

∥∥{z,β}∥∥B×Rn = ‖z‖B + |β|, ‖x‖D = ‖δx‖B + |rx|. (1.22)

By such a definition of the norms, the isomorphism J is an isometric one. There-
fore,

∥
∥{Λ,Y}∥∥B×Rn→D = 1,

∥
∥[δ, r]

∥
∥

D→B×Rn = 1. (1.23)

Since

‖Λz‖D =
∥
∥{Λ,Y}{z, 0}∥∥D ≤

∥
∥{Λ,Y}∥∥∥∥{z, 0}∥∥B×Rn = ‖z‖B, (1.24)

‖Λ‖B→D = 1. Similarly it is stated that ‖Y‖Rn→D = 1. Next, we have

‖δx‖B ≤ ‖x‖D, (1.25)
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and if rx = 0,

‖δx‖B = ‖x‖D. (1.26)

Therefore ‖δ‖D→B = 1. Analogously ‖r‖D→Rn = 1.
We will assume that the operator L : D → B is bounded. Applying L to both

parts of (1.7), we get the decomposition

Lx = Qδx + Arx. (1.27)

Here Q = LΛ : B → B is the principal part, and A = LY : Rn → B is the
finite-dimensional part of L.

As examples of (1.21) in the case when D is a space Dn of absolutely con-
tinuous functions x : [a, b] → Rn and B is a space Ln of summable functions
z : [a, b] → Rn, we can take an ordinary differential equation

ẋ(t)− P(t)x(t) = f (t), t ∈ [a, b], (1.28)

where the columns of the matrix P belong to Ln, or an integrodifferential equation

ẋ(t)−
∫ b

a
H1(t, s)ẋ(s)ds−

∫ b

a
H(t, s)x(s)ds = f (t), t ∈ [a, b]. (1.29)

We will assume the elements hi j(t, s) of the matrix H(t, s) to be measurable in

[a, b] × [a, b], and the functions
∫ b
a hi j(t, s)ds to be summable on [a, b], and will

assume the integral operator

(
H1z

)
(t) =

∫ b

a
H1(t, s)z(s)ds (1.30)

on Ln into Ln to be completely continuous. The corresponding operators L for
these equations in the form (1.27) have the representation

(Lx)(t) = ẋ(t)− P(t)
∫ t

a
ẋ(s)ds− P(t)x(a) (1.31)

for (1.28) and

(Lx)(t) = ẋ(t)−
∫ b

a

{
H1(t, s) +

∫ b

s
H(t, τ)dτ

}
ẋ(s)ds−

∫ b

a
H(t, s)ds x(a)

(1.32)

for (1.29).

Theorem 1.10. An operator L : D → B is a Noether one if and only if the principal
part Q : B → B of L is a Noether operator. In this case, ind L = indQ + n.
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Proof. If L is a Noether operator, Q = LΛ is also Noether as a product of Noether
operators and ind L = indQ + n (Theorems 1.8 and 1.3).

If Q is a Noether operator, Qδ is also Noether. Consequently, L = Qδ + Ar is
also Noether (Theorems 1.9 and 1.2). �

By Theorem 1.10, the equality ind L = n is equivalent to the fact that Q is
a Fredholm operator. The operator Q : B → B is a Fredholm one if and only
if it is representable in the form Q = P−1 + V(Q = P−1

1 + V1), where P−1 is the
inverse to a bounded operator P, andV is a compact operator (P−1

1 is the inverse to
the bounded P1, and V1 is a finite-dimensional operator), see [108]. An operator
Q = (I + V) : B → B is a Fredholm one, if a certain degree Vm of V is compact
(see, e.g., [108]). If the operator V is compact, the operator Q = I +V is said to be
a canonical Fredholm operator.

In the examples given above, we have Q = I − K , where K is an integral
operator. For (1.28),

(Kz)(t) =
∫ t

a
P(t)z(s)ds (1.33)

and it is a compact operator. For (1.29),

(Kz)(t) =
∫ b

a

{
H1(t, s) +

∫ b

s
H(t, τ)dτ

}
z(s)ds. (1.34)

Here K2 is a compact operator. The property of these operators being compact
may be established by Maksimov’s lemma [141, Lemma 1] (see also [32, Theorem
2.1]), which is given as Theorem B.1.

Theorem 1.11. Let L : D → B be a Noether operator with ind L = n. Then
dim ker L ≥ n and also dim ker L = n if and only if the equation (1.21) is solv-
able for each f ∈ B.

Proof. Recall that dim ker L − dim ker L∗ = n. Besides, the equation Lx = f is
solvable for each f ∈ B if and only if dim ker L∗ = 0 (Theorem 1.1). �

The vector X = (x1, . . . , xν) whose components constitute a basis for the ker-
nel of L is called the fundamental vector of the equation Lx = 0 and the compo-
nents x1, . . . , xν are called the fundamental system of solutions of this equation.

Let l = [l1, . . . , lm] : D → Rm be a linear bounded vector functional, α =
col{α1, . . . ,αm} ∈ Rm. The system

Lx = f , lx = α (1.35)

is called a linear boundary value problem.
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If R(L) = B and dim ker L = n, the question about solvability of (1.35)
is a one about solvability of a linear algebraic system with the matrix lX = (lix j),
i = 1, . . . ,m, j = 1, . . . ,n. Really, since the general solution of the equation Lx = f
has the form

x =
n∑

j=1

cjxj + v, (1.36)

where v is any solution of this equation, c1, . . . , cn are arbitrary constants. Thus,
problem (1.35) is solvable if and only if the algebraic system

n∑

j=1

lix jc j = αi − liv, i = 1, . . . ,m, (1.37)

is solvable with respect to c1, . . . , cn. So, problem (1.35) has a unique solution for
each f ∈ B, α ∈ Rm if and only if m = n, and det lX �= 0. The determinant det lX
is said to be the determinant of the problem (1.35).

By applying the operator l to the two parts of equality (1.7), we get the de-
composition

lx = Φδx + Ψrx, (1.38)

whereΦ : B → Rm is a linear bounded vector functional. We will denote the matrix
defined by the linear operator Ψ : Rn → Rm also by Ψ.

Using the representations (1.27) and (1.38), we can rewrite the problem
(1.35) in the form of the equation

(
Q A

Φ Ψ

)(
δx

rx

)

=
(
f

α

)

. (1.39)

The operator

(
Q∗ Φ∗

A∗ Ψ∗

)

: B∗ × (Rm)∗ �→ B∗ × (Rn)∗ (1.40)

is the adjoint one to the operator

(
Q A

Φ Ψ

)

: B×R
n �→ B×R

m. (1.41)

Taking into account the isomorphism between the spaces B∗ × (Rn)∗ and D∗, we
therefore call the equation

(
Q∗ Φ∗

A∗ Ψ∗

)(
ω

γ

)

=
(
g

η

)

(1.42)

the equation adjoint to the problem (1.39).
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Lemma 1.12. The operator [δ, l] : D → B×Rm is a Noether one, ind[δ, l] = n−m.

Proof. We have [δ, l] = [δ, 0]+[0, l], where the symbol “0” denotes a null operator
on the corresponding space. The operator [0, l] : D → B×Rm is compact since the
finite-dimensional operator l : D → Rm is a compact one. Compact perturbations
do not change the index of the operator (Theorem 1.2). Therefore, it is sufficient
to prove Lemma 1.12 only for the operator [δ, 0].

The direct product B × {0} is the range of values of the operator [δ, 0]. The
homogeneous adjoint equation to the problem [δ, 0]x = { f , 0} is reducible to one
equation ω = 0 in the space B∗ × (Rm)∗. The solutions of this equation are the
pairs {0, γ}. Therefore dim ker[δ, 0]∗ = m.

Thus [δ, 0] : D → B×Rm is a Noether operator and ind[δ, 0] = n−m. �
Rewrite the problem (1.39) in the form of the equation

[L, l]x = { f ,α}. (1.43)

Theorem 1.13. The problem (1.43) is a Noether one if and only if the principal part
Q : B → B of L is a Noether operator and also ind[L, l] = indQ + n−m.

Proof. The operator [L, l] has the representation

[L, l] =
(
Q 0

0 I

)

[δ, l] + [Ar, 0], (1.44)

where I : Rm → Rm is the identity operator, symbol “0” denotes the null operator
in the corresponding space. Indeed

(
Q 0

0 I

)

[δ, l]x + [Ar, 0]x =
(
Q 0

0 I

)

col{δx, lx} + col{Arx, 0}

= col{Qδx + Arx, lx}.
(1.45)

The operator Q : B → B is Noether if and only if the operator

(
Q 0

0 I

)

: B×R
m �→ B×R

m (1.46)

is a Noether one,

ind

(
Q 0

0 I

)

= indQ. (1.47)

Therefore, the operator

(
Q 0

0 I

)

[δ, l] : D �→ B×R
m (1.48)
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is a Noether one if and only if Q is a Noether operator and also

ind

(
Q 0

0 I

)

[δ, l] = ind

(
Q 0

0 I

)

+ ind[δ, l] = indQ + n−m (1.49)

(Theorems 1.3 and 1.7). The product Ar : D → B is compact. Hence the operator
[Ar, 0] : D → B×Rm is also compact. Now we get the conclusion of Theorem 1.13
from the fact that compact perturbation does not violate the property of being a
Noether operator and does not change the index. �

It should be noticed that the following corollaries are from Theorem 1.13 un-
der the assumption that L is a Noether operator .

Corollary 1.14. The problem (1.43) is a Fredholm one if and only if indQ = m− n.

Corollary 1.15. The problem (1.43) is solvable if and only if the right-hand side
{ f ,α} is orthogonal to all the solutions {ω, γ} of the homogeneous adjoint equation

Q∗ω + Φ∗γ = 0,

A∗ω + Ψ∗γ = 0.
(1.50)

The condition of being orthogonal has the form

〈ω, f 〉 + 〈γ,α〉 = 0. (1.51)

Everywhere below, we assume that the operator L is a Noether one with
ind L = nwhich means thatQ is a Fredholm operator. Under such an assumption,
by virtue of Corollary 1.14, problem (1.43) is a Fredholm one if and only if m = n.

The functionals l1, . . . , lm are assumed to be linearly independent.
We will call the special case of (1.43) with l = r the principal boundary value

problem. The equation [δ, r]x = { f ,α} is just the problem which is the base of the
isomorphism J−1 = [δ, r] between D and B×Rn.

Theorem 1.16. The principal boundary value problem

Lx = f , rx = α (1.52)

is uniquely solvable if and only if the principal part Q : B → B of L has its bounded
inverse Q−1 : B → B. The solution x of (1.52) has the representation

x = ΛQ−1 f +
(
Y −ΛQ−1A

)
α. (1.53)

Proof. Using the decomposition (1.27), we can rewrite (1.52) in the form

Qδx + Arx = f , rx = α. (1.54)
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If Q is invertible, then

δx = Q−1 f −Q−1Aα. (1.55)

An application to this equality of the operator Λ yields (1.53) since Λδ = I − Yr.
If Q is not invertible and y is a nontrivial solution of the equation Qy = 0, the

homogeneous problem

Lx = 0, rx = 0 (1.56)

has a nontrivial solution x, for instance x = Λy. �
From (1.53), one can see that the vector X = Y − ΛQ−1A is a fundamental

one and also rX = E (here A denotes the vector that defines the finite-dimensional
operator A : Rn → B).

Theorem 1.17. The following assertions are equivalent.
(a) R(L) = B.
(b) dim ker L = n.
(c) There exists a vector functional l : D → Rn such that problem (1.43) is

uniquely solvable for each f ∈ B, α ∈ Rn.

Proof. The equivalence of the assertions (a) and (b) was established while proving
Theorem 1.11.

Let dim ker L = n and l = [l1, . . . , ln], let the system l1, . . . , ln be biorthogonal
to the bases x1, . . . , xn of the kernel of L : lix j = δi j , i, j = 1, . . . ,n, where δi j is the
Kronecker symbol. Then problem (1.43) with such an l has the unique solution

x = X(α− lv) + v, (1.57)

where X = (x1, . . . , xn) and v is any solution of Lx = f . This is seen by taking into
account that lX = E. Conversely, if (1.43) is uniquely solvable for each f and α,
then one can take the solutions of the problems

Lx = 0, lx = αi, αi ∈ R
n, i = 1, . . . ,n, (1.58)

as the bases x1, . . . , xn if the matrix (α1, . . . ,αn) is invertible. Thus the equivalence
of the assertions (b) and (c) is proved. �

1.3. The Green operator

We will consider here the boundary value problem

Lx = f , lx = α (1.59)

under the assumption that the dimension m of l (the number of the boundary
conditions) is equal to n. By virtue of Corollary 1.15, such a condition is necessary
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for unique solvability of problem (1.59). Recall that we assume L to be a Noether
operator, ind L = n (indQ = 0). If m = n, then problem (1.59) is a Fredholm one
([L, l] : D → B×Rn is a Fredholm operator). Consequently, for this problem the
assertions that “the problem has a unique solution for some kind of right-hand
part { f ,α} (the problem is uniquely solvable),” “the problem is solvable for each
{ f ,α} (the problem is solvable everywhere),” and “the problem is everywhere and
uniquely solvable” are equivalent.

Let (1.59) be uniquely solvable and let us denote [L, l]−1 = {G,X}. Then the
solution x of problem (1.59) has the representation

x = G f + Xα. (1.60)

The operator G : B → D is called the Green operator of the problem (1.59), the
vector X = (x1, . . . , xn) is a fundamental vector for the equation Lx = 0, and also
lX = E.

It should be noted that Λ is the Green operator of the problem δx = f , rx = α.

Theorem 1.18. A linear bounded operatorG : B → D is a Green operator of a bound-
ary value problem (1.59) if and only if the following conditions are fulfilled.

(a) G is a Noether operator, indG = −n.
(b) kerG = {0}.

Proof. {G,X} : B×Rn → D is a one-to-one mapping if G is the Green operator of
problem (1.59). So, (a) and (b) are fulfilled by virtue of Theorem 1.8. Conversely,
letG be such that (a) and (b) are fulfilled. Then dim kerG∗ = n. If l1, . . . , ln consti-
tute a basis of kerG∗ and l = [l1, . . . , ln], then R(G) = ker l.G is the Green operator
of problem (1.59), where

Lx = G−1(x −Ulx) +Vlx, (1.61)

G−1 is the inverse to G : B → ker l; U = (u1, . . . ,un), ui ∈ D, is a vector such that
lU = E; and V = (v1, . . . , vn), vi ∈ B, is an arbitrary vector. �

Theorem 1.19. Let the problem (1.59) be uniquely solvable and let G be the Green
operator of this problem. Let further U = (u1, . . . ,un), ui ∈ D, lU = E. Then the
vector

X = U −GLU (1.62)

is a fundamental to the equation Lx = 0.

Proof. We have dim ker L = n by virtue of Theorem 2.8 and the unique solvabil-
ity of (1.59). The components of X are linearly independent since lX = E. The
equality LX = 0 can be verified immediately. �
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Theorem 1.20. Let G and G1 be Green operators of the problems

Lx = f , lx = α,

Lx = f , l1x = α.
(1.63)

Let, further, X be the fundamental vector of Lx = 0. Then

G = G1 − X(lX)−1lG1. (1.64)

Proof. The general solution of Lx = f has the representation

x = Xc +G1 f , (1.65)

where c ∈ Rn is an arbitrary vector. Define c in such a way that lx = 0. We have

0 = lx = lXc + lG1 f . (1.66)

Hence

c = −(lX)−1lG1 f (1.67)

and the solution x of the half-homogeneous problem Lx = f , lx = 0 has the form

x = (G1 − X(lX)−1lG1
)
f = G f . (1.68)

�
At the investigation of particular boundary value problems and some proper-

ties of Green operator, it is useful to employ the “elementary Green operator” Wl

that can be constructed for any boundary conditions lx = α. Beforehand, we will
prove the following lemma.

Lemma 1.21. For any linear bounded vector functional l = [l1, . . . , ln] : D → Rn

with linearly independent components, there exists a vectorU = (u1, . . . ,un), ui ∈ D,
such that det rU �= 0 and det lU �= 0.

Proof. LetU1 andU2 be n-dimensional vectors such that det rU1 �= 0 and lU2 = E.
Let, further,

U = U1 + μU2, (1.69)

where μ is a numerical parameter. The function ψ(μ) = det rU is continuous and
ψ(0) �= 0. Hence ψ(μ) �= 0 on an interval (−μ0,μ0). The polynomial P(μ) =
det lU = det(lU1 + μE) has no more than n roots. Consequently, there exists a
μ1 ∈ (−μ0,μ0) such that P(μ1) �= 0. For U = U1 + μ1U2, we have det rU �= 0 and
det lU �= 0. �



The Green operator 15

Suppose U = (u1, . . . ,un), ui ∈ D, det rU �= 0, lU = E. Define the operator
Wl : B → D as follows:

Wl = Λ−UΦ, (1.70)

whereU : Rn → D is a finite-dimensional operator corresponding to the vector U ,
Φ : B → Rn is the principal part of the vector functional l (see the equality (1.38)).
Let, further, L0 : D → B be defined by

L0x = δx − δU(rU)−1rx. (1.71)

Theorem 1.22. Wl is the Green operator of the boundary value problem

L0x = f , lx = α. (1.72)

Proof. The principal boundary value problem for the equation L0x= f is uniquely
solvable. Consequently, the dimension of the fundamental vector for L0x = 0
equals n. By immediate substitution, we get L0U = 0. Problem (1.72) is solvable
since lU = E. We have

L0Wl f = δ(Λ f −UΦ f )− δU(rU)−1r(Λ f −UΦ f )

= f − δUΦ f + δU(rU)−1rUΦ f = f ,

lWl f = Φδ(Λ f −UΦ f ) + Ψr(Λ f −UΦ f ) = Φ f − lUΦ f = 0.

(1.73)

�
The collection of all Green operator corresponding to the given vector func-

tional l : D → Rn is the set of operators of the form

G =WlΓ, (1.74)

where Γ is a linear homeomorphism of B into B. Indeed, if Γ : B → B is a homeo-
morphism, then, by virtue of Theorem 1.18, WlΓ is a Green operator of a problem
(1.59). Conversely, any Green operator G : B → ker l may be represented by (1.74),
where Γ =W−1

l G, W−1
l : ker l → B is the inverse to Wl : B → ker l.

Theorem 1.23. The collection of all Green operators G : B → D is defined by

G = (Λ−Uv)Γ, (1.75)

where U = (u1, . . . ,un), ui ∈ D, det rU �= 0, v : B → Rn is a linear bounded vector
functional, and Γ is a linear homeomorphism of the space B onto B.
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Proof. W = Λ − Uv is the Green operator of problem (1.72), where lx = vδx +
[E − vδU](rU)−1rx. Indeed,

L0W f = δ(Λ−Uv) f − δU(rU)−1r(Λ−Uv) f

= f − δUv f + δU(rU)−1rUv f = f ,

lW f = vδ(Λ−Uv) f + [E − vδU](rU)−1r(Λ−Uv) f

= v f − vδUv f − [E − vδU]v f = 0.

(1.76)

Now the assertion of Theorem 1.23 follows from the representation (1.74). �

Remark 1.24. The isomorphism {Λ,Y} : B×Rn → D may be constructed by using
as Λ the Green operator of any uniquely solvable boundary value problem in the
space D. Thus, on the base of Theorem 1.23, we can assert the following.

If a Green operator W : B → D possesses a certain property and this property
is invariant with respect to both finite-dimensional perturbations of this operator
and multiplication by any linear bounded operator, then any other Green operator
G : B → D possesses the same property.

In the investigation of boundary value problems, an important part belongs to
the so-calledW-method (Azbelev et al. [40]) which is based on an expedient choice
of an auxiliary model equation L1x = f . This method is based on the following
assertion.

Theorem 1.25. Let the model boundary value problem

L1x = f ,

lx = 0
(1.77)

be uniquely solvable and let W : B → D be the Green operator of this problem.
Problem (1.59) is uniquely solvable if and only if the operator LW : B → B has the
continuous inverse [LW]−1. In this event, the Green operator G of problem (1.59)
has the representation

G =W[LW]−1. (1.78)

Proof. There is a one-to-one correspondence between the set of solutions z ∈ B
of the equation LWz = f and the set of solutions x ∈ D of problem (1.59) with
homogeneous boundary conditions lx = 0. This correspondence is defined by
x =Wz and z = L1x. Consequently, problem (1.59) is uniquely solvable and also
the solution x of problem (1.59) for α = 0 has the representation x =W[LW]−1 f .
Thus G =W[LW]−1. �

By the applications of Theorem 1.25, one may put W = Wl, where Wl is
defined by (1.70). Let the operator U : Rn → D be defined as above by the vector
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U = (u1, . . . ,un), ui ∈ D, det rU �= 0, lU = E. Let, further, Φ : B → Rn be the
principal part of l : D → Rn. Define the operator F : B → B by F = LUΦ.

Corollary 1.26. The boundary value problem (1.59) is uniquely solvable if and only
if the operator (Q − F) : B → B has its bounded inverse. The Green operator of this
problem has the representation

G =Wl(Q − F)−1. (1.79)

The proof follows from the fact that Wl is a Green operator of the model
problem L0x = z, lx = 0, where L0 is defined by (1.71) and

LWl = LΛ−LUΦ = QδΛ− ArΛ−LUΦ = Q −LUΦ = Q − F. (1.80)

The following assertions characterize some properties of the Green operator
of problem (1.59) connected with the properties of the principal part Q of L.

Theorem 1.27. Assume that a boundary value problem (1.59) is uniquely solvable.
Let P : B → B be a linear bounded operator with bounded inverse P−1. The Green
operator of this problem has the representation

G =Wl(P +H), (1.81)

where H : B → B is a compact operator if and only if the principal part Q of L may
be represented in the form Q = P−1 +V , where V : B → B is a compact operator.

Proof. Let G =Wl(Q− F)−1 (see (1.79)), Q = P−1 +V . Define V1 = V − F. Then

(Q− F)−1 = (P−1 +V1
)−1 = (I + PV1

)−1
P = (I +H1

)
P = P +H , (1.82)

where H : B → B and H1 : B → B are compact operators.
Conversely, if (Q − F)−1 = P +H , then

Q = F + (P +H)−1 = F +
(
I + P−1H

)−1
P−1 = F +

(
I +V1

)
P−1 = P−1 +V ,

(1.83)

where V : B → B and V1 : B → B are compact operators. �

Theorem 1.28. A linear bounded operator G : B → D is the Green operator of prob-
lem (1.59), where Q = P−1 +V , if and only if kerG = {0} and

G = ΛP + T (1.84)

with a compact operator T : B → D.
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Proof. If G is a Green operator and Q = P−1 +V , then (1.84) follows at once from
(1.81) and (1.70).

Conversely, ifG has the form (1.84), thenG is a Noether operator, indG = −n.
By virtue of Theorem 1.18, G is a Green operator of a problem (1.59). From LG =
I , it follows that QP + LT = I . Hence Q = P−1 +V , where V = −LTP−1. �

We now state two corollaries of Theorem 1.28.

Corollary 1.29. The representation δG = P + H , where H : B → B is a compact
operator and P : B → B is a linear bounded operator with a bounded inverse P−1, is
possible if and only if G is the Green operator of a problem (1.59) with the principal
part of L having the form Q = P−1 +V , where V is a compact operator.

Proof. If δG = P +H ,

G = ΛP + ΛH + YrG, (1.85)

and by Theorem 1.28, Q = P−1 +V .
Conversely, if Q = P−1 + V , then G = ΛP + T , and consequently, δG =

P + δT . �

Corollary 1.30. The operator δG is a canonical Fredholm one if and only if the prin-
cipal part Q of L is a canonical Fredholm one.

The Green operator for ordinary differential equations and their generaliza-
tions is an integral one [32]. We consider below further generalizations of ordinary
differential equations in various spaces D � B×Rn. The problem of the represen-
tation of the Green operator arises any time we use a new space D of functions for
solutions. That is why we formulate the conditions under which the Green opera-
tor is representable with the Lebesgue integral in the most actual cases of the space
B.

Let D be a space of functions x = col{x1, . . . , xN} : [a, b] → RN defined at
any point and measurable on [a, b]. Suppose D � Lp × Rn; Lp, 1 ≤ p ≤ ∞, is
the Banach space of functions z = col{z1, . . . , zN} : [a, b] → RN with components
summable with power p for 1 ≤ p < ∞, measurable and essentially bounded for

p = ∞; ‖z‖Lp = {
∫ b
a |z(t)|pdt}1/p if 1 ≤ p <∞, ‖z‖L∞ = ess supt∈[a,b] |z(t)|.

In the below assertions, all the boundary value problems are assumed to be
uniquely solvable for any f ∈ Lp and α ∈ Rn.

First we consider the case of 1 ≤ p < ∞. Let J = {Λ,Y} : Lp × Rn → D be
an isomorphism and J−1 = [δ, r]. It is commonly known that for 1 ≤ p < ∞,
any linear bounded functional over the space Lp has the integral representation.
Therefore the vector functional Φ : Lp → Rn in decomposition (1.38) of the vector

functional l is integral: Φz = ∫ ba Φ(s)z(s)ds, where the columns of theN×nmatrix
Φ� belong to Lq, q = (p/(p − 1))(·� is the symbol of transposition).
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Theorem 1.31. Let 1 ≤ p < ∞. If the Green operator of some problem (1.59) is
integral, then the Green operator of any other problem (1.59) is also an integral one.

Proof. The supposition that the Green operator to some problem from (1.59) is
an integral one enables us to assume the operator Λ : Lp → D to be integral.
Since in addition the operatorUΦ : Lp → D is integral and finite-dimensional, the
operator Wl defined by (1.70) is integral too:

(
Wlz

)
(t) =

∫ b

a
W(t, s)z(s)ds. (1.86)

Then due to (1.79), we have

(G f )(t) =
∫ b

a
W(t, s)

[
(Q − F)−1 f

]
(s)ds

=
∫ b

a

[(
Q∗ − F∗)−1

W�(t, ·)](s) f (s)ds.

(1.87)

�
Now let p = ∞. The linear bounded functional over the space L∞ cannot in

general be represented by means of the Lebesgue integral. Therefore the integral
representation of the Green operator G : L∞ → D can be ensured only by some
restrictions on the operators L and l.

The Green operators G1L∞ → D and G2 : L∞ → D of the two boundary
problems

Lx = f , l1x = α,

Lx = f , l2x = α
(1.88)

for one and the same equation are linked by the equality

(
G2 f

)
(t) = (G1 f

)
(t)− X(t)

(
l2X
)−1

l2G1 f , f ∈ L∞, (1.89)

due to Theorem 1.20. Here X = (x1, . . . , xn) is the fundamental vector of the equa-
tion Lx = 0. This implies the following theorem.

Theorem 1.32. Let G1 be integral. The operatorG2 is integral if and only if the vector
functional l2G1 : L∞ → Rn has the integral representation.

Let J : L∞ ×Rn → D be an isomorphism and [δ, r] = J−1.
The restrictions on the operators L and l in the next theorem are stipulated

by the choice of the isomorphism J.



20 Linear abstract functional differential equation

We consider in what follows only vector functionals l : D → Rn such that the

vector functional Φ
def= lΛ : L∞ → Rn in decomposition (1.38), as in the case of

1 ≤ p < ∞, is integral. Thus we restrict our attention to the case that l is of the
form

lx =
∫ b

a
Φ(s)(δx)(s)ds + Ψrx, (1.90)

where the columns of the N × n matrix Φ� belong to L1, Ψ is a constant n × n
matrix.

Theorem 1.33. Let the operator Q
def= LΛ : L∞ → L∞ be adjoint to an operator

Q1 : L1 → L1, and the vector functional l : D → Rn has representation (1.90). Then
the Green operator of problem (1.59) is integral if and only if the Green operator
Λ : L∞ → D of the problem δx = z, rx = α is integral.

Proof. If Λ is an integral operator, then, as in the proof of Theorem 1.32, the op-
erator Wl is also integral:

(
Wl
)
(t) =

∫ b

a
W(t, s)z(s)ds. (1.91)

The finite-dimensional integral operator F
def= LUΦ : L∞ → L∞ is adjoint to

the integral operator F1 : L1 → L1. Therefore by (1.79), we have

(G f )(t) =
∫ b

a
W(t, s)

[(
Q∗1 − F∗1

)−1
f
]

(s)ds

=
∫ b

a

[(
Q1 − F1

)−1
W�(t, ·)

]�
(s) f (s)ds.

(1.92)

Now let the operator G be integral. It follows from (1.70) and (1.79) that

Λ = G(Q− F) +UΦ. (1.93)

Hence, as above, we get that the operator Λ is also integral. �

1.4. Problems lacking the everywhere and unique solvability

We assume, as above, that ind L = n(indQ = 0) and in addition that the equa-
tion Lx = 0 has n-dimensional fundamental vector X . From Theorem 1.17, the
equation Lx = f is solvable for each f ∈ B.
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The boundary value problem

Lx = f , lx = α (1.94)

will be considered without the assumption that the number m of boundary con-
ditions equals n.

Denote ρ = rank lX . In the case ρ > 0, we may assume without loss of gen-
erality that the determinant of the rank ρ composed from the elements in the left
top of the matrix lX does not become zero. Let us choose the fundamental vector
as follows. In the case that ρ > 0, the elements x1, . . . , xρ are selected in such a way
that lix j = δi j , i, j = 1, . . . , ρ (δi j is the Kronecker symbol). If 0 ≤ ρ < n, the
homogeneous problem Lx = 0, lx = 0 has n − ρ linearly independent solutions
u1, . . . ,un−ρ. Everywhere below we will take as the fundamental vector the vector
X = (u1, . . . ,un) if ρ = 0, the vector X = (x1, . . . , xρ,u1, . . . ,un−ρ) if 0 < ρ < n, and
the vector X = (x1, . . . , xn) if ρ = n.

Recall that problem (1.94) cannot be a Fredholm one ifm �=n (Corollary 1.14)
and the question about solvability of problem (1.94) is the question about solvabil-
ity of a linear algebraic system with the matrix lX .

Consider the cases corresponding to all possible relations between the num-
bers n, m, and ρ.

The case n = m = ρ was investigated in the previous sections.
If ρ = m < n, the problem is solvable (but not uniquely) for any f ∈ B,

α = {α1, . . . ,αm} ∈ Rm. To obtain the representation of the solution in this case,
we can supplement the functionals l1, . . . , lm by additional functionals lm+1, . . . , ln

such that

det
(
lm+iu j

)n−m
i, j=1 �= 0. (1.95)

The determinant of the problem

Lx = f , l1x = α1, . . . , lnx = αn (1.96)

does not become zero, and therefore this problem is uniquely solvable. Using the
Green operatorG of this problem, we can represent the solutions of problem (1.94)
in the form

x = G f +
m∑

i=1

αixi +
n−m∑

i=1

ciui, (1.97)

where c1, . . . , cn−m are arbitrary constants.
In all the other cases, problem (1.94) is not everywhere solvable. The con-

ditions of solvability can be obtained, using the Green operator of any uniquely
solvable boundary value problem for the equation Lx = f . Such a problem exists
by virtue of Theorem 1.17.



22 Linear abstract functional differential equation

Let ρ = n < m. In this case, the homogeneous problem Lx = 0, lx = 0 has
only the trivial solution. Thus, if problem (1.94) is solvable, the solution is unique
and so is the solution of the problem

Lx = f , lix = αi, i = 1, . . . ,n, (1.98)

(recall our convention that (lix j)ni, j=1 = E). If G is the Green operator of the lat-
ter problem, the solution of problem (1.94) in the event of its solvability has the
representation

x = G f +
n∑

i=1

αixi, (1.99)

and the necessary and sufficient condition of solvability of problem (1.94) takes
the form

αj = l jG f +
n∑

i=1

αil jxi, j = n + 1, . . . ,m. (1.100)

If ρ < n ≤ m or ρ < m < n, the solution of problem (1.94) cannot be a unique

one. Let us choose functionals l
ρ+1

, . . . , l
n

such that det(l
ρ+i
u j)

n−ρ
i, j=1 �= 0. Then the

problem

Lx = f , l
i
x = αi, i = 1, . . . ,n, (1.101)

at ρ = 0 or the problem

Lx = f , lix = αi, i = 1, . . . , ρ, l
ρ+ j
x = αρ+ j , j = 1, . . . ,n− ρ,

(1.102)

at ρ > 0 is uniquely solvable. Using the Green operator G of this problem, we may
write the solutions of problem (1.94) in the case of its solvability in the form

x = G f +
n∑

i=1

ciui (1.103)

by ρ = 0 and in the form

x = G f +
ρ∑

i=1

αixi +
n−ρ∑

i=1

ciui (1.104)

by ρ > 0. Here c1, . . . , cn−ρ are arbitrary constants. The necessary and sufficient
condition of solvability of (1.94) takes the form of the equalities

αj = l jG f , j = 1, . . . ,m, (1.105)
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by ρ = 0 and the equalities

αj = l jG f +
ρ∑

i=1

αil jxi, j = ρ + 1, . . . ,m, (1.106)

by ρ > 0.
In the theory of ordinary differential equations, the so-called “generalized

Green function” is widely used for representation of the solutions of the linear
boundary value problem in the case when one has no unique solution. The con-
struction of such a function (the kernel of the integral operator, the generalized
Green operator) is based on the well-known construction of Schmidt (see, e.g.,
[219]). This one permits to construct, for a noninvertible operator H , a finite-
dimensional operator F0 such that there exists the bounded inverse (H + F0)−1.
The classical scheme of the construction of generalized Green operators for differ-
ential equations is entirely extended for abstract functional differential equations.
We will dwell here on this scheme.

By Corollary 1.26, the Fredholm operator Q − F = LWl : B → B is nonin-
vertible if ρ < m = n. In this case, the half-homogeneous problem

Lx = f , lx = 0 (1.107)

is solvable if and only if the function f is orthogonal to all the elements of the
basis of ker(Q − F)∗. Using the procedure which would be given below, we will
construct an operator F0 such that the operator Q− F + F0 would have its inverse
Γ = (Q−F+F0)−1. The productG0 =WlΓ has the property that if problem (1.107)
is solvable, then the solutions of this problem may be represented in the form

x = G0 f +
n−ρ∑

i=1

ciui, (1.108)

where ui = Wlyi, y1, . . . , yn−ρ is the basis of kerQ − F, c1, . . . , cn−ρ are arbitrary
constants. This operator G0 : B → ker l is said to be a generalized Green operator of
problem (1.107). By virtue of (1.74),G0 is the ordinary Green operator of a certain
boundary value problem

L0x = f , lx = α. (1.109)

To construct the operator F0, let us choose any system ϕ1, . . . ,ϕn−ρ of function-
als from the space B∗ that are biorthogonal to y1, . . . , yn−ρ(〈ϕi, yj〉 = δi j , i, j =
1, . . . ,n − ρ) and a system z1, . . . , zn−ρ, zi ∈ B, being biorthogonal to the bases
ω1, . . . ,ωn−ρ of ker(Q − F)∗. The Schmidt construction defines the operator F0 :
B → B by

F0y =
n−ρ∑

i=1

〈
ϕi, y

〉
zi. (1.110)
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By virtue of the Schmidt lemma, Vainberg and Trenogin [219], there exists the
bounded inverse Γ = (Q − F + F0)−1. And also, if y satisfies the equation (Q −
F + F0)y = f and conditions of orthogonality 〈ωi, f 〉 = 0, i = 1, . . . ,n − ρ, then
(Q − F)y = f . Indeed, in this case we get from the equality (Q − F)y = f − F0y
that

〈
ωi, f − F0y

〉 = 0, i = 1, . . . ,n− ρ. (1.111)

Hence,

〈
ωi, f

〉− 〈ωi,F0y
〉 = −

〈

ωi,
n−ρ∑

j=1

cjz j

〉

= 0, i = 1, . . . ,n− ρ, (1.112)

where ci are some arbitrary constants. But the latter equality is possible only if
c1 = · · · = cn−ρ = 0. Therefore F0y = 0 and, consequently, (Q − F)y = f , and
x =WlΓ f is a solution of (1.107). Hence we get the representation (1.108).

Remark 1.34. To construct a generalized Green operator, one can use instead of
Wl, defined by (1.79), the Green operator of any model problem L1x = f , lx = 0
(see Theorem 1.25).

Not everywhere solvable problem (1.94) may become everywhere solvable by
some generalization of the notion of the solution. For instance, the solution of
(1.109) for the equation L0x = f constructed on the base of the Schmidt structure
may be considered as a kind of such generalization. Below is proposed a notion of
a generalized solution of problem (1.94) as an element of a finite-dimensional ex-
tension of the initial space. In this connection, the construction of the generalized
(extended) everywhere solvable boundary value problem requires sometimes ad-
ditional boundary conditions. So, the problem

ẋ(t) = f (t), x(a)− x(b) = 0 (1.113)

has absolutely continuous solutions not for any summable f . If we declare the
solution to be a function admitting a finite discontinuity at a fixed point τ ∈ (a, b),
then the extended problem

ẏ(t) = f (t), y(a)− y(b) = α, y(ξ) = β, ξ ∈ (a, b), (1.114)

has a unique solution for each f , α, and β. Indeed, in this case the fundamental
system of solutions of the equation ẏ(t) = 0 consists of two functions y1 = 1 and
y2 = χ[τ,b](t) (χ[τ,b](t) is the characteristic function of [τ, b]). The determinant of
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the problem is not equal to zero:

Δ =
∣
∣∣
∣
∣

0 1

−1 χ[τ,b](ξ)

∣
∣∣
∣
∣ �= 0. (1.115)

Next we will prove, under the assumption that the space D admits a finite-
dimensional extension, that for any not everywhere solvable problem (1.94), it is
possible that we construct an extended problem which is uniquely solvable.

Problem (1.94) is not everywhere solvable if ρ = n < m, ρ < n ≤ m, or
ρ < m < n. These cases are characterized by the inequality m− ρ > 0.

Let the space D be embedded into a Banach space D̃ so that D̃ = D ⊕Mμ,
where Mμ is a finite-dimensional subspace of the dimension μ. Any linear exten-
sion L̃ : D̃ → B of L is a Noether operator with ind L̃ = ind L + μ = n + μ.
(Theorem 1.6). As far as R(L) = B, we have also R(L̃) = B, therefore dim ker L̃ =
n + μ.

Let L̃ : D̃ → B and let l̃ : D̃ → Rm be a linear extension of L and l.
Consider the boundary value problem

L̃y = f , l̃ y = α (1.116)

in the space D̃. Since dim ker L̃ = n + μ, this problem may be uniquely and every-
where solvable only if μ = m−n. If μ > m−n, it is necessary to add tom boundary
conditions some more μ + n−m conditions.

Problem (1.116) if μ + n−m = 0, and problem

L̃y = f , l̃ y = α, l̃1y = α1 (1.117)

if m+n−μ > 0 are called extended boundary value problems. Here l̃1 : D̃ → Rμ+n−m

is a linear bounded vector functional.
As it was noted above, the inequality μ ≥ m− n is necessary for unique solv-

ability of the extended problem.
Everywhere below, y1, . . . , yμ are elements of fundamental system of the equa-

tion L̃y = 0, which do not belong to D.
For the beginning, consider an extended problem for a uniquely solvable

problem (1.94).

Theorem 1.35. Let m = n, let problem (1.94) be uniquely solvable, and let D̃ =
D ⊕Mμ. For any linear extensions L̃ : D̃ → B, l̃ : D̃ → Rn of L : D → B, and

l : D → Rn, there exists a vector functional l̃1 : D̃ → Rμ such that problem (1.117) is
uniquely solvable.



26 Linear abstract functional differential equation

Proof. For any linear extension l̃ of vector functional l, we have l̃X = lX . Therefore

det l̃X �= 0. Let us choose y1, . . . , yμ in such a way that l̃ yi = 0, i = 1, . . . ,μ. It is
possible since, letting

yi = yi −
n∑

j=1

cjxj (1.118)

for a fundamental system x1, . . . , xn, y1, . . . , yμ of the solutions of the equation

L̃y = 0, we get for constants c1, . . . , cn the system

n∑

j=1

cj l̃
kx j = l̃ k yi, k = 1, . . . ,n, (1.119)

with a determinant that is not equal to zero. Let us take now a system of functionals

l̃n+i : D̃ → R1, i = 1, . . . ,μ, such that

Δ = det
(
l̃n+i y j

)μ
i, j=1 �= 0. (1.120)

Then the determinant of problem (1.117) with l̃1 = [l̃n+1, . . . , l̃n+μ] is equal to Δ ·
det lX �= 0. �

Any element y ∈ D̃ has the representation

y = πy +
μ∑

i=1

ziλ
i y, (1.121)

where π : D̃ → D is a projector, z1, . . . , zμ constitute a basis ofMμ, λ = [λ1, . . . , λμ] :

D̃ → Rμ is such a vector functional that λx = 0 for each x ∈ D and λizj = δi j ,

i, j = 1, . . . ,μ. From (1.121), it follows that any linear extension L̃ : D̃ → B of the
operator L : D → B has the representation

L̃y = Lπy +
μ∑

i=1

aiλ
i y, (1.122)

where ai = L̃zi, and also for any ai ∈ B, i = 1, . . . ,μ, the latter equality defines a
linear extension of L on the space D̃. Similarly, the representation

l̃ y = lπ y + Γλy, (1.123)

where Γ = (γi j) is a numerical m× n matrix, defines the general form of the linear

extension l̃ : D̃ → Rm of the vector functional l : D → Rm.
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In what follows, m − ρ > 0. The next assertion recommends a more precise
estimate of the number μ for uniquely solvable problem than the inequality μ ≥
m− n given above.

Theorem 1.36. Let D̃ = D⊕Mμ. If problem (1.94) has a uniquely solvable extended
problem, then μ ≥ m− ρ.

Proof. Let μ < m−ρ. If ρ = n, then μ < m−n. Therefore only the case ρ < n needs
the proof.

Let L̃ and l̃ be any linear extensions on the space D̃ of L and l, respectively.
If μ = m − n, then the determinant of problem (1.116), the determinant of the
order m, is equal to zero because it has nonzero elements only at the columns
corresponding to x1, . . . , xρ, y1, . . . , yμ, if ρ > 0 or y1, . . . , yμ, if ρ = 0. The number
of such columns is equal to ρ + μ < m.

Let μ > m − n. Then the determinant of problem (1.117) is equal to zero.
Really, the cofactors of the minors of the (μ+ n−m)-th order composed from the

elements of the rows corresponding to the vector functional l̃1 are determinants of
the mth order. These determinants are equal to zero. �

Theorem 1.37. Let D̃ = D ⊕Mm−ρ. For any linear extension L̃ : D̃ → B of the op-

erator L : D → B, there exists a linear extension l̃ : D̃ → Rm of the vector functional

l : D → Rm, and in the case ρ < n, a vector functional l̃1 : D̃ → Rn−ρ such that
the extended problem (1.116) if ρ = n, or the extended problem (1.117) if ρ < n, is
uniquely solvable.

Proof. The operator L̃ has the representation (1.122), where μ = m − ρ. Denote
by vi any solution of the equation

Lx = −ai (1.124)

and let yi = vi + zi, i = 1, . . . ,m−ρ. Thus, u1, . . . ,un, y1, . . . , ym is the fundamental
system of solutions of the equation

L̃y = 0 (1.125)

if ρ = 0, x1, . . . , xρ, u1, . . . ,un−ρ, y1, . . . , ym−ρ if 0< ρ< n, and x1, . . . , xn, y1, . . . , ym−n
if ρ = n.

Let 0 < ρ ≤ n. Denote Y = (x1, . . . , xρ, y1, . . . , ym−ρ). We will show that it
is possible to choose an m × (m − ρ) matrix Γ for the corresponding extension

(1.123) of the vector functional l so that det l̃Y �= 0. Due to special choice of

x1, . . . , xρ, we have l̃ix j = δi j , i, j = 1, . . . , ρ, for any extension l̃. Further, πY =
(x1, . . . , xρ, v1, . . . , vm−ρ); λxi = 0, i = 1, . . . , ρ; λi y j = δi j , i, j = 1, . . . ,m − ρ.
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Therefore

l̃Y = lπY + ΓλY

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 · · · 0 l1v1 · · · l1vm−ρ
0 1 · · · 0 l2v1 · · · l2vm−ρ
· · · · · · · · · · · · · · · · · · · · ·

0 0 · · · 1 lρvi · · · lρvm−ρ
lρ+1x1 lρ+1x2 · · · lρ+1xρ lρ+1v1 · · · lρ+1vm−ρ
· · · · · · · · · · · · · · · · · · · · ·
lmx1 lmx2 · · · lmxρ lmv1 · · · lmvm−ρ

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

+

⎛

⎜
⎝

0 · · · 0 γ11 · · · γ1,m−ρ
· · · · · · · · · · · · · · · · · ·

0 · · · 0 γm1 · · · γm,m−ρ

⎞

⎟
⎠ .

(1.126)

The matrix Γ may be chosen, for instance, as follows. Let γi j = −liv j for i =
1, . . . , ρ, j = 1, . . . ,m− ρ, and the numbers γρ+i, j , i, j = 1, . . .m− ρ, are chosen so
that

Δ = det
(
lρ+iv j + γρ+i, j

)m−ρ
i, j=1 �= 0. (1.127)

Then det l̃Y = Δ �= 0.
If ρ = n, Theorem 1.37 is proved because problem (1.116) with the con-

structed extension l̃ is uniquely solvable.
If 0 < ρ < n, we choose in addition a vector functional

l̃1 =
[
l̃m+1, . . . , l̃m+n−ρ] : D̃ �→ R

n−ρ (1.128)

so that

Δ1 = det
(
l̃m+iu j

)n−ρ
i, j=1 �= 0. (1.129)

The determinant of problem (1.117) with the extension l̃ constructed above and

the vector functional l̃1 is equal to Δ1 · det l̃Y �= 0.
If ρ = 0, let Y = (y1, . . . , ym). In this case,

l̃Y = (liv j + γi j
)m
i, j=1. (1.130)

Let us choose γi j such that det l̃Y �= 0 and further, as above, take a vector functional

l̃1 =
[
l̃m+1, . . . , l̃m+n] : D̃ �→ R

n (1.131)

such that

Δ1 = det
(
l̃m+iu j

)n
i, j=1 �= 0. (1.132)

Then the determinant of problem (1.117) will be equal to Δ1 · det l̃Y �= 0. �
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Denote by G̃ the Green operator of the extended problem (problem (1.116) if
ρ = n or (1.117) if ρ < n). Then the solution of the problem has the representation

y = G̃ f + Z
(
l̃ρZ
)−1

αρ, (1.133)

where Z is a fundamental vector of the equation L̃y = 0; l̃ρ = l̃, αρ = α if ρ = n

and l̃ρ = [l̃, l̃1], αρ = {α,α1} if ρ < n.
Theorems 1.36 and 1.37 provide the minimal number μ = m − ρ for which

there exists a uniquely solvable extended problem to problem (1.94). If μ > m− ρ,
the uniquely solvable extended problem also exists by virtue of Theorem 1.35. If
the rank of the matrix lX is unknown, then we can take μ = m for the construction
of uniquely solvable extended problem. It will demand n additional boundary con-
ditions. The inequality μ ≥ m − ρ could be used for the estimation of the rank of
the matrix lX : if for a certain μ there exists a uniquely solvable extended problem,
then rank lX ≥ m− μ.

1.5. Continuous dependence on parameters

One of the central places in the theory of differential equations is occupied by the
question about conditions that guarantee continuous dependence of the solution
of the Cauchy problem

ẋ(t) = f
(
t, x(t), λ

)
, x(a) = α (1.134)

on parameters λ, α. Kurzweil [134] has approached this question in the following
generalized formulation: under which conditions does the sequence {xk} of the
solutions of the problems

ẋ(t) = fk
(
t, x(t)

)
, x(a) = αk, k = 1, 2, . . . , (1.135)

converge to the solution x0 of the “limiting case”

ẋ(t) = f0
(
t, x(t)

)
, x(a) = α0 (1.136)

of the problems?
Conditions for convergence of a sequence of solutions to linear boundary

value problems in the space of absolutely continuous n-dimensional vector func-
tions are given in [32, Theorem 4.1.1]. Let us formulate an abstract analog of the
mentioned theorem.

Let Lk : D → B, ind Lk = n, be linear bounded Noether operators, let lk :
D → Rn be linear bounded vector functionals, fk ∈ B, αk ∈ Rn, k = 1, 2, . . . .
Assume further that

lim
k→∞

∥
∥ fk − f0

∥
∥

B = 0, lim
k→∞

∣
∣αk − α0

∣
∣ = 0,

lim
k→∞

∥∥Lkx −L0x
∥∥

B = 0, lim
k→∞

∣∣lkx − l0x
∣∣ = 0 for each x ∈ D.

(1.137)
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Theorem 1.38. Let x0 ∈ D be the solution of the uniquely solvable problem

L0x = f0, l0x = α0. (1.138)

The problems

Lkx = fk, lkx = αk (1.139)

are uniquely solvable for all sufficiently large k and for their solutions xk ∈ D, the
convergence

lim
k→∞

∥
∥xk − x0

∥
∥

D = 0 (1.140)

holds if and only if there exists a vector functional l : D → Rn such that the problems

Lkx = f , lx = α (1.141)

are uniquely solvable for k = 0 and all sufficiently large k and for each right-hand
side { f ,α} ∈ B×Rn, the convergence of the solutions uk of the problems

lim
k→∞

∥∥uk − u0
∥∥

D = 0 (1.142)

holds.

A more general theorem will be proved below where each problem from the
sequence of the boundary value problems is considered in its own space. This gen-
eral assertion will contain Theorem 1.38.

We will formulate here the definitions and propositions of the paper by
Vaı̆nikko [220], which are required for the proof of the main theorem. We pro-
vide these results of Vaı̆nikko in the form we are in need of. In the brackets, there
are indicated general propositions of the paper by Vaı̆nikko [220], on the base of
which the theorems stated below are formulated.

Let E0 and Ek, k = 1, 2, . . . , be Banach spaces.

Definition 1.39. A system P = (Pk), k = 1, 2, . . . , of linear bounded operators
Pk : E0 → Ek is said to be connecting for E0 and Ek, k = 1, 2, . . . , if

lim
k→∞

∥∥Pku
∥∥

Ek = ‖u‖E0 (1.143)

for any u ∈ E0.

Observe that the norms of the operators Pk are bounded in common
(supk ‖Pk‖ <∞) due to the principle of uniform boundedness.



Continuous dependence on parameters 31

Definition 1.40. The sequence {uk}, uk ∈ Ek, is said to be P -convergent to u0 ∈
E0, which is denoted by uk

P
�����������������������������������������������→ u0, if

lim
k→∞

∥
∥uk −Pku0

∥
∥

Ek = 0. (1.144)

Observe that from the P -convergence uk
P
�����������������������������������������������→ u0, it follows in particular that

limk→∞ ‖uk‖Ek = ‖u0‖E0 .

Definition 1.41. The sequence {uk}, uk ∈ Ek, is said to be P -compact if any of its
subsequences includes a P -convergent subsequence.

Let, further, F0 and Fk, k = 1, . . . , be Banach spaces; let P = (Pk), k =
1, 2, . . . , be a connecting system for E0 and Ek; let Q = (Qk), k = 1, 2, . . . , be a
connecting system for F0 and Fk; and let Ak : Ek → Fk , k = 0, 1, . . . , be linear
bounded operators.

Definition 1.42. A sequence {Ak} is said to be PQ-convergent to A0, which is

denoted by Ak
PQ
��������������������������������������������������������������������������������������������������������→ A0, if the sequence {Akuk} is Q-convergent to A0u0 for any

sequence {uk}, uk ∈ Ek, that is, P -convergent to u0 ∈ E0.

Theorem 1.43 (Vaı̆nikko [220, Proposition 2.1]). IfAk
PQ
�����������������������������������������������������������������������������������→A0, then supk‖Ak‖<∞.

If a sequence {γk} of the elements of a Banach space converges to γ0 by the
norm, we will denote this fact henceforth by γk → γ0 .

Theorem 1.44 (Vaı̆nikko [220, Proposition 3.5 and Theorem 4.1]). Let the se-
quences {Bk} and {Ck} of linear bounded operators Bk : Ek → Fk, Ck : Ek → Fk,
k = 1, 2, . . . , be PQ-convergent to B0 and C0, respectively. Let, further, the following
conditions be fulfilled.

(1) R(B0) = F0, there exist continuous inverses B−1
k , k = 1, 2, . . . , and also

supk ‖B−1
k ‖ <∞.

(2) The sequence {Ckuk} is Q-compact for any bounded sequence {uk}, uk ∈
Ek(supk ‖uk‖Ek <∞).

(3) The operatorsAk = Bk+Ck, k = 0, 1, . . . , are Fredholm ones, kerA0 = {0}.
Then, for k = 0 and all sufficiently large k, there exist bounded inverses A−1

k and

A−1
k yk

P
��������������������������������������������������������������������→ A−1

0 y0 if yk
Q
�����������������������������������������������������������������→ y0

(
A−1
k

QP
��������������������������������������������������������������������������������������������������������→ A−1

0

)
. (1.145)

Remark 1.45. Condition (1) of Theorem 1.44 is equivalent to Condition 1∗. There

exist bounded inverses B−1
k : Fk → Ek, k = 0, 1, . . . , and also B−1

k
QP
��������������������������������������������������������������������������������������������������������→ B−1

0 .

The implication 1∗ ⇒ 1 is obvious. Let us prove the implication 1 ⇒ 1∗.
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As it was shown by Vaı̆nikko [220, Proposition 3.3], conditions imposed on
the operators Bk guarantee the existence of a γ > 0 such that

∥
∥B0u

∥
∥

F0
≥ γ‖u‖E0 (1.146)

for any u ∈ E0, and from R(B0) = F0, there follows the existence of bounded
inverse B−1

0 .

Let yk
Q
�����������������������������������������������������������������→ y0, yk ∈ Fk. We have

∥∥B−1
k yk −PkB

−1
0 y0

∥∥
Ek

≤ ∥∥B−1
k yk−B−1

k Qk y0
∥
∥

Ek +
∥
∥B−1

k Qk y0 −PkB
−1
0 y0

∥
∥

Ek ,∥
∥B−1

k yk − B−1
k Qk y0

∥
∥

Ek ≤
∥
∥B−1

k

∥
∥
∥
∥yk −Qk y0

∥
∥

Fk �→ 0.

(1.147)

Denote B−1
0 y0 = u0. Then

∥
∥B−1

k Qk y0 −PkB
−1
0 y0

∥
∥

Ek ≤
∥
∥B−1

k

∥
∥
∥
∥QkB0u0 − BkPku0

∥
∥

Fk �→ 0 (1.148)

since Pku0
P
��������������������������������������������������������������������→ u0 and Bk

PQ
��������������������������������������������������������������������������������������������������������→ B0.

Let Dk and Bk be Banach spaces, let Dk be isomorphic to the direct product
Bk ×Rn, let

{
Λk,Yk

}
: Bk ×R

n �→ Dk

([
δk, rk

] = {Λk,Yk
}−1
)

(1.149)

be the isomorphisms, and

‖u‖Dk =
∥
∥δku

∥
∥

Bk
+
∣
∣rku

∣
∣, k = 0, 1, . . . . (1.150)

Let, further, H = (Hk) be the connecting system for B0, Bk and let P = (Pk)
be the connecting system for D0, Dk, k = 1, 2, . . . . We denote by H0 and P0 the
identical operators in the spaces B0 and D0, respectively.

Consider the sequences {Lk}, {lk} of bounded linear Noether operators Lk :
Dk → Bk, ind Lk = n, and bounded linear vector functionals lk : Dk → Rn with

linearly independent components, k = 0, 1, . . . . We will assume that Lk
PH
���������������������������������������������������������������������������������������������������������������→L0

and that lkuk → l0u0 if uk
P
��������������������������������������������������������������������→ u0.

Let the boundary value problem

L0x = f , l0x = α (1.151)

be uniquely solvable. Consider the question about conditions which provide the
unique solvability of the problems

Lkx = f , lkx = α (1.152)
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for all k large enough and also the convergence xk
P
��������������������������������������������������������������������→ x0 for any sequences { fk}

and {αk}, fk H
������������������������������������������������������������������������→ f0, αk → α0. Here xk is the solution of the problem

Lkx = fk, lkx = αk (1.153)

and x0 is the solution of the problem

L0x = f0, l0x = α0. (1.154)

We will assume the spaces Bk, k = 1, 2, . . . , to be isomorphic to B0 and also
the operators Hk : B0 → Bk of the connecting system for B0 and Bk to be isomor-
phisms and supk ‖H−1

k ‖ <∞.
Define the connecting system Q = (Qk) of the isomorphisms of the spaces

B0 ×Rn and Bk ×Rn by

Qk{ f ,α} = {Hk f ,α}, { f ,α} ∈ B0 ×R
n,

Q−1
k { f ,α} = {H−1

k f ,α}, { f ,α} ∈ Bk ×R
n.

(1.155)

Thus, if fk
H
������������������������������������������������������������������������→ f0 and αk → α0, then { fk,αk} Q

�����������������������������������������������������������������→ { f0,α0}. It is easy to see that

∥∥Qk

∥∥ = max
{∥∥Hk

∥∥, 1
}

,
∥∥Q−1

k

∥∥ = max
{∥∥H−1

k

∥∥, 1
}
. (1.156)

We choose the connecting system P = (Pk) for the spaces D0 and Dk so that
the operators Pk have bounded inverses and also supk ‖P −1

k ‖ <∞. For instance,

Pk = ΛkHkδ0 + Ykr0 =
{
Λk,Yk

}
Qk
[
δ0, r0

]
. (1.157)

Then

P −1
k = Λ0H

−1
k δk + Y0rk =

{
Λ0,Y0

}
Q−1
k

[
δk, rk

]
,

∥
∥Pk

∥
∥ = ∥∥Qk

∥
∥,

∥
∥P −1

k

∥
∥ = ∥∥Q−1

k

∥
∥.

(1.158)

This system is a connecting one for D0 and Dk. Really,

δkPku =Hkδ0u, rkPku = r0u (1.159)

for any u ∈ D0. Therefore

∥
∥Pku

∥
∥

Dk
= ∥∥Hkδ0u

∥
∥

Bk
+
∣
∣r0u

∣
∣ �→ ∥

∥δ0u
∥
∥

B0
+
∣
∣rou

∣
∣ = ‖u‖D0 . (1.160)

(The possibility of choosing Pk will be considered more extensively at the end of
this section.)
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We will prove Theorem 1.46 under the assumptions as follows.
(a) There exists a connecting system H = (Hk) of isomorphisms for the

spaces B0 and Bk such that

sup
k

∥
∥H−1

k

∥
∥ <∞. (1.161)

(b) The connecting system P = (Pk) for D0 and Dk is chosen in a way such
that the operators Pk : B0 → Bk are isomorphisms and

sup
k

∥
∥P −1

k

∥
∥ <∞. (1.162)

(c) Lk
PH
���������������������������������������������������������������������������������������������������������������→L0 and lkuk → l0u0 if uk

P
��������������������������������������������������������������������→ u0.

Theorem 1.46. Let problem (1.151) be uniquely solvable. Then problems (1.152) are

uniquely solvable for all sufficiently large k; and for any sequences { fk}, {αk}, fk H
������������������������������������������������������������������������→

f0, αk → α0, the solutions xk of problems (1.153) are P -convergent to the solution x0

of problem (1.154) if and only if there exists a vector functional l : D0 → Rn such that
the problems

H−1
k LkPkx = f , lx = α (1.163)

are uniquely solvable for k = 0 and all sufficiently large k for any right-hand side
{ f ,α} ∈ B0 × Rn and also the convergence vk → v0 of the solutions vk ∈ D0 of
problems (1.163) holds.

Let us rewrite problems (1.151)–(1.154) in the form

[
L0, l0

]
x = { f ,α}, (1.164)

[
Lk, lk

]
x = { f ,α}, (1.165)

[
Lk, lk

]
x = { fk,αk

}
, (1.166)

[
L0, l0

]
x = { f0,α0

}
. (1.167)

Then Theorem 1.46 may be stated as follows.
Let the operator [L0, l0] : D0 → B0 × Rn be continuously invertible. Then

theoperators [Lk, lk] : Dk → Bk×Rn are continuously invertible for all sufficiently
large k and also

[
Lk, lk

]−1 QP
�����������������������������������������������������������������������������������→ [

L0, l0]−1 (1.168)

if and only if there exists a vector functional l : D0 → Rn such that the operators

[
H−1

k LkPk, l
]

: D0 �→ B0 ×R
n (1.169)
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are continuously invertible for k = 0 and all sufficiently large k, and also

[
H−1

k LkPk, l
]−1{ f ,α} �→ [

L0, l
]−1{ f ,α} (1.170)

for any { f ,α} ∈ B0 ×Rn.
Beforehand, we will prove two lemmas.
Denote Mk =H−1

k LkPk.

Lemma 1.47. Mku→ L0u for any u ∈ D0 if and only if Lk
PH
���������������������������������������������������������������������������������������������������������������→L0.

Proof. Let Lk
PH
���������������������������������������������������������������������������������������������������������������→L0. Since Pku

P
�����������������������������������������������→ u and supk ‖H−1

k ‖ <∞, we have

Mku−L0u =H−1
k

(
LkPku−HkL0u

)
�→ 0. (1.171)

Conversely, let Mku→ L0u for any u ∈ D0 and uk
P
�����������������������������������������������→ u0. We have

Lkuk −HkL0u0 =HkMkP
−1
k uk −HkL0u0

=Hk
{
Mk

(
P −1
k uk − u0

)
+
(
Mku0 −L0u0

)}
�→ 0

(1.172)

since P −1
k uk → u0, Mku0 → L0u0, supk ‖Hk‖ <∞, supk ‖Mk‖ <∞. �

Denote

Φk =
[
Lk, lP −1

k

]
: Dk �→ Bk ×R

n,

Fk =
[
H−1

k LkPk, l
]

: D0 �→ B0 ×R
n

(
Φ0 = F0

)
.

(1.173)

Lemma 1.48. The operators Φk and Fk are continuously invertible (or not) simulta-

neously; Φ−1
k

QP
�����������������������������������������������������������������������������������→ Φ−1

0 if and only if F−1
k y → F−1

0 y for any y ∈ B0 ×Rn.

Proof. Simultaneous invertibility follows from the representation Φk = QkFkP
−1
k .

Let F−1
k y → F−1

0 y for any y ∈ B0 ×Rn and yk
Q
�����������������������������������������������������������������→ y0, yk ∈ Bk ×Rn. We have

Φ−1
k yk −PkΦ

−1
0 y0 = PkF

−1
k Q−1

k

(
yk −Qk y0

)
+ Pk

(
F−1
k y0 − F−1

0 y0
)
. (1.174)

From here, it follows that Φ−1
k

QP
��������������������������������������������������������������������������������������������������������→ Φ−1

0 .

Conversely, let Φ−1
k

QP
��������������������������������������������������������������������������������������������������������→ Φ−1

0 . We have

F−1
k y − F−1

0 y = P −1
k

(
Φ−1
k Qk y −PkΦ

−1
0 y

)
. (1.175)

From here, F−1
k y → F−1

0 y. �
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The proof of Theorem 1.46. Sufficiency. Let us represent the operator [Lk, lk] in the
form

[
Lk, lk

] = [Lk, lP −1
k

]
+
[
0, lk − lP −1

k

]
. (1.176)

Since Lk
PH
���������������������������������������������������������������������������������������������������������������→L0 and lP −1

k uk → lu0 if uk
P
��������������������������������������������������������������������→ u0, we have

Φk =
[
Lk, lP −1

k

] PQ
��������������������������������������������������������������������������������������������������������→ [

L0, l
] = Φ0. (1.177)

By virtue of Lemma 1.48, there exist, for all sufficiently large k, continuous inverses

Φ−1
k = [Lk, lP −1

k

]−1
: Bk ×R

n �→ Dk (1.178)

and Φ−1
k

QP
��������������������������������������������������������������������������������������������������������→ Φ−1

0 . Thus, taking into account Theorem 1.43, condition (1) is
fulfilled for the sequence {Φk}.

Next consider the sequence of the operators

Ck =
[
0, lk − lP −1

k

]
: Dk �→ Bk ×R

n, k = 1, 2, . . . . (1.179)

Let uk
P
�����������������������������������������������→ u0 then lkuk → l0u0 due to the assumption (c) of the theorem and

lP −1
k uk − lu0 → 0 since P −1

k uk → u0. Therefore

Ck
PQ
��������������������������������������������������������������������������������������������������������→ C0 =

[
0, l0 − l

]
. (1.180)

If the sequence {uk}, uk ∈ Dk, is bounded, from the estimate

∣
∣(lk − lP −1

k

)
uk
∣
∣ ≤ ∥∥lk − lP −1

k

∥
∥
∥
∥uk

∥
∥

Dk
(1.181)

and the boundedness in common of the norms ‖lk − lP −1
k ‖, there follow bound-

edness in Rn and, consequently, compactness of the sequence {(lk − lP −1
k )uk}. So,

the sequence {Ckuk} is Q-compact. Thus condition (2) of Theorem 1.44 is fulfilled
for the operators Ck.

Further,Ak = [Lk, lk] = Φk+Ck are Fredholm operators, the equality kerA0 =
{0} follows from the unique solvability of problem (1.164). Thus, by virtue of
Theorem 1.44, there exist continuous inverses A−1

k = [Lk, lk]−1 and also

[
Lk, lk

]−1 QP
��������������������������������������������������������������������������������������������������������→ [

L0, l0
]−1

. (1.182)

Necessity. Let us show that we can take l0 as the vector functional l. In other words,
the operators

Fk =
[
H−1

k LkPk, l0
]

: D0 �→ B0 ×R
n (1.183)
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have, for all sufficiently large k, continuous inverses F−1
k and F−1

k y → F−1
0 y for

any y ∈ B0 × Rn. By virtue of Lemma 1.48, it is sufficient to verify that for all
sufficiently large k, the operators

Φk =
[
Lk, l0P −1

k

]
: Dk �→ Bk ×R

n (1.184)

have continuous inverses with Φ−1
k

QP
��������������������������������������������������������������������������������������������������������→ Φ−1

0 . We have

Φk =
[
Lk, lk

]
+
[
0, l0P −1

k − lk
]
. (1.185)

Under the condition

Bk =
[
Lk, lk

] PQ
��������������������������������������������������������������������������������������������������������→ [

L0, l0
] = B0, (1.186)

for k = 0 and all sufficiently large k, there exist continuous inverses B−1
k and also

B−1
k

QP
�����������������������������������������������������������������������������������→ B−1

0 .
Further we have

Ck =
[
0, l0P −1

k − lk
] PQ
��������������������������������������������������������������������������������������������������������→ [0, 0] = C0. (1.187)

Really, if uk
P
�����������������������������������������������→ u0, then

(
l0P

−1
k − lk

)
uk = l0P

−1
k

(
uk −Pku0

)− (lkuk − l0u0
)
�→ 0. (1.188)

Q-compactness of the sequence {Ckuk} can be proved like it was done by the proof
of sufficiency.

Φk = [Lk, l0P −1
k ] = Bk + Ck are Fredholm operators and kerΦ0 = {0}. Thus

there exist, for all sufficiently large k, continuous inverses Φ−1
k with Φ−1

k
QP
��������������������������������������������������������������������������������������������������������→

Φ−1
0 . �

The condition vk → v0 in the statement of Theorem 1.46 may be changed by
another equivalent one due to Theorem 1.49.

Let Mk : D0 → B0, k = 0, 1, . . ., be linear bounded operators such that Mku→
M0u for any u ∈ D0 and let a linear bounded vector functional l : D0 → Rn exist
such that for each k = 0, 1, . . . , the boundary value problem

Mkx = f , lx = α (1.189)

is uniquely and everywhere solvable. Denote by vk the solution of this problem
and denote by zk the solution of the half-homogeneous problem

Mkx = f , lx = 0. (1.190)

Let Gk be the Green operator of this problem.
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Theorem 1.49. The following assertions are equivalent.
(a) vk → v0 for any { f ,α} ∈ B0 ×Rn.
(b) supk ‖zk‖D0 <∞ for any f ∈ B0.
(c) Gk f → G0 f for any f ∈ B0.

Proof. The implication (a)⇒(b) is obvious.
The implication (b)⇒(c). The Green operator Gk : B0 → ker l is an inverse

to Mk : ker l → B0. From (b), it follows that supk ‖Gk‖ < ∞. Thus, by virtue of
Remark 1.45, we have (c).

Implication (c)⇒(a). The solution vk has the representation

vk = Gk f + Xkα, (1.191)

where Xk is the fundamental vector of the equation Mkx = 0 and also lXk = E. By
virtue of Theorem 1.19,

Xk = U −GkMkU , (1.192)

where U = (u1, . . . ,un), ui ∈ D0, lU = E. Thus Xkα → X0α for any α ∈ Rn, and,
consequently, vk → v0. �

Next we dwell on the question of choosing the connecting systems of isomor-
phisms Hk : B0 → Bk and Pk : D0 → Dk. It is natural to subordinate the operators
Pk and Hk to the following requirement:

uk
P
��������������������������������������������������������������������→ u0 ⇐⇒ δkuk

H
������������������������������������������������������������������������→ δ0u0, rkuk �→ r0u0. (1.193)

Theorem 1.50. Let

∥
∥(Hkδ0 − δkPk

)
u
∥
∥

Bk
�→ 0,

(
r0 − rkPk

)
u �→ 0, ∀u ∈ D0. (1.194)

Then (1.193) holds.

Proof. The assertion follows from the inequalities

∥∥δkuk −Hkδ0u0
∥∥

Bk
≤ ∥∥δk

(
uk −Pku0

)∥∥
Bk

+
∥∥(δkPk −Hkδ0

)
u0
∥∥

Bk
,

∣
∣rkuk − r0u0

∣
∣ ≤ ∣∣rk

(
uk −Pku0

)∣∣ +
∣
∣(rkPk − r0

)
u0
∣
∣,

∥
∥uk −Pku0

∥
∥

Dk
= ∥∥δk

(
uk −Pku0

)∥∥
Bk

+
∣
∣rk
(
uk −Pku0

)∣∣

≤ ∥∥δkuk −Hkδ0u0
∥∥

Bk
+
∥∥(Hkδ0 − δkPk

)
u0
∥∥

Bk

+
∣
∣rkuk − r0u0

∣
∣ +

∣
∣(r0 − rkPk

)
u0
∣
∣.

(1.195)

�
Conversely, if δkuk

H
������������������������������������������������������������������������→ δ0u0 and rkuk → r0u0, where uk

P
��������������������������������������������������������������������→ u0, the limiting

relations (1.194) are fulfilled. This follows from Pku
P
�����������������������������������������������→ u.
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Thus, (1.193) are fulfilled if and only if the limiting relations (1.194) hold,
in particular, if δkPk = Hkδ0 and rkPk = r0. Applying Λk to the first of these
relations, we get

(
I − Ykrk

)
Pk = ΛkHkδ0. (1.196)

From here, taking into account the second equality, we obtain

Pk = ΛkHkδ0 + Ykr0 =
{
Λk,Yk

}
Qk
[
δ0, r0

]
. (1.197)

The main statements of the theory of linear abstract differential equations
were published by Anokhin [8, 10], Azbelev and Rakhmatullina [188], Anokhin
[9], Azbelev et al. [32, 33], and by Anokhin and Rakhmatullina [11]. Applications
of the assertions of Chapter 1 to some questions of the operator theory are consid-
ered by Islamov in [102, 103].





2
Equations in traditional spaces

2.1. Introduction

The first two sections of the chapter are devoted to the systems of linear func-
tional differential equations and the scalar equations of the nth order. The the-
ory of this generalization of the ordinary differential equations has been worked
out by a large group of mathematicians united in 1975 by the so-called “Perm
Seminar on Functional Differential Equations” at Perm Polytechnic Institute. The
primary interest of the seminar arose while trying to clear out the numerous pub-
lications on the equations with deviated argument. Most parts of the publications
were based on the conception accepted by Myshkis [163], Krasovskii [121], and
Hale [98]. This conception was reasoned from a special definition of the solution
as a continuous prolongation of the “initial function” by virtue of the equation.
In the case of retarded equations, such a definition met no objection while the
initial Cauchy problem was considered. The complications began to arise in stud-
ies of Cauchy problem with impulse impacts and particularly while studying the
boundary value problems. In the case of general deviation of the argument, even
simple linear equations have entirely no solution under such a definition. There
is a considerable survey by Myshkis [165] of very extensive literature based on the
conception above.

In [23, 34], a slight generalization of the notion of the solution was suggested.
This generalization led to a more perfect conception which met no contradiction
with the traditional one but simplified essentially some constructions. The new
conception is natural and effective due to the description of the equation with
deviated argument using the composition operator defined on the set of functions,
x : [a, b] → Rn, by

(
Shx
)
(t) =

⎧
⎨

⎩

x
[
h(t)

]
if h(t) ∈ [a, b],

0 if h(t) �∈ [a, b].
(2.1)

The new conception has led the seminar in a natural way to a richness in
content general theory of the equation

Lx = f , (2.2)
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with the linear operator L defined on the Banach space of the absolutely continu-
ous functions. This theory is treated below on the ground of the further general-
ization to which Chapter 1 was devoted. Such an approach shortens the presenta-
tion of the matter and allows us to consider wide classes of the problems from the
unified point of view.

Much attention is given in Section 2.3 to the property of the fixed sign of
Green function (to the problem of the validity of the functional differential analog
to the Chaplygin theorem on differential inequality).

The third section is devoted to a new conception of the stability of solutions
to the equations with aftereffect. It is emphasized that the new conception does
not contradict to the classical one.

Some characteristics of equations with aftereffect are connected with the sit-
uation, where the principal part Q : L → L of the operator L : D → L is
Volterra by Tikhonov [215] and at the same time the inverse Q−1 is also Volterra.
In Section 2.5, written by S. A. Gusarenko, the results are treated on preserving the
mentioned characteristics when a more general conception of Volterra operators
is accepted.

2.2. Equations in the space of absolutely continuous functions

2.2.1. Equations with deviated argument and their generalization

For any absolutely continuous function x : [a, b] → Rn, the identity

x(t) =
∫ t

a
ẋ(s)ds + x(a) (2.3)

holds. Therefore, the space D of such functions is isomorphic to the direct product
L×Rn, where L is the Banach space of summable functions z : [a, b] → Rn under
the norm

‖z‖L =
∫ b

a

∥
∥z(s)

∥
∥

Rnds. (2.4)

If

‖x‖D = ‖ẋ‖L +
∥
∥x(a)

∥
∥

Rn , (2.5)

the space D is Banach. The isomorphism J : L × Rn → D in this case may be
defined by

x(t) =
∫ t

a
z(s)ds + β, {z,β} ∈ L×R

n. (2.6)
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Therefore, the linear operator L : D → L as well as linear vector functional l : D →
Rm may be represented in the form

Lx = Qẋ + Ax(a),

lx =
∫ b

a
Φ(s)ẋ(s)ds + Ψα.

(2.7)

Here Q : L → L is the principal part of L, which is defined by Q = LΛ ((Λz)(t) =
∫ t
a z(s)ds), the finite dimensional partA : Rn → L is defined by (Aα)(t) = (LE)(t)α

(here and below E is the identity n×nmatrix), andm×nmatrix Φ has measurable
essentially bounded elements and may be constructed from the equality

l
(∫ t

a
z(s)ds

)
=
∫ b

a
Φ(s)z(s)ds. (2.8)

Any column of the m × n matrix Ψ is the result of application of the vector func-
tional l to the corresponding column of the identity matrix E. Namely, Ψ = lE.

The general theory of Chapter 1 is applicable to the equation Lx = f with
linear L : D → L if L is bounded, is Noether with ind L = n, or, what is the same,
the principal part Q = LΛ : L → L of L is Fredholm.

The differential equation

(Lx)(t)
def= ẋ(t) + P(t)x(t) = f (t), (2.9)

with the columns of the n× n matrix P from L, as well as the generalization of the
equation in the form

(Lx)(t)
def= ẋ(t) +

∫ b

a
dsR(t, s)x(s) = f (t); (2.10)

under the assumption that the elements ri j(t, s) of the n×nmatrix R(t, s) are mea-
surable in the square [a, b]×[a, b], the functions ri j(·, s) for each s ∈ [a, b] and the
functions vars∈[a,b] ri j(·, s) are summable on [a, b], R(t, b) ≡ 0; are representatives
of the equation Lx = f with a Fredholm operator LΛ.

Under the above assumptions, the operators T : D → L and R : L → L, defined
by

(Tx)(t) =
∫ b

a
dsR(t, s)x(s), (2.11)

(Rz)(t) =
∫ b

a
R(t, s)z(s)ds, (2.12)

are compact. This follows from Theorem B.1.
The equation (2.10) takes the form

(Lx)(t)
def= ẋ(t)−

∫ b

a
R(t, s)ẋ(s)ds− R(t, a)x(a) = f (t) (2.13)
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after integration by parts of the Stiltjes integral. Thus the principal part of such an
operator L : D → L has the form

Qz = z − Rz. (2.14)

If the isomorphism J : L × Rn → D is defined by (2.6), the principal boundary
value problem for the equation Lx = f is the Cauchy one:

Lx = f , lx
def= x(a) = α. (2.15)

By Theorem 1.16, this problem is uniquely solvable if and only if the principal part
Q of L has the bounded inverse Q−1 : L → L. Besides, the solution of the problem
(the general solution of the equation) has the form

x(t) =
∫ t

a

(
Q−1 f

)
(s)ds +

[
E −

∫ t

a

(
Q−1A

)
(s)ds

]
α = (G f )(t) + (Xα)(t). (2.16)

Here A = LE. The existence of the inverse Q−1 is equivalent to unique solvability
of the equation z = Rz + f in the space L. Let it be unique solvable. Then

(
Q−1 f

)
(t) = f (t) +

∫ b

a
H(t, s) f (s)ds. (2.17)

Thus the solution of the Cauchy problem of (2.10) with x(a) = 0 is defined by

x(t) = (G f )(t) =
∫ t

a

[
f (s) +

∫ b

a
H(s, τ) f (τ)dτ

]
ds. (2.18)

By changing the integration order in the integral

∫ t

a

{∫ b

a
H(s, τ) f (τ)dτ

}
ds, (2.19)

we obtain the representation of the Green operator

(G f )(t) =
∫ b

a

[
χ(t, s)E +

∫ t

a
H(τ, s)dτ

]
f (s)ds, (2.20)

where χ(t, s) is the characteristic function of the triangle a ≤ s ≤ t ≤ b. Thus

G(t, s) = χ(t, s)E +
∫ t

a
H(τ, s)dτ. (2.21)

There is an extensive literature of the latter decades devoted to the equation
with deviated argument,

ẋ(t) + P(t)x
[
h(t)

] = v(t), t ∈ [a, b],

x(ξ) = ϕ(ξ) if ξ �∈ [a, b],
(2.22)
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and some generalizations of this equation (see, for instance, [164, 165]). The sec-
ond row in (2.22) is necessary in order to determine the value of x[h(t)] when
some values of h do not belong to [a, b]. The given function ϕ is called the initial
one. In order to rewrite (2.22) in the form Lx = f with linear L : D → L, we will
introduce the notations

(
Shx
)
(t) =

⎧
⎨

⎩

x
[
h(t)

]
if h(t) ∈ [a, b],

0 if h(t) �∈ [a, b],

ϕh(t) =
⎧
⎨

⎩

0 if h(t) ∈ [a, b],

ϕ
[
h(t)

]
if h(t) �∈ [a, b].

(2.23)

Then (2.22) takes the form

(Lx)(t)
def= ẋ(t) + P(t)

(
Shx
)
(t) = f (t), (2.24)

where f (t) = v(t)− P(t)ϕh(t). Since

P(t)
(
Shx
)
(t) =

∫ b

a
dsR(t, s)x(s), (2.25)

if R(t, s) = −P(t)χh(t, s), where χh(t, s) is the characteristic function of the set

{
(t, s) ∈ [a, b]× [a, b] : a ≤ s ≤ h(t) < b

}∪ {(t, s) ∈ [a, b]× [a, b) : h(t) = b
}

,
(2.26)

the equation (2.22) is of the form (2.10) if the elements of n × n matrix P are
summable and h : [a, b] → R1 is measurable. Sometimes we will designate the
value of the composition operator Sh on the function x briefly as xh and rewrite
(2.22) in the form

ẋ(t) + P(t)xh(t) = f (t). (2.27)

The authors of numerous articles and monographs define the notion of the
solution of (2.22) as a continuous prolongation onto [a, b] of the initial function
ϕ on the strength of the equation. More precisely, the mentioned authors define
the solution of (2.22) as an absolutely continuous function x : [a, b] → Rn that
satisfies the equation and the boundary value conditions x(a) = ϕ(a), x(b) = ϕ(b).
In this event, the number of the boundary value conditions m = 2n > n. The
problem

Lx = f , x(a) = ϕ(a), x(b) = ϕ(b) (2.28)
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is not a Fredholm one because the index of such a problem is equal to n − m =
−n. As it was shown in Section 1.4, problem (2.28) is solvable only for special
f , ϕ(a), ϕ(b). Thus, (2.22) with the additional demand of continuous matching
between function ϕ and solution x is, generally speaking, not solvable, even in
the case dim ker L = n. It should be noticed that, by Theorem 1.17, (2.22) under
the condition dim ker L = n is solvable for any f without additional continuous
matching conditions.

The requirement of continuous matching conditions x(a) = ϕ(a), x(b) =
ϕ(b) had been involving numerous difficulties in attempts to outline a general the-
ory of (2.22) even in the case h(t) ≤ t when (2.28) becomes a Cauchy problem, as
well as by solving various applied problems connected with (2.22). Beginning with
the works of Azbelev et al. [23], and Azbelev and Rakhmatullina [34], the partic-
ipants of the Tambov Seminar did away with the requirement of the continuous
matching, introduced the composition operator defined by (2.23), and began to
use the form (2.10) for the equation (2.22). As a result, the fundamentals of the
modern theory of the equations with deviating argument were accomplished to
the middle of seventies. The boundary value problem has occupied the central
point in this theory. A more detailed description of the development of the notion
of the solution to the equation with deviated argument can be found in Rakhmat-
ullina [187] and Azbelev et al. [32, 33].

2.2.2. The Green matrix

Consider the general linear boundary value problem

Lx = f , lx = α, (2.29)

where l : D → Rn is a linear bounded vector functional with linearly independent
components.

If the problem (2.29) has a unique solution for each { f ,α} ∈ L × Rn, the
solution is defined by

x = G f + Xα. (2.30)

By Theorem 1.31, the Green operator G : L → D of the problem (2.29) is integral
since the Green operator Λ in isomorphism (2.6) is integral. The kernel G(t, s) of
the Green operator

(G f )(t) =
∫ b

a
G(t, s) f (s)ds (2.31)

is called the Green matrix (see Azbelev et al. [32, 33]). The finite-dimensional oper-
ator X : Rn → D is defined by n×nmatrix X(t), the columns of which constitute a
system of n linearly independent solutions of the homogeneous equation Lx = 0.

In order to investigate the Green operator in detail, it is convenient to intro-
duce a special integral operator Wl : L → {x ∈ D : lx = 0} corresponding to the
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given vector functional l. Such an operator is defined by

(
Wlz

)
(t) =

∫ t

a
z(s)ds−U(t)

∫ b

a
Φ(s)z(s)ds, (2.32)

where Φ is the n× n matrix from the representation (2.7) of the vector functional
l, and U is an n × n matrix with the columns from D such that lU = E and
detU(a) �= 0.

Lemma 1.21 asserts the existence of such a matrix for any bounded vector
functional l and, by virtue of Theorem 1.22, Wl is the Green operator of the “pri-
mary boundary value problem”

L0x = z, lx = 0, (2.33)

where

(
L0x

)
(t) = ẋ(t)− U̇(t)U−1(a)x(a). (2.34)

The use of the “W-substitution” x =Wlz to the equation Lx = f leads to the
equation

(
LWlz

)
(t) ≡ (Qz)(t)− (LU)(t)

∫ b

a
Φ(s)z(s)ds = f (t) (2.35)

with respect to z.
Define the degenerate operator F : L → L by

(Fz)(t) = (LU)(t)
∫ b

a
Φ(s)z(s)ds, (2.36)

and rewrite (2.35) in the form

LWlz ≡ (Q− F)z = f . (2.37)

The problem Lx = f , lx = 0 is equivalent to the equation in the following sense.
Between the set of solutions x ∈ D of the problem and the set of solutions z ∈ L
of (2.35), there is a one-to-one mapping defined by

x =Wlz, z = L0x. (2.38)

The paraphrase of Theorem 1.25 and its Corollary 1.26 as applied to the concrete
space D allows us to formulate the following assertion.

Theorem 2.1. The boundary value problem (2.29) is uniquely solvable for each
{ f ,α} ∈ L × Rn if and only if there exists the bounded inverse (Q − F)−1 : L → L.
Therewith, the Green operator of the problem has the representation

G =Wl(Q − F)−1. (2.39)
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Let us dwell on the boundary value problem for the equation (2.10). In this
case, Qz = z − Rz, where R is defined by (2.12). Let K = R + F. Then

(Kz)(t) =
∫ b

a
K(t, s)z(s)ds,

K(t, s) = R(t, s) + (LU)(t)Φ(s).
(2.40)

The equation (2.35) takes the form

z(t) =
∫ b

a
K(t, s)z(s)ds + f (t). (2.41)

The sum K = R + F of the compact R and the degenerated F is also compact.
If Q − F = I − K has the bounded inverse, (I − K)−1 = I +H , where

(H f )(t) =
∫ b

a
H(t, s) f (s)ds (2.42)

is compact. Thus

(G f )(t) =
∫ b

a
Wl(t, s)

{
f (s) +

∫ b

a
H(s, τ) f (τ)dτ

}
ds (2.43)

and we obtain the following representation of the Green matrix:

G(t, s) =Wl(t, s) +
∫ b

a
Wl(t, τ)H(τ, s)dτ

= χ(t, s)E −U(t)Φ(s) +
∫ t

a
H(τ, s)dτ −U(t)

∫ b

a
Φ(τ)H(τ, s)dτ,

(2.44)

where χ(t, s) is the characteristic function of the set {(t, s) ∈ [a, b] × [a, b] : a ≤
s ≤ t ≤ b}. On the base of this representation, we have the following assertion on
the properties of the Green matrix.

Theorem 2.2. The Green matrix G(t, s) of the boundary value problem for the equa-
tion (2.10) has the following properties.

(a) G(·, s) is absolutely continuous on [a, s) and (s, b] for almost each s ∈
[a, b]. Besides

G(s + 0, s)−G(s− 0, s) = E. (2.45)

(b) One has

d

dt

∫ b

a
G(t, s) f (s)ds = f (t) +

∫ b

a

∂

∂t
G(t, s) f (s)ds (2.46)

for any f ∈ L.
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(c) G(·, s) satisfies the equalities

∂

∂t
G(t, s)−

∫ b

a
R(t, τ)

∂

∂τ
G(τ, s)dτ − R(t, a)G(a, s) = R(t, s),

∫ b

a
Φ(τ)

∂

∂τ
G(τ, s)dτ + ΨG(a, s) = −Φ(s)

(2.47)

for almost each s ∈ [a, b].

Proof. The assertions (a) and (b) follow at once from (2.44). The assertion (c) can

be established by the substitution of x(t) = ∫ b
a G(t, s) f (s)ds into equation (2.10)

and the boundary conditions. �

Remark 2.3. Theorem 2.2 is valid for the equation of the form

ẋ(t)− (Mẋ)(t)− A(t)x(a) = f (t) (2.48)

if the operator M : L → L is weakly compact [32, 33, Theorem 3.4.2].

Let us go a bit into the equation of more general form

(Lx)(t)
def= [

(I − S)ẋ
]
(t) +

∫ b

a
dsR(t, s)x(s) = f (t), (2.49)

where (Sz)(t) = ∑m
i=1 Bi(t)(Sgiz)(t), and the composition operators Sgi : L → L

are defined by (2.23). The operator S : L → L is bounded if the elements of the
matrices Bi are measurable and essentially bounded and the functions gi guarantee
the action of the operators Sgi in the space L. By Theorem C.1, the operator Sg
maps L into itself continuously if and only if

μ sup
e⊂[a,b]
mes e>0

mes g−1(e)
mes e

<∞ (2.50)

and therewith μ = ‖Sg‖L→L. By Theorem C.9, the operator S : L → L (if it differs
from the null operator) cannot be compact. Under the above assumptions, the
principal part Q = I − S − R of the operator L : D → L is Fredholm if and only
if there exists the bounded inverse (I − S)−1 : L → L, see [18, 62, 64, 222]. The
boundary value problem for the equation (2.49) is not reducible to the integral
equation: here we have the functional equation z = (K + S)z + f with compact K
instead of an integral equation.

2.2.3. Equations with aftereffect

A special place in theory as well as in application is occupied by the equations with
aftereffect, that is, by the equations with Volterra L.
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Let us call to mind that the linear operator V : X → Y, where X and Y are
linear spaces of measurable on [a, b] n-dimensional vector functions, is called
Volterra operator if, for each c ∈ (a, b) and any x ∈ X such that x(t) ≡ 0 on
[a, c], we have (Vx)(t) = 0 on [a, c].

The equation (2.22) will be the one with Volterra L if gi(t) ≤ t, t ∈ [a, b],
i = 1, . . . ,m, and R(t, s) = 0 at a ≤ t < s ≤ b. If, besides, the isomorphism
J : L × Rn → D is defined by (2.6), the principal part Q = I − (R + S) for (2.49)
is Volterra. Under the assumption that the spectral radius of (R + S) : L → L is less
than 1, there exists the Volterra inverse Q−1 = I + (R + S) + (R + S)2 + · · · . In this
event, the Green operator of the Cauchy problem is said to be the Cauchy operator
C and its kernel is called the Cauchy matrix which will be denoted by C(t, s):

(C f )(t)
def=
∫ t

a

(
Q−1 f

)
(s)ds =

∫ t

a
C(t, s) f (s)ds. (2.51)

In [24], it is shown that the spectral radius of Volterra (R+ S) : L → L is equal
to the spectral radius ρ(S) of S : L → L. In [24, 72], there are proposed some upper
estimates of ρ(S). We will cite one of the estimates from [32, Theorem 5.2.4].

For a fixed τi > 0, define the set ωi by

ωi =
{
t ∈ [a, b] : t − gi(t) ≤ τi, gi(t) ∈ [a, b]

}
, i = 1, . . . ,m. (2.52)

Then

ρ(S) ≤
m∑

i=1

μi ess sup
t∈ωi

∥
∥Bi(t)

∥
∥, (2.53)

where μ = ‖Sg‖L→L, ‖B(t)‖ is the norm of the matrix B(t) agreed with the norm
of Rn. We have in mind that ess supt∈ω ϕ(t) = 0 if ω is empty.

From this it follows, in particular, that the existence of a constant τ > 0 such
that t − gi(t) ≥ τ, i = 1, . . . ,m, t ∈ [a, b], provides the equality ρ(S) = 0.

Let us dwell on specific properties of the equation

(Lx)(t)
def= ẋ(t) +

∫ t

a
dsR(t, s)x(s) = f (t) (2.54)

with Volterra L : D → L under the assumption that R(t, t) = 0. It is a natural
generalization of (2.22) with delay (h(t) ≤ t).

The spectral radius of the compact Volterra operator

(Rz)(t) =
∫ t

a
R(t, s)z(s)ds (2.55)

is equal to zero, see, for instance, [229]. Therefore, the Cauchy problem for (2.54)
is uniquely solvable and, besides,

Q−1 f = f + R f + R2 f + · · · = f +H f , (2.56)
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where

(H f )(t) =
∫ t

a
H(t, s) f (s)ds. (2.57)

Thus the Cauchy operator for (2.54) is integral Volterra and the Cauchy matrix
C(t, s) defined by (2.21) has in this case the form

C(t, s) = E +
∫ t

s
H(τ, s)dτ, a ≤ s ≤ t ≤ b. (2.58)

The Cauchy matrix C(t, s) is absolutely continuous with respect to t ∈ [s, b] by
virtue of the fact that H(τ, s) is summable for each s ∈ [a, b). Therefore,

∂

∂t
C(t, s) = H(t, s), C(s, s) = E, t ∈ [s, b], (2.59)

holds at each s ∈ [a, b].
For each fixed s ∈ [a, b), we can write

∂

∂t
C(t, s) = −

∫ t

s
dτR(t, τ)C(τ, s), t ∈ [s, b]. (2.60)

Really, the kernels R(t, s) and H(t, s) are connected by the known equality

H(t, s) =
∫ t

s
R(t, τ)H(τ, s)dτ + R(t, s). (2.61)

Therefore, from (2.58) and (2.59), we have

∂

∂t
C(t, s) =

∫ t

s
R(t, τ)

∂

∂τ
C(τ, s)dτ + R(t, s) = −

∫ t

s
dτR(t, τ)C(τ, s). (2.62)

For each fixed s ∈ [a, b), the general solution of the equation

ẏ(t) +
∫ t

s
dτR(t, τ)y(τ) = f (t), t ∈ [s, b], (2.63)

has the representation

y(t) =
∫ t

s
C(t, τ) f (τ)dτ + C(t, s)y(s). (2.64)

Really, the matrix C(t, s) is the fundamental one for (2.63), besides, C(s, s) = E.
Let us show that the function

v(t) =
∫ t

s
C(t, τ) f (τ)dτ (2.65)
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satisfies (2.63). In fact, the equality (2.46) for (2.54) has the form

d

dt

∫ t

a
C(t, τ) f (τ)dτ =

∫ t

a

∂

∂t
C(t, τ) f (τ)dτ + f (t), t ∈ [a, b]. (2.66)

Let f (t) be defined on [s, b] and prolonged on [a, s) as zero. Then

d

dt

∫ t

s
C(t, τ) f (τ)dτ =

∫ t

s

∂

∂t
C(t, τ) f (τ)dτ + f (t), t ∈ [s, b]. (2.67)

Using this equality and (2.60), we have

v̇(t) +
∫ t

s
dξR(t, ξ)v(ξ)

= f (t) +
∫ t

s

∂

∂t
C(t, τ) f (τ)dτ +

∫ t

s
dξR(t, ξ)

{∫ ξ

s
C(ξ, τ) f (τ)dτ

}

= f (t)−
∫ t

s

{∫ t

τ
dξR(t, ξ)C(ξ, τ)

}
f (τ)dτ

+
∫ t

s
dξR(t, ξ)

{∫ ξ

s
C(ξ, τ) f (τ)dτ

}
= f (t).

(2.68)

The latter equality is established here by immediate integration by parts of both
Stiltjes integrals.

The representation (2.64) is called the Cauchy formula. In the case s = a, we
obtain from (2.64) the representation

x(t) =
∫ t

a
C(t, s) f (s)ds + C(t, a)x(a) (2.69)

of the general solution of (2.54).
It should be noticed that the Cauchy matrix C(t, s) for the differential equa-

tion

ẋ(t) + P(t)x(t) = f (t) (2.70)

(and only for such an equation) is connected with the fundamental matrix X(t) by

C(t, s) = X(t)X−1(s). (2.71)

As for the properties of the Cauchy matrix and the Cauchy formula of the
representation of the general solution in the general case of the equation with af-
tereffect, we will restrict ourselves to the following.

Let Q : L → L be a linear bounded Volterra operator. As it is known (see
[109]), such an operator has the representation

(Qz)(t) = d

dt

∫ t

a
Q(t, s)z(s)ds. (2.72)
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Let, further, A : Rn → L be a linear bounded finite-dimensional operator. The
equality

Lx = Qẋ + Ax(a) (2.73)

defines a linear bounded Volterra L : D → L.
We will assume below the existence of the bounded Volterra inverseQ−1 : L →

L. Thus

(
Q−1 f

)
(t) = d

dt

∫ t

a
C(t, s) f (s)ds. (2.74)

Now we can see that any n × n matrix C(t, s), which defines the bounded opera-
tor (2.74) that acts in the space L and has the bounded Volterra inverse Q, is the
Cauchy matrix for the equation Qẋ + Ax(a) = f for any A.

Let the columns of n × n matrix X(t) belong to D and let C(t, s) be a matrix
such that the operatorQ−1 defined by (2.74) is bounded and has bounded Volterra
inverse Q : L → L. Then the equality

x(t) =
∫ t

a
C(t, s) f (s)ds + X(t)x(a) (2.75)

defines the general solution of the equation Qẋ + Ax(a) = f . Here the operator
A : Rn → L corresponds to the equality

X(t) = E −
∫ t

a
C(t, s)(AE)(s)ds. (2.76)

It is relevant to remark that the matrices above,Q(t, s) andC(t, s), have similar
properties and Q(t, s) is also the matrix Cauchy for an equation Lx = f such that
LΛ = Q−1.

2.2.4. Control problems

Consider the Cauchy problem

Lx = f , x(a) = α (2.77)

under the assumption that the principal part Q of operator L has the bounded
inverse Q−1 : L → L and the right-hand side f has the form f = v + Bu, where
v ∈ L is a given function, and B is a given linear bounded operator mapping a
Banach space Ur of functions u : [a, b] → Rr into the space L.

The equation

Lx = v + Bu (2.78)
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is called the control system with an eye to influence on the state x by the function
u ∈ Ur called the control (the control action). As a rule, r < n, BUr �= L in applied
control problems.

In the classical control problem, one needs to find a control u taking system
(2.78) from the given initial state x(a) = α to the desired terminal state x(b) = β,
that is, to find u ∈ Ur such that the boundary value problem

Lx = v + Bu, x(a) = α, x(b) = β (2.79)

has the solution xu. By any control u, the solution xu is uniquely defined. In cases
of ordinary differential equations and equations with delay, the control problem is
the subject of wide literature (see, e.g., [7] and references therein).

Consider a more general control problem,

Lx = v + Bu, x(a) = α, lx = β (2.80)

where the aim of control is given by the general linear bounded vector functional
l : D → Rn. Such problems arise, in particular, in economic dynamics, where
the aim of control can be formulated as the attainment of the given level, β, of
certain characteristic of trajectory x. For example, in the case that the model (2.78)
governs the production dynamics, the condition

lx =
∫ b

a
e−λ(t−a)x(t)dt = β (2.81)

gives the so-called integral discounted product with discount coefficient λ. The
control problems in economic dynamics are studied in detail in [148].

Here we demonstrate that, for systems with the operator L being a Volterra
one, conditions for the solvability of the control problem as well as the construc-
tion of corresponding control actions can be efficiently written due to the Cauchy
matrix, C(t, s) (the Green matrix of the Cauchy problem).

We will restrict our consideration to the problem (2.80) in the case

(Lx)(t) = ẋ(t) +
∫ t

a
dsR(t, s)x(s). (2.82)

In this case, the general solution of the equation Lx = f has the representation
(2.69)

x(t) =
∫ t

a
C(t, s) f (s)ds + C(t, a)x(a). (2.83)

Thus the set of all possible trajectories to control system (2.78) is governed by the
equality

x(t) = C(t, a)α +
∫ t

a
C(t, s)v(s)ds +

∫ t

a
C(t, s)(Bu)(s)ds, u ∈ Ur . (2.84)
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Applying the vector functional

lx = Ψx(a) +
∫ b

a
Φ(τ)ẋ(τ)dτ (2.85)

to both of the sides of this equality and taking into account that

d

dt

∫ t

a
C(t, s) f (s)ds =

∫ t

a
C′t (t, s) f (s)ds + f (t), (2.86)

we obtain

lx = Ψ1α +
∫ b

a
Φ(τ)

∫ τ

a
C′τ(τ, s)v(s)ds dτ +

∫ b

a
Φ(τ)v(τ)dτ

+
∫ b

a
Φ(τ)

∫ τ

a
C′τ(τ, s)(Bu)(s)ds dτ +

∫ b

a
Φ(τ)(Bu)(τ)dτ = β,

(2.87)

where

Ψ1 = Ψ +
∫ b

a
Φ(τ)C′τ(τ, a)dτ. (2.88)

After the interchange of the order of integration in the iterated integrals and the
notation

θ(s) = Φ(s) +
∫ b

s
Φ(τ)C′τ(τ, s)dτ, (2.89)

we come to the following equation concerning the control u:

∫ b

a
θ(s)(Bu)(s)ds = γ. (2.90)

Here

γ = β −Ψ1α−
∫ b

a
θ(s)v(s)ds. (2.91)

The solvability of this equation is necessary and sufficient for the solvability of
control problem (2.80).

The problem of constructing the control is more simple in case when the space
Ur is Hilbert. First consider the most widespread case in the literature: Ur = Lr2 is
the space of square-summable functions u : [a, b] → Rr with the inner product

(
u1,u2

)
Lr2
=
∫ b

a
uT

1 (s)u2(s)ds (2.92)

(·T is the symbol of transposition).
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Rewrite (2.90) in the form

∫ b

a

[
B∗θ

]
(s)u(s)ds = γ, (2.93)

where B∗ : (L)∗ → (Lr2)∗ is the adjoint operator to B, and try to find the control
in the form

u = [B∗θ]T · σ + g, (2.94)

where σ ∈ Rn, and g ∈ Lr2 is the element of orthogonal complement to the linear
manifold of elements of the form [B∗θ]T · σ :

∫ b

a

[
B∗θ

]
(s)g(s)ds = 0. (2.95)

As is known, any element u ∈ Lr2 can be represented in the form (2.94). As for σ ,
we have the linear algebraic system

M · σ = γ, (2.96)

where n× n matrix M is defined by

M =
∫ b

a

[
B∗θ

]
(s)
[
B∗θ

]T
(s)ds. (2.97)

It is the Gram matrix to the system of the rows of B∗θ.
Thus the invertibility of M (i.e., the linear independence of the rows of B∗θ)

is the criterion of the solvability of control problem (2.80) for every α,β ∈ Rn, and
v ∈ L.

The control

u = [B∗θ]T
M−1γ (2.98)

with the zero orthogonal complement g has the minimal norm among all controls
that solve problem (2.80). It follows at once from

‖u + g‖2
Lr2
= ‖u‖2

Lr2
+ ‖g‖2

Lr2
. (2.99)

The application of the foregoing scheme assumes the construction (in the explicit
form) of the Cauchy matrix C(t, s) to the equation Lx = f as well as the construc-
tion of the adjoint operator B∗.

Since the solvability of the control problem is a rough property (being con-
served under small perturbations), establishing the solvability can be done using
an approximation of C(t, s) with enough high accuracy. Present-day computer-
oriented methods and practices for efficiently constructing these approximations
with guaranteed error bounds are presented in Chapter 6.
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Representation (2.98) provides a way to reveal several properties of u, in ad-
dition to belonging to Lr2 and the minimality of its norm. Explain the aforesaid by
the case when (Bu)(t) = B(t)u(t). In such a situation,

u(t) = BT(t)θT(t)M−1γ, (2.100)

and the true smoothness of the u is defined by the smoothness of the functions
B(·), Φ(·), and C′τ(τ, ·). In applied control problems, the question on the solv-
ability of the control problem within a class of functions of the given smoothness
is of considerable importance. The properties of C′τ(τ, t) as the function of the
arguments t and τ are studied in detail in [32, 33].

Another way of finding smooth controls is in connection with a special choice
of the space Ur . The question on the solvability of control problem (2.80) in the
space Ur that is isomorphic to the direct product Lr2 ×Rr × · · · ×Rr is efficiently
reduced to the question on the solvability of a linear algebraic system. For short,
consider the case when Ur = Dr

2 � Lr2 × Rr is the Hilbert space of absolutely
continuous functions u : [a, b] → Rr with square-summable derivative and the
inner product

(
u1,u2

)
Dr

2
= (u1(a),u2(a)

)
Rr +

(
u̇1, u̇2

)
Lr2
. (2.101)

Taking into account the representation

u(t) = u(a) +
∫ t

a
u̇(s)ds, (2.102)

we write (2.90) in the form

∫ b

a
θ(s)(BE)(s)ds · u(a) +

∫ b

a
θ(s)

[

B

(∫ (·)

a
u̇(τ)dτ

)]

(s)ds

=
∫ b

a

(
B∗θ

)
(s)ds · u(a) +

∫ b

a

(
B∗θ

)
(s)u̇(s)ds,

(2.103)

where (Bz)(t) = [B(
∫ (·)
a z(τ)dτ)](t). Denoting

V =
∫ b

a

(
B∗θ

)
(s)ds, W(s) = (B∗θ

)
(s), (2.104)

we come to a system

V · u(a) +
∫ b

a
W(s)u̇(s)ds = γ. (2.105)

Any element u ∈ Dr
2 can be represented in the form

u(t) = VT · σ1 + g1 +
∫ t

a

[
WT(s) · σ2 + g2(s)

]
ds, (2.106)
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where σ1, σ2 ∈ Rn,

(
VT · σ1, g1

)
Rn = 0 ∀σ1 ∈ R

n,
(
WT · σ2, g2

)
Lr2
= 0 ∀σ2 ∈ R

n.
(2.107)

With (2.106) and (2.105), we get the following system with respect to vectors
σ1 and σ2, that defines the control

u ∈ Dr
2, u(t) = VT · σ1 +

∫ t

a
WT(s)ds · σ2 (2.108)

with the minimal Dr
2-norm:

M1 · σ1 +M2 · σ2 = γ. (2.109)

Here n× n matrices M1 and M2 are defined by

M1 = V ·VT, M2 =
∫ b

a
W(s)WT(s)ds. (2.110)

Consider the possibility of taking into account some additional linear restric-
tions concerning the control. Let λ : Dr

2 → Rr be a given linear bounded vector
functional with linearly independent components. The control problem with the
restrictions can be written in the form of the system

Lx = v + Bu, x(a) = α, lx = β, λu = 0. (2.111)

Obtain the criterion of the solvability of (2.111). Let Lλ : Dr
2 → Lr2 be a linear

bounded operator such that the boundary value problem

Lλu = z, λu = 0 (2.112)

is uniquely solvable for every z ∈ Lr2. The set of all controls u ∈ Dr
2 with the

condition λu = 0 is governed by the equality u(t) = (Gz)(t), z ∈ Lr2, where
G : Lr2 → ker λ is the Green operator of the problem (2.112). Using this representa-
tion as well as equation (2.90), we come to the following equation concerning an
element z ∈ Lr2:

∫ b

a
θ(s)(BGz)(s)ds = γ. (2.113)

Each solution of this equation, z, generates a control u = Gz that solves problem
(2.111). Denoting B = BG, we get the equation

∫ b

a

[
B∗θ

]
(s)z(s)ds = γ (2.114)



Equations of the nth order 59

and, next, doing again the consideration above, we come to the following criterion
of the solvability of the problem (2.111):

det
∫ b

a

[
B∗θ

]
(s)
[
B∗θ

]T
(s)ds �= 0. (2.115)

The steps of the development of the theory of linear equations in the space of
absolutely continuous functions are reflected in the surveys [17, 31, 35].

The criticism of the conception of equations with deviated argument and the
continuous matching between the solution and the initial function is presented in
[187] (see also [32, 33]).

The composition operator in connection with equations with deviated argu-
ment was studied in [59, 62, 63, 76]. An extensive literature on the subject can be
found in [12].

The reduction of the boundary value problem for equations with deviated
argument to the integral equation of the second kind and the construction of the
Green function on the base of the resolvent to the integral operator were proposed
in [34].

First the decomposition of the linear operator L : D → L into the sum of two
operators such that one of them is finite-dimensional was used in [185].

The representation of the general solution of the linear neutral equation was
given in [16]. The Cauchy matrix of the equation resolved with respect to the de-
rivative was thoroughly studied in [142, 144, 145].

The class of equivalent regularizators of the linear boundary value problem
was described in [186, 188].

The first applications of the theory presented in Section 2.2 to the problem of
controllability were given in [126, 127].

2.3. Equations of the nth order

2.3.1. The equation in the space of scalar functions with absolutely
continuous derivative of the (n− 1)th order

Denote by Wn the space of (n − 1)-times differentiable functions x : [a, b] → R1

with absolutely continuous derivative x(n−1). Let further L be the space of summa-
ble functions z : [a, b] → R1. By virtue of the identity

x(t) =
∫ t

a

(t − s)n−1

(n− 1)!
x(n)(s)ds +

n−1∑

k=0

(t − a)k

k!
x(k)(a), (2.116)

the element x ∈ Wn has the representation

x(t) =
∫ t

a

(t − s)n−1

(n− 1)!
z(s)ds +

n−1∑

k=0

(t − a)k

k!
βk+1,

z ∈ L, β
def= {β1, . . . ,βn} ∈ R

n.

(2.117)
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The equality (2.117) defines the isomorphism J = {Λ,Y} : L×Rn → Wn, where

(Λz)(t) =
∫ t

a

(t − s)n−1

(n− 1)!
z(s)ds, (Yβ)(t) =

n−1∑

k=0

(t − a)k

k!
βk+1. (2.118)

Therewith J−1 = [δ, r] : Wn → L×Rn, where

(δx)(t) = x(n)(t), rx = col
{
x(a), . . . , x(n−1)(a)

}
. (2.119)

The space Wn is Banach under the norm

‖x‖Wn = ‖ẋ‖L +
∣
∣x(a)

∣
∣ + · · · +

∣
∣x(n−1)(a)

∣
∣. (2.120)

We will consider the equation with linear bounded L : Wn → L under the
assumption that the principal partQ = LΛ : L → L of the operator L is Fredholm.
Such an equation is called the linear functional differential equation of the nth
order.

Let the isomorphism J : L × Rn → Wn be defined by (2.117). Then the
operator L : Wn → L admits the decomposition

(Lx)(t) = (Qx(n))(t) +
n−1∑

i=0

pi(t)x(i)(a). (2.121)

Here Q = LΛ and pi(t) = (Lyi)(t), where yi(t) = (t − a)i/i! are the components
of the vector Y = (y0, . . . , yn−1).

The decomposition of the components li : Wn → R1 of the vector functional
l = [l1, . . . , ln] has the form

lix =
∫ b

a
ϕi(s)x(n)(s)ds +

n−1∑

j=0

ψijx
( j)(a), (2.122)

where ϕi are measurable and essentially bounded functions, ψij = const.
By Theorem 1.11, the fundamental system of the solutions of the homoge-

neous equation Lx = 0 is finite dimensional, besides, dim ker L ≥ n. Let l1, . . . , ln

be a linearly independent system of linear bounded functionals li : Wn → R1, and
let the boundary value problem

Lx = f , lix = αi, i = 1, . . . ,n, (2.123)

have a unique solution x ∈ Wn for each { f ,α} ∈ L × Rn (α = col{α1, . . . ,αn}).
Then dim ker L = n, by Theorem 1.17, and the general solution of the equation
has the representation

x(t) = (G f )(t) +
n∑

i=1

cixi(t), ci = const, i = 1, . . . ,n. (2.124)
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Here G : L → {x ∈ Wn : lix = 0, i = 1, . . . ,n} is the Green operator of the problem
(2.123), and x1, . . . , xn is the fundamental system of solutions of the homogeneous
equation Lx = 0.

The Green operator of problem (2.123) is integral:

(G f )(t) =
∫ b

a
G(t, s) f (s)ds, (2.125)

by Theorem 1.31, since the Green operator Λ in isomorphism (2.117) is integral.
The kernel G(t, s) of the Green operator is said to be the Green function.

Let W be the Green operator of some boundary value problem with the func-
tionals l1, . . . , ln. Then the problem (2.123) is uniquely solvable, by Theorem 1.25,
if and only if the operator LW : L → L has a bounded inverse. As it takes place,
the Green operator of the problem (2.123) has the representation

G =W[LW]−1. (2.126)

Thus, for the investigations of the problem (2.123), it is useful to get any operator
W in the explicit form. Such an operator W can be constructed by the scheme
provided by Lemma 1.21 and Theorem 1.22. For this purpose define by u1, . . . ,un
a linearly independent system from Wn such that

w(a)
def=
∣
∣
∣∣
∣
∣∣

u1(a) · · · un(a)
· · · · · · · · ·

u(n−1)
1 (a) · · · u(n−1)

n (a)

∣
∣
∣∣
∣
∣∣
�= 0,

⎛

⎜
⎝

l1u1 · · · l1un
· · · · · · · · ·
lnu1 · · · lnun

⎞

⎟
⎠ = E.

(2.127)

As such a “primary” operator W , the operator

(
Wlz

)
(t)

def=
∫ t

a

(t − s)n−1

(n− 1)!
z(s)ds−

∫ b

a

n∑

i=1

ui(t)ϕi(s)z(s)ds, (2.128)

may be accepted, where the measurable and essentially bounded functions ϕi de-
fine the principal part of the linear functional li:

liΛz =
∫ b

a
ϕi(s)z(s)ds. (2.129)

By Theorem 1.22, Wl is the Green operator of the boundary value problem

L0x = f , lix = αi, i = 1, . . . ,n, (2.130)

where

(
L0x

)
(t)

def= 1
w(a)

∣∣
∣
∣
∣∣
∣
∣∣
∣

u1(a) · · · un(a) x(a)
· · · · · · · · · · · ·

u(n−1)
1 (a) · · · u(n−1)

n (a) x(n−1)(a)

u(n)
1 (t) · · · u(n)

n (t) x(n)(t)

∣∣
∣
∣
∣∣
∣
∣∣
∣

. (2.131)
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One can make sure of it immediately:

L0Wl f = f , liWl f = liΛz −
∫ b

a
ϕi(s)z(s)ds = 0, i = 1, . . . ,n. (2.132)

Let us remark that the equation L0x = f , in a sense, is a simplest equation with
the given fundamental system u1, . . . ,un.

The “W-substitution,” x =Wlz, establishes the one-to-one mapping between
the set of solutions x ∈ Wn of the boundary value problem

Lx = f , lkx = 0, k = 1, . . . ,n, (2.133)

and the set of solutions z ∈ L of the equation

LWlz ≡ (Q − F)z = f , (2.134)

where

(Fz)(t) =
∫ b

a

n∑

k=1

(
Luk

)
(t)ϕk(s)z(s)ds. (2.135)

The equation of the form

(Lx)(t)
def= x(n)(t) +

n−1∑

k=0

∫ b

a
x(k)(s)dsrk(t, s) = f (t) (2.136)

is a representative of the class of the equations of the nth order if the functions
rk(t, s), k = 0, . . . ,n − 1, are measurable in the square [a, b] × [a, b], are summa-
ble for each s ∈ [a, b], vars∈[a,b] rk(t, s), and are summable on [a, b]. We will also
assume that rk(t, b) = 0.

The principal partQ = LΛ of L for such an equation is defined byQ = I−R,
where

(Rz)(t) =
n−1∑

k=0

∫ b

a

dk

dsk
(Λz)(s)dsrk(t, s) =

∫ b

a
R(t, s)z(s)ds,

R(t, s) =
n−2∑

k=0

∫ b

s

(τ − s)n−k−2

(n− k − 2)!
rk(t, τ)dτ + rn−1(t, s) if n ≥ 2,

R(t, s) = r0(t, s) if n = 1.

(2.137)

The coefficients pi = Lyi are defined by p0(t) = −r0(t, a),

pi(t) = −ri(t, a)−
i−1∑

j=0

∫ b

a

(τ − a)i− j−1

(i− j − 1)!
r j(t, τ)dτ, i = 1, . . . ,n− 1. (2.138)

By Theorem B.1, the operator R : L → L is compact.
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The Green function for (2.136) can be constructed by means of the resolvent
kernel H(t, s) of the integral operator R + F as it has been done in the previous
section. Namely, let

(I − R− F)−1 = I +H , (H f )(t) =
∫ b

a
H(t, s) f (s)ds, (2.139)

where H : L → L is compact. Then

(G f )(t) = [Wl(I +H) f
]
(t) =

∫ b

a
Wl(t, s)

{
f (s) +

∫ b

a
H(s, τ) f (τ)dτ

}
ds.

(2.140)

Hence

G(t, s) =Wl(t, s) +
∫ b

a
Wl(t, τ)H(τ, s)dτ

= (t − s)n−1

(n− 1)!
χ(t, s)−

n∑

i=1

ui(t)ϕi(s)

+
∫ t

a

(t − τ)n−1

(n− 1)!
H(τ, s)dτ −

∫ b

a

n∑

i=1

ui(t)ϕi(τ)H(τ, s)dτ.

(2.141)

There holds the following assertion which is an analog to Theorem 2.2.

Theorem 2.4. Let the problem (2.123) be uniquely solvable. The Green function
G(t, s) of the problem possesses the following properties.

(a) The functionG(·, s) has at almost each s ∈ [a, b] the absolutely continuous
derivative of the (n− 1)th order on [a, s) and (s, b] and, besides,

∂n−1

∂tn−1
G(t, s)

∣
∣∣
∣
t=s+0

− ∂n−1

∂tn−1
G(t, s)

∣
∣∣
∣
t=s−0

= 1. (2.142)

(b) One has

dn

dtn

∫ b

a
G(t, s) f (s)ds = f (t) +

∫ b

a

∂n

∂tn
G(t, s) f (s)ds (2.143)

for each f ∈ L.
(c) The function G(·, s) satisfies the equalities

∂n

∂tn
G(t, s)−

∫ b

a
R(t, τ)

∂n

∂τn
G(τ, s)dτ +

n−1∑

i=0

pi(t)
∂i

∂ti
G(t, s)

∣∣
∣
∣
t=a
= R(t, s),

∫ b

a
ϕi(τ)

∂n

∂τn
G(τ, s)dτ +

n−1∑

j=0

ψij
∂j

∂t j
G(t, s)

∣∣
∣
∣
t=a
= −ϕi(s), i = 1, . . . ,n,

(2.144)

at almost each s ∈ [a, b].
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Proof. The assertions (a) and (b) follow from the representation (2.141) of the
Green function.

The assertion (c) may be gotten as a result of substitution of x = G f in the
equation Lx = f and the boundary conditions lkx = 0, k = 1, . . . ,n. �

Let L be Volterra (rk(t, s) = 0 for a ≤ t < s ≤ b) and let the principal part
Q = LΛ be invertible and, besides, let Q−1 be bounded Volterra. Then the Green
operator of the Cauchy problem is an integral Volterra operator. Denote such an
operator by C:

(C f )(t) =
∫ t

a
C(t, s) f (s)ds. (2.145)

We will call it the Cauchy operator of (2.136) and the kernel C(t, s) is said to be the
Cauchy function. For the differential equation

(Lx)(t)
def= x(n)(t) +

n−1∑

k=1

pk(t)x(k)(t) = f (t), (2.146)

the Cauchy function may be expressed by the fundamental system x1, . . . , xn:

C(t, s) = 1
w(t)

∣∣
∣
∣∣
∣
∣
∣∣
∣
∣

x1(s) · · · xn(s)

· · · · · · · · ·
x(n−2)

1 (s) · · · x(n−2)
n (s)

x1(t) · · · xn(t)

∣∣
∣
∣∣
∣
∣
∣∣
∣
∣

, (2.147)

where

w(t) =

∣
∣
∣∣
∣
∣
∣∣

x1(t) · · · xn(t)

· · · · · · · · ·
x(n−1)

1 (t) · · · x(n−1)
n (t)

∣
∣
∣∣
∣
∣
∣∣
. (2.148)

Rather a general representative of the equations of the nth order is the equa-
tion of the form

(Lx)(t)
def= x(n)(t)−

m∑

i=1

bi(t)
(
Sgix

(n))(t) +
n−1∑

k=0

∫ b

a
x(k)(s)dsrk(t, s) = f (t),

(2.149)

where the operator S : L → L defined by

(Sz)(t) =
m∑

i=1

bi(t)
(
Sgiz

)
(t) (2.150)
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is bounded and the operator I − S has the bounded inverse. The conditions which
guarantee the boundedness of S and the invertibility of I − S were discussed in the
previous section.

The principal part Q = LΛ of L in the case of such an equation has the form
Q = I − S− R, where R is defined by (2.137). Therefore, in this case, (2.134) takes
the form

LWlz ≡ z − (S + R + F)z = f (2.151)

which, by this time, is not an integral one.

2.3.2. The monotonicity conditions for the Green operator

For the differential equation of the first order ẋ(t)+p(t)x(t) = f (t), the differential
inequality

ż(t) + p(t)z(t)− f (t)
def= ϕ(t) ≥ 0, t ∈ [a, b], z(a) = x(a), (2.152)

guarantees the estimate z(t) ≥ x(t), t ∈ [a, b], for the solution x of the equation.
Indeed, the difference y = z − x satisfies the Cauchy problem

ẏ(t) + p(t)y(t) = ϕ(t), y(a) = 0. (2.153)

Such a problem may be solved in quadrature:

y(t) =
∫ t

a
exp

{
−
∫ t

s
p(τ)dτ

}
ϕ(s)ds =

∫ t

a
C(t, s)ϕ(s)ds ≥ 0 if ϕ ≥ 0. (2.154)

For the equation Lx = f of the nth order, the inequality

(Lz)(t)− f (t)
def= ϕ(t) ≥ 0, z(k)(a) = x(k)(a), k = 0, . . . ,n− 1, (2.155)

yields the estimate z(t) ≥ x(t) only under special conditions. The question about
such conditions is called the problem of applicability of the Chaplygin theorem
on differential inequality, the Chaplygin problem in short, see [44, 140]. Without
dwelling on the long and interesting history of the question, we will mark that
the estimate z(t) ≥ x(t) under the condition ϕ(t) ≥ 0 is provided by the isotonic
property of the Cauchy operator C since z(t)− x(t) = (Cϕ)(t) ≥ 0. We will dwell
here on the following natural generalization of the Chaplygin problem.

What conditions do guarantee the isotonic (antitonic) property of the Green
operator to (2.123)?

One of the schemes of solving this problem is provided by the following cri-
terion.
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Theorem 2.5. The problem (2.123) is uniquely solvable and, besides, the Green op-
erator G of this problem is isotonic (antitonic) if the Green operator W of some model
problem

L0x = z, lix = 0, i = 1, . . . ,n, (2.156)

is isotonic (antitonic), the operator Ω
def= I −LW is isotonic, and its spectral radius

ρ(Ω) < 1.

Proof. There exists the one-to-one mapping x =Wz, z = L0x, between the set of
solutions z ∈ L of the equation LWz = f and the set of solutions x ∈ Wn of the
problem (2.123) under lix = 0, i = 1, . . . ,n. The operator

[LW]−1 = I + Ω + Ω2 + · · · (2.157)

is isotonic. Thus the solution x = Wz = G f of the problem (2.123) is positive
(negative) for each f (t) ≥ 0. �

To illustrate Theorem 2.5, consider the two-point problem

(Lx)(t)
def= (

L0x
)
(t)− (Tx)(t) = f (t),

n = 2, x(a) = 0, x(b) = 0
(2.158)

under the assumption that the problem

L0x = z, x(a) = 0, x(b) = 0 (2.159)

is uniquely solvable and its Green operator W is antitonic. Let, further, T be iso-
tonic. By Theorem 2.5, the estimate ‖TW‖L→L < 1 guarantees for the given prob-
lem the unique solvability and the isotonic property of the Green operator.

If

(Lx)(t)
def= ẍ(t) + p(t)

(
Shx
)
(t), p(t) ≥ 0, (2.160)

we may assume that (L0x)(t) = ẍ(t). Then the model equation is integrable and
the Green function W(t, s) can be written in the explicit form

W(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− (s− a)(b− t)
b− a for a ≤ s ≤ t ≤ b,

− (t − a)(b− s)
b− a for a ≤ t < s ≤ b.

(2.161)
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Thus W(t, s) ≤ 0. Let W(t, s) = 0 outside the square [a, b]× [a, b]. Then

(Ωz)(t) = −
∫ b

a
p(t)W

[
h(t), s

]
z(s)ds,

‖Ω‖L→L ≤
∫ b

a
p(t) max

s∈[a,b]

∣
∣W

(
h(t), s

)∣∣dt.

(2.162)

Since |W(t, s)| ≤ (t − a)(b− t)/(b− a), the estimate

‖Ω‖L→L ≤
∫ b

a
p(t)σh(t)

[
h(t)− a][b− h(t)

]

b − a dt (2.163)

holds, where

σh(t) =
⎧
⎨

⎩

1 if h(t) ∈ [a, b],

0 if h(t) �∈ [a, b].
(2.164)

In such a way, the inequality

∫ b

a
p(t)σh

[
h(t)− a][b − h(t)

]
dt < b− a (2.165)

guarantees, by Theorem 2.5, the unique solvability of the problem

ẍ(t) + p(t)
(
Shx
)
(t) = f (t), x(a) = 0, x(b) = 0, p(t) ≥ 0, (2.166)

and the antitonicity of the Green operator. This inequality holds if

∫ b

a
p(t)σh(t)dt ≤ 4

b− a . (2.167)

The latter inequality is well known in the case of differential equation (h(t) ≡ t) as
the Lyapunov-Zhukovskii inequality.

The explicit form of the operator Ω = I −LW is not always known and in
such a case the application of Theorem 2.5 meets difficulty. The following theorem
offers some other schemes for investigation of boundary value problems.

Let us denote by C the space of continuous functions x : [a, b] → R1 with
‖x‖C = maxt∈[a,b] |x(t)|.

We will assume that there exists the decomposition L = L0 − T where T :
C → L is bounded isotonic (antitonic) operator and L0 : Wn → L is in possession
of the following properties.

(1) The problem

L0x = f , lix = αi, i = 1, . . . ,n, (2.168)

has the unique solution x ∈ Wn for each { f ,α} ∈ L×Rn.
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(2) The Green function W(t, s) of the problem satisfies the estimate W(t, s) ≥
0 (W(t, s) ≤ 0) in the square [a, b]× [a, b].

(3) There exists a solution u0 of the homogeneous equation L0x = 0 such
that u0(t) > 0, t ∈ [a, b]\{ν}, where the set {ν} is defined as follows. If among the

functionals li there are functionals such that lix
def= x(νi), νi ∈ [a, b], the set {ν} is

the set of all such points νi; otherwise {ν} denotes the empty set.

Theorem 2.6. The following assertions are equivalent.
(a) There exists v ∈ Wn such that

v(t) > 0, r(t)
def= (Wϕ)(t) + g(t) > 0, t ∈ [a, b] \ {ν}, (2.169)

where ϕ = Lv, g is the solution of the problem

L0x = 0, lix = liv, i = 1, . . . ,n. (2.170)

(b) The spectral radius of the operator WT : C → C is less than 1.
(c) The problem (2.123) is uniquely solvable and, besides, the Green operator

G of the problem is isotonic (antitonic).
(d) The homogeneous equation Lx = 0 has a positive solution u(u(t) > 0, t ∈

[a, b] \ {ν}) satisfying the boundary conditions lix = liv, i = 1, . . . ,n.
(e) The problem (2.123) is uniquely solvable and, besides, the inequality

G(t, s) ≥W(t, s) (G(t, s) ≤W(t, s)), (t, s) ∈ [a, b]× [a, b], for the Green
functions G(t, s) and W(t, s) holds.

Theorem 2.6 is a concrete realization of Theorem C.11 and Remark C.12.
Let us apply Theorem 2.6 to the problem

(Lx)(t)
def= ẍ(t) + p(t)

(
Shx
)
(t) = f (t), x(a) = 0, x(b) = 0, (2.171)

considered above, where p(t) ≥ 0. Letting L0x = ẍ, Tx = −pShx, v(t) = (t −
a)(b− t), we get, by Theorem 2.6, that the inequality

(Lv)(t) = −2 + p(t)σh(t)
[
h(t)− a][b− h(t)

]
< 0 (2.172)

guarantees the unique solvability of the problem and the strict negativity of the
Green function in the open square (a, b)× (a, b). The latter inequality holds if

ess sup
t∈[a,b]

p(t)σh(t) <
8

(b− a)2
. (2.173)

As another example, consider the two-point boundary value problem

(Lx)(t)
def= ẍ(t)− q(t)

(
Sg ẍ
)
(t) + p(t)

(
Shx
)
(t) = f (t),

x(a) = x(b) = 0
(2.174)
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for the so-called neutral equation. Assume that the function q : [a, b] → R1 is
measurable and essentially bounded, q(t) ≥ 0; g(t) = t − τ, τ = const > 0; p ∈ L,
p(t) ≥ 0; and the function h : [a, b] → R1 is measurable.

Let

L0x = ẍ − qSg ẍ, (Λz)(t) =
∫ t

a
(t − s)z(s)ds. (2.175)

The principal part Q0 of L0 : W2 → L has the form

Q0z = z − Sz, (2.176)

where

Sz = qSgz. (2.177)

S is a nilpotent isotonic operator. Therefore

Q−1
0 = I + S + S2 + · · · + Sm, m =

[
b − a
τ

]
(2.178)

(m is the integer part of the fraction (b − a)/τ), and so the inverse Q−1
0 is also

isotonic. The model equation L0x = f is equivalent to the equation of the form
ẍ = Q−1

0 f . Therefore the Green operator W of the model problem

L0x = f , x(a) = x(b) = 0 (2.179)

is antitonic (W = W0Q−1
0 , where W0 is defined by (2.161)). The homogeneous

equation L0x = 0 has the solution u0(t) = t − a.
Thus all the conditions of Theorem 2.6, as applied to the problem (2.174), are

fulfilled. So the problem (2.174) is uniquely solvable and its Green operator G is
antitonic if and only if the problem

Lx = 0, x(a) = 0, x(b) = b − a (2.180)

has a solution u(t) positive for t ∈ (a, b].
It should be remarked that, in the examples above, the condition that the co-

efficients hold their fixed signs is essential. We will consider below the assertions
that permit considering the equations with alternating coefficients.

2.3.3. The P-property

The system u1, . . . ,un ∈ Wn is called nonoscillatory if any nontrivial linear combi-
nation u = c1i1 + · · ·+ cnun has no more than n− 1 zeros, counting each multiple
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zero according to its multiplicity. Thus the Wronskian

w(t) =
∣
∣∣
∣
∣
∣∣

u1(t) · · · un(t)
· · · · · · · · ·

u(n−1)
1 (t) · · · u(n−1)

n (t)

∣
∣∣
∣
∣
∣∣

(2.181)

of the nonoscillatory system has no zeros since otherwise the system has an n-
multiple zero.

The fundamental system of a second-order differential equation is nonoscil-
latory on the interval [a, b] if and only if the homogeneous equation has a positive
solution on [a, b]. It follows from the Sturm theorem on separation of zeros.

For the whole class of boundary value problems, one can reveal a connec-
tion between the invariance of the sign of Green functions and the nonoscillatory
property of the fundamental system. For instance, the Green function G(t, s) of
any uniquely solvable boundary value problem for the differential equation of the
second order may be strictly positive (G(t, s) > 0) or strictly negative (G(t, s) < 0)
in the square (a, b) × (a, b) only under the condition that the interval [a, b − ε]
is the interval of nonoscillatory of the fundamental system for any ε > 0 being as
small as we wish. It follows from the properties of the section g(t) = G(t, s) of the
Green function at the fixed s ∈ (a, b) (Theorem 2.4) and from the Sturm theo-
rem. An analogous phenomenon may be observed for some functional differential
equations.

There is particularly interesting connections between the nonoscillatory prop-
erty of the fundamental system and the properties of Green functions of the Vallee-
Poussin boundary value problem of the nth order

Lx = f , x( j)(ti
) = 0, a = t1 < t2 < · · · < tm = b, (2.182)

j = 0, . . . , ki − 1, i = 1, . . . ,m, k1 + · · · + km = n, dim ker L = n. The problem
is uniquely solvable if [a, b] is the interval of nonoscillation of the fundamental
system, and in the case of the differential equation

(Lx)(t)
def= x(n)(t) +

n−1∑

k=0

pk(t)x(k)(t) = f (t), (2.183)

the nonoscillatory property of the fundamental system guarantees the “regular be-
havior” of the Green function W(t, s) of any Vallee-Poussin problem. Namely,

W(t, s) ·
m∏

i=1

(
t − ti

)ki > 0, t ∈ [a, b] \ {t1, . . . , tm
}

, (2.184)

at any fixed s ∈ (a, b). It was shown by Chichkin [61].
There is an extensive literature on the tests of the nonoscillatory property of

fundamental systems.
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If the Wronskian w of the fundamental system x1, . . . , xn of an equation Lx =
f has no zeros, the homogeneous Lx = 0 is equivalent to the homogeneous dif-
ferential equation

(Mx)(t)
def= 1

w(t)

∣
∣∣
∣
∣∣
∣

x1(t) · · · xn(t) x(t)
· · · · · · · · · · · ·
x(n)

1 (t) · · · x(n)
n (t) x(n)(t)

∣
∣∣
∣
∣∣
∣
= 0. (2.185)

Besides, there exists an invertible P : L → L such that the sets of solutions of
Lx = f and Mx = P f coincide. The property of P being isotonic is called the
P-property of the equation Lx = f .

Thus the P-property is defined by the following: the equation has an n-dimen-
sional fundamental system, the Wronskian of the system has no zeros on [a, b], and
the operator P is isotonic.

The P-property and the nonoscillatory property of the fundamental system
guarantees for the Green function G(t, s) of the Vallee-Poussin problem the in-
equality

G(t, s) ·
m∏

i=1

(
t − ti

)ki > 0, t ∈ [a, b] \ {t1, . . . , tm
}

, (2.186)

for almost all s ∈ [a, b].
We will give two effective tests of the P-property of the equation

(Lx)(t)
def= x(n)(t) +

∫ b

a
x(s)dsr(t, s) = f (t). (2.187)

Theorem 2.7. Let n be even, let the function r(t, s) do not increase with respect to the
second argument for almost all t ∈ [a, b], and let at least one of the inequalities

∫ b

a

[
r(t, a)− r(t, b)

]
dt ≤ (n− 1)!

(b− a)n−1
(2.188)

or

ess sup
t∈[a,b]

[
r(t, a)− r(t, b)

] ≤ n!
(b− a)n

(2.189)

hold.
Then (2.187) possesses the P-property.

Proof. Let

(
Wτz

)
(t) =

∫ b

a
Wτ(t, s)z(s)ds (2.190)
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be the Green operator of the problem

x(n) = z, x(k)(τ) = 0, k = 0, . . . ,n− 1. (2.191)

Thus

Wτ(t, s) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(t − s)n−1

(n− 1)!
if τ ≤ s ≤ t ≤ b,

− (t − s)n−1

(n− 1)!
if a ≤ t ≤ s ≤ τ,

0 in other points of the square [a, b]× [a, b].

(2.192)

Denote

(
Aτx

)
(t) = −

∫ b

a
Wτ(t, s)

{∫ b

a
x(ξ)dξr(s, ξ)

}
ds. (2.193)

The operator Aτ acts continuously in the space C. The condition (2.188) guaran-
tees the estimate ‖Aτ‖C→C < 1 (and, therefore, ρ(Aτ) < 1) for each τ ∈ [a, b].
From here, by Theorem 2.6, the problem

Lx = f , x(k)(τ) = 0, k = 0, . . . ,n− 1, (2.194)

is uniquely solvable for each τ ∈ [a, b] (the Wronskian w has no zero on [a, b]),
besides, the Green operator Gτ of the problem is isotonic.

The latter assertion is valid by (2.189) also. Indeed, taking v(t) = (τ − t)n, we
obtain, by virtue of Theorem 2.6, that the inequality

v(n)(t) +
∫ b

a
(τ − s)ndsr(t, s) > 0 (2.195)

guarantees the unique solvability of the problem (2.194) and the isotonicity of the
Green operator. The latter inequality is valid under the condition (2.189) for each
τ ∈ [a, b].

Let, further, f (t) ≥ 0 for each t ∈ [a, b], f (t) �≡ 0, let u be a solution of the
equation Lx = f , and let m be a set of zero measure such that any solution

y(t) =
n∑

k=1

ckxk(t) + u(t) (2.196)
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of the equation satisfies the equation at each point of the set E = [a, b] \ m. If
τ ∈ E, y = Gτ f ,

(My)(τ) = 1
w(τ)

∣
∣
∣∣
∣
∣∣
∣
∣
∣∣

x1(τ) · · · xn(τ) 0

· · · · · · · · · · · ·
x(n−1)

1 (τ) · · · x(n−1)
n (τ) 0

x(n)
1 (τ) · · · x(n)

n (τ) y(n)(τ)

∣
∣
∣∣
∣
∣∣
∣
∣
∣∣

= −
∫ b

a

(
Gτ f

)
(s)dsr(τ, s) + f (τ).

(2.197)

Thus for each τ ∈ E (consequently, a.e. on [a, b]), the inequality (My)(t) ≥ f (t) ≥
0 holds for the solution of the equation Lx = f , where f (t) ≥ 0. It means the
isotonicity of P. �

Let us come back to the problem

(Lx)(t)
def= ẍ(t) + p(t)

(
Shx
)
(t) = f (t), x(a) = x(b) = 0, (2.198)

without any assumption of the sign of the coefficient p. Let p = p+−p−, p+(t) ≥ 0,
p−(t) ≥ 0, and let at least one of the inequalities

∫ b

a
p−(s)σh(s)ds <

1
b− a , ess sup

t∈[a,b]
p−(t)σh(t) <

2
(b− a)2

(2.199)

holds. By Theorem 2.7, the Green operator W of the auxiliary problem

(
L0x

)
(t)

def= ẍ(t)− p−(t)
(
Shx
)
(t) = z(t), x(a) = x(b) = 0 (2.200)

is antitonic, since, for the case n = 2, the inequalities (2.188) and (2.189) are the
conditions (2.199), r(t, s) = p−(t)σ(t, s), where σ(t, s) is the characteristic function
of the set

{
(t, s) ∈ [a, b]× [a, b] : a ≤ s ≤ h(t) < b

}∪ {(t, s) ∈ [a, b]× [a, b) : h(t) = b
}
.

(2.201)

Taking v(t) = (t − a)(b− t), we obtain

(Lv)(t) = −2− p−(t)σh(t)
[
h(t)− a][b − h(t)

]
+ p+(t)σh(t)

[
h(t)− a][b− h(t)

]
.

(2.202)

Thus the inequality

−2 + p+(t)σh(t)
[
h(t)− a][b− h(t)

]
< 0, t ∈ [a, b], (2.203)
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guarantees the solvability of the problem (2.198) and the antitonicity of the Green
operator of this problem. The latter inequality holds if

ess sup
t∈[a,b]

σh(t)p+(t) <
8

(b− a)2
. (2.204)

Using the Volterra property of the equation

(Lx)(t)
def= x(n)(t) +

∫ t

a
x(s)dsr(t, s) = f (t), (2.205)

we are in position to state and prove the following test.

Theorem 2.8. Let n be odd, let the function r(t, s) do not decrease with respect to the
second argument, and let at least one of the inequalities

∫ b

a

[
r(t, b)− r(t, a)

]
dt <

(n− 1)!
(b− a)n−1

, (2.206)

ess sup
t∈[a,b]

[
r(t, b)− r(t, a)

]
<

n!
(b− a)n

(2.207)

hold.
Then (2.205) possesses P-property.

Proof. Let τ ∈ (a, b] be fixed. Consider the equation

(
Lτx

)
(t)

def= x(n)(t) +
∫ t

a
x(s)dsrτ(t, s) = f (t), t ∈ [a, τ]. (2.208)

Emphasize that the operator Lτ is defined on the space of the functions x : [a, τ] →
R1. The boundary value problem

(
Lτx

)
(t) = f (t), x(k)(τ) = 0, k = 0, . . . ,n− 1, t ∈ [a, τ], (2.209)

is equivalent to the equation x = Aτx+g, where the operatorAτ : C[a, τ] → C[a, τ]
is defined by

(
Aτx

)
(t) = −

∫ t

a

(t − s)n−1

(n− 1)!

{∫ s

a
x(ξ)dξr(s, ξ)

}
ds, t ∈ [a, τ],

g(t) =
∫ t

a

(t − s)n−1

(n− 1)!
f (s)ds.

(2.210)

The condition (2.206) guarantees the estimate ρ(Aτ) < 1. This implies, by
Theorem 2.6, that the problem (2.209) is uniquely solvable for each τ ∈ (a, b]
and, besides, the Green operator Gτ of the problem is antitonic. The same asser-
tion holds under (2.207). It follows from Theorem 2.6 if v(t) = (τ − t)n. Then
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(Lτv)(t) < 0, t ∈ [a, τ]. The operators L and Lτ are Volterra. Consequently, any
solution x of the equation Lx = f is the extension on (τ, b] of a solution xτ of
the equation Lτx = f . From this it follows, in particular, that the conditions of
Theorem 2.8 guarantee that the Wronskian of the fundamental system x1, . . . , xn
of the solutions of Lx = 0 has no zeros.

Following the scheme of the proof of Theorem 2.7, we have, at each τ ∈ E =
[a, b] \ m, where m ⊂ [a, b] is a set of zero measure, that the solution y of the
problem

Lx = f , x(i)(τ) = 0, i = 0, . . . ,n− 1, (2.211)

satisfies the equality

(My)(τ) = 1
w(τ)

∣
∣
∣∣
∣
∣
∣∣
∣
∣∣
∣

x1(τ) · · · xn(τ) 0

· · · · · · · · · · · ·
x(n−1)

1 (τ) · · · x(n−1)
n (τ) 0

x(n)
1 (τ) · · · x(n)

n (τ) y(n)(τ)

∣
∣
∣∣
∣
∣
∣∣
∣
∣∣
∣

= −
∫ t

a

(
Gτ f

)
(s)dsr(τ, s) + f (τ).

(2.212)

Thus, if f (t) ≥ 0 a.e. on [a, b], any solution x of the equation Lx = f satisfies
the inequality (Mx)(t) ≥ f (t) ≥ 0. Thus the operator P is isotonic. �

Remark 2.9. Under the assumptions of Theorems 2.7 and 2.8 the fundamental
system of solutions of the equation Lx = 0 is nonoscillatory on [a, b]. It follows
from the estimates of the Green functions of the Vallee-Poussin problems for the
equation x(n) = f given by Beesack [49].

To illustrate Theorems 2.6 and 2.8, consider the problem

(Lx)(t)
def= ...

x (t) + p(t)
(
Shx
)
(t) = f (t), h(t) ≤ t, t ∈ [a, b],

x(a) = x(b) = ẋ(b) = 0.
(2.213)

Let p = p+− p−, p+(t) ≥ 0, p−(t) ≥ 0, let L0x = ...
x + p+Shx, and let the inequality

ess sup
t∈[a,b]

p+(t)σh(t) <
6

(b− a)3
(2.214)

holds. By Theorem 2.8 and Remark 2.9, the equation L0x= f possesses P-property
and the fundamental system of the equation is nonoscillatory. Therefore, by virtue
of (2.186) the Green function of the problem

L0x = f , x(a) = x(b) = ẋ(b) = 0 (2.215)
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is strictly positive in the square (a, b) × (a, b). Thus Theorem 2.6 is applicable to
the equation Lx ≡ L0x − p−Shx = f .

Let v(t) = (t − a)(b− t)2. Then

(Lv)(t) = 6 + p+(t)σh(t)
[
h(t)− a][b− h(t)

]2 − p−(t)σh(t)
[
h(t)− a][b− h(t)

]2
.

(2.216)

Therefore, by Theorem 2.6, the inequalities (2.214) and

6− p−(t)σh(t)
[
h(t)− a][b − h(t)

]2
> 0, t ∈ [a, b], (2.217)

guarantee the unique solvability of the problem (2.213) and the strict positive-
ness of the Green function of the problem in the square (a, b) × (a, b). Since
maxt∈[a,b] v(t) = 4(b − a)3/27, the inequality (2.217) holds if

ess sup
t∈[a,b]

p−(t)σh(t) <
81

2(b − a)3
. (2.218)

There is an extensive literature on the problem of fixed sign of the Green func-
tion and on the connection of the problem with the rules of distribution of zeros
of solutions to homogeneous equation. This literature begins with [61, 168, 214]
(see also the survey by Azbelev and Tsalyuk [44]).

The results of researches on the similar problems for the equations with devi-
ated argument were published in Differential Equations and Russian Mathemat-
ics (IzVUZ) as well as in the yearly Boundary Value Problems and Functional-
Differential Equations issued by the Perm Politechnic Institute.

2.4. Equations in spaces of functions defined on the semiaxis

The stability theory of differential equations arose in connection with some prob-
lems in mechanics a century ago. It was being developed until recently in the di-
rection given by Lyapunov. The methods of Lyapunov, like all techniques of the
qualitative theory of differential equations, are closely connected to the properties

of the local operator (Φx)(t)
def= ẋ(t)− f (t, x(t)). Thus, the extension of the classical

qualitative theory, from the first steps, came across many unexpected difficulties.
Indeed, the techniques connected with the field of directions are useless for the
equations differing from the ordinary differential ones. The method of Lyapunov
functions is based on the Chaplygin theorem on differential inequalities which is
not applicable, generally speaking, to delay differential equations.

The classical theory makes use of the so-called “semigroup equality”

X(t)X−1(s)
def= C(t, s) = C(t, τ)C(τ, s) (2.219)

for the fundamental matrix X(t). But this equality holds only for ordinary differ-
ential equations. Thus the creation of a general theory of stability demands new
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ideas. One of such ideas was being developed in the monographs of Barbashin [46]
and Massera and Schaffer [152], where the notion of stability was associated with
solvability of equations in specific spaces. But the famous authors considered the
problem in the terms of the theory of “ordinary differential equations in a Banach
space.” Therefore, they utilized the properties of local operators.

Some ideas of the monograph [46] as well as the results of the Perm Seminar
on the delay differential equations were laid to the base of the works of Tyshkevich
[218] on stability of solutions of the equations with aftereffect, where in particular
the semigroup equality was replaced by its generalization.

The development of the theory of abstract functional differential equation had
been leading to a new conception of stability. This conception does not contradict
the classical one. It gives in addition efficient ways to investigate some forms of
asymptotic behavior of solutions for a wide class of equations.

2.4.1. Linear manifold of solutions

Denote by Y a linear manifold of functions x : [0,∞) → Rn that are absolutely
continuous on any finite [0, b], by Z we denote a linear manifold of functions
z : [0,∞) → Rn that are summable on any finite [0, b]. Let L0 : Y → Z be linear
Volterra and suppose that the Cauchy problem

L0x = z, x(0) = α (2.220)

has a unique solution x ∈ Y for each {z,α} ∈ Z × Rn and the solution has the
representation by the Cauchy formula

x(t) =
∫ t

0
W(t, s)z(s)ds +U(t)α

def= (Wz)(t) +
(
Ux(0)

)
(t) (2.221)

in the explicit form. We will call L0x = z a “model” equation. Let, further, B ⊂ Z
be a linear manifold of elements z ∈ Z. Then (2.221) defines for each {z,α} ∈
B × Rn the element x ∈ Y of the linear manifold WB + URn def= D(L0, B). The
manifold D(L0, B) consists of all solutions of the model equation L0x = z at all
z ∈ B.

Together with L0x = z consider an equation Lx = f with a linear Volterra
operator L : Y → Z supposing that the Cauchy problem Lx = f , x(0) = α has a
unique solution x ∈ Y, and for this solution, the Cauchy formula

x(t) =
∫ t

0
C(t, s) f (s)ds + X(t)x(0)

def= (C f )(t) +
(
Xx(0)

)
(t) (2.222)

holds. The explicit form of the operators C : Z → Y and X : Rn → Y may be
unknown. All solutions of Lx = f at all f ∈ B form the linear manifold

D(L, B) = CB + XR
n. (2.223)
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We will say that the equation Lx = f possesses D0-property (the equation is
D0-stable) if the manifolds D(L0, B) and D(L, B) coincide.

Some properties of the elements x ∈ D(L0, B) (the properties of solutions of
the equation which is solvable in the explicit form) are quite definite. The equality
D(L, B) = D(L0, B) provides the existence of the same properties of solutions of
Lx = f .

Let us clarify the said by examples.

Example 2.10. Let L0x
def= ẋ + x. Then the element x ∈ D(L0, B) has the form

x(t) = e−t
∫ t

0
esz(s)ds + e−tα. (2.224)

Let B0 be a manifold of elements z ∈ Z such that supt≥0 ‖z(t)‖Rn < ∞, and
let Bγ be the manifold of functions of the form z(t) = e−γt y(t), where y ∈ B0,
0 < γ < 1. Then the D(L0, B)-property of Lx = f yields the boundedness of
any solution x(supt≥0 ‖x(t)‖Rn < ∞) if B = B0 and does the existence of expo-
nential estimate ‖x(t)‖Rn ≤ Mxe−γt if B = Bγ. Thus D(L0, B0)-stability provides
Lyapunov’s stability of solutions of Lx = f and D(L0, Bγ)-stability gives the ex-
ponential stability.

Example 2.11. Let the model equation be

(
L0x

)
(t)

def=
{
ẋ1(t)
ẋ2(t)

}

+

(
1 0
0 −1

){
x1(t)
x2(t)

}

=
{
z1(t)
z2(t)

}

. (2.225)

Then the components x1 and x2 of the element x = col{x1, x2} of D(L0, B) are
defined by

x1(t) = e−t
∫ t

0
esz1(s)ds + e−tα1, x2(t) = et

∫ t

0
e−sz2(s)ds + etα2. (2.226)

In this case, D(L0, Bγ)-stability with 0 < γ < 1 guarantees the exponential stability
of solutions of Lx = f with respect to the first component.

Theorem 2.12. Let the operator L be acting from D(L0, B) to B. Then the following
assertions are equivalent.

(a) The manifolds D(L0, B) and D(L, B) coincide.
(b) LWB = B (there exists [LW]−1 : B → B).
(c) For each { f ,α} ∈ B×Rn, the solution of the Cauchy problem

Lx = f , x(0) = α (2.227)

belongs to D(L0, B).
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Proof. Between the set of solutions x ∈ D(L0, B) of the problem (2.227) and the
set of solutions z ∈ B of the equation

LWz = f −LUα, (2.228)

there exists the one-to-one mapping

x =Wz +Uα, z = L0x, α = x(0). (2.229)

Really, if (b) holds, a solution z ∈ B of (2.228) corresponds to each { f ,α} ∈
B×Rn. Consequently, a solution x =Wz+Uα of the problem (2.227) corresponds
to each { f ,α} ∈ B×Rn.

Now let a solution x of the problem (2.227) belong to D(L0, B) for each
{ f ,α} ∈ B×Rn. Since each ξ ∈ B may be represented in the form ξ = f −LUα for
an element { f ,α} ∈ B × Rn, it follows from (2.229) that the equation LWz = ξ
has the solution z ∈ B for each ξ ∈ B. Thus LWB = B.

The equivalence (b)⇔(c) is proved.
If (c) is valid, CB + XRn ⊂ WB + URn. Since L[D(L0, B)] ⊂ B due to the

condition, WB +URn ⊂ CB + XRn.
The implication (c)⇒(a) is proved.
The implication (a)⇒(c) is obvious because the equality D(L0, B) = D(L, B)

means that the solution of the problem (2.227) belongs to D(L0, B) for each
{ f ,α} ∈ B×Rn. �

Remark 2.13. Under the assumption of L, the problem (2.227) has the unique
solution x = C f + Xα ∈ Y for each { f ,α} ∈ B×Rn. Therefore, the assertion (c)
of Theorem 2.12 is equivalent to the assertion on the existence of unique solution
x ∈ D(L0, B) of the Cauchy problem for each { f ,α} ∈ B × Rn, as well as the
assertion (b) that is equivalent to the assertion on the solvability of the equation
LWz = ξ in the space B for each ξ ∈ B.

The asymptotic behavior of solutions of differential equation does not depend
on the behavior on any finite [0, b]. It is obvious due to local property of L. We will
state the conditions that provide an analogous property of solutions of equations
Lx = f with Volterra L.

Denote by χω(t) the characteristic function of the set ω ⊂ [0,∞). Let b > 0. As

for B, we assume that zb
def= χ[0,b)z ∈ B for each z ∈ B. Define linear manifolds Bb

and Bb by

Bb = {z ∈ B : z(t) = 0 a.e. on [0, b)
}

,

Bb =
{
z ∈ B : z(t) = 0 a.e. on [b,∞)

}
.

(2.230)

Let, further, K
def= (L0 −L)W , Kb : Bb → Bb, be the restriction of Volterra K on

Bb.
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Theorem 2.14. Let L be acting from the manifold D(L0, B) into B. Then D(L0, B)=
D(L, B) if the equation

ϕ− Kbϕ = ξ (2.231)

has the solution ϕ ∈ Bb for each ξ ∈ Bb.

Proof. By Theorem 2.12, it is sufficient to establish the solvability in B of the equa-
tion

LWz ≡ z − Kz = f . (2.232)

Define Kb : Bb → Bb and Kb
b : Bb → Bb by

(
Kbz

)
(t) = χ[0,b)(t)(Kz)(t),

(
Kb
b z
)
(t) = χ[b,∞)(t)(Kz)(t). (2.233)

For each z ∈ Bb, we have

Kz = Kbz + Kb
b z. (2.234)

Therefore,

Kz = Kzb + Kzb = Kbzb + Kbzb + Kb
b zb (2.235)

for each z ∈ B, where zb = χ[0,b)z, zb = χ[b,∞)z. Using such notation, we may
rewrite (2.232) in the form of two equations

zb − Kbzb = fb,

zb − Kbzb = f b + Kb
b zb.

(2.236)

If (2.236) has a solution zb ∈ Bb, the whole system has a solution {zb, zb} for each
{ fb, f b}. Consequently, (2.232) has the solution z = zb + zb for each f ∈ B. Let us
establish the solvability of (2.232).

There exists the one-to-one mapping

x =Wz, z = L0x (2.237)

between the set of solutions x = C fb ∈ Y of the Cauchy problem

Lx = fb, x(0) = 0, (2.238)

and the set of solutions z ∈ B of the equation

z − Kz = fb. (2.239)
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Therefore, zb = χ[0,b)z = χ[0,b)L0C fb ∈ Bb and it satisfies (2.236). It is clear after
multiplication of (2.239) by χ[0,b):

χ[0,b)z − χ[0,b)Kz = fb. (2.240)

Since K is Volterra,

χ[0,b)Kz = χ[0,b)K
[
χ[0,b)z

] = Kbzb. (2.241)

Thus (2.236) has the solution zb ∈ Bb for each fb ∈ B. �

2.4.2. Banach space of solutions

Assuming B to be a Banach space and making a proper choice, we are able to
establish the connection between classical notions of stability and the notion of
D0-stability and obtain various tests of D0-stability. In the case B is a Banach space,
the space D(L0, B) is also Banach under the norm

‖x‖D(L0,B) =
∥
∥L0x

∥
∥

B +
∥
∥x(0)

∥
∥

Rn . (2.242)

We assume everywhere below that B and D(L0, B) are Banach spaces.

Lemma 2.15. Let the operator L as L : D(L0, B) → B be bounded and let the linear
manifolds D(L0, B) and D(L, B) coincide. Then the norms

‖x‖D(L0,B) =
∥∥L0x

∥∥
B +

∥∥x(0)
∥∥

Rn , ‖x‖D(L,B) = ‖Lx‖B +
∥∥x(0)

∥∥
Rn

(2.243)

are equivalent.

Proof. For each x ∈ D(L0, B), we have

x = C f + Xα =Wz +Uα, where f = Lx, z = L0x, α = x(0). (2.244)

Therefore,

‖x‖D(L,B) =
∥
∥L(Wz +Uα)

∥
∥

B + ‖α‖Rn

= ∥∥LW(
L0x

)
+ LUα

∥∥
B + ‖α‖Rn ≤M‖x‖D(L0,B),

(2.245)

where

M = max
{‖LW‖B→B,‖LU‖Rn→B + 1

}
. (2.246)

In much the same way,

‖x‖D(L0,B) =
∥∥L0(C f + Xα)

∥∥
B + ‖α‖Rn ≤ N‖x‖D(L,B), (2.247)
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where

N = max
{∥∥L0C

∥
∥

B→B,
∥
∥L0X

∥
∥

Rn→B + 1
}
. (2.248)

�
The following rephrasing of Theorem 2.12 is useful in getting efficient tests of

D0-stability.

Theorem 2.16 (Theorem 2.12 bis). Let L be acting from D(L0, B) into B and let it
be bounded. Then the following assertions are equivalent.

(a) The manifolds D(L0, B) and D(L, B) coincide and, besides, the norms

‖x‖D(L0,B) =
∥
∥L0x

∥
∥

B +
∥
∥x(0)

∥
∥

Rn ,

‖x‖D(L,B) = ‖Lx‖B +
∥∥x(0)

∥∥
Rn

(2.249)

are equivalent.
(b) There exists the bounded inverse [LW]−1 : B → B.
(c) The solution of the Cauchy problem

Lx = f , x(0) = α (2.250)

belongs to D(L0, B) for each { f ,α} ∈ B×Rn.

The space D(L0, B) is isomorphic to the product B × Rn with the isomor-
phism defined by (2.221). D0-property guarantees that the principal part LW of
the operator L : D(L0, B) → B is Fredholm (in our case LW is invertible). Thus
the assertions of the general theory are applicable to the equation Lx = f which is
D0-stable. In particular, the solution of the Cauchy problem depends continuously
on f and α in the metric of the space D(L0, B). The metric differs from Cheby-
shev’s one which is the base of classical notions of stability. Nevertheless, as it will
be seen from Lemma 2.17 given below, the main problems of the classical theory
of stability will find their solutions if the D0-property is established at the proper
choice of a model equation and a space B.

The theory of stability of differential equations considers the problem of sta-
bility with respect to the right-hand side of the equation, f . We formulate the
problem in the following form that is convenient for our purposes.

Let V be a Banach space of functions x : [0,∞) → Rn under the norm ‖ · ‖V.
We will say that the equation Lx = f is V-stable if the solution x of the Cauchy
problem Lx = f , x(0) = α, belongs to V for each { f ,α} ∈ B × Rn and this
solution depends continuously on f and α: for any ε > 0, there exists δ > 0 such
that ‖x− x1‖V < ε if ‖ f − f1‖B < δ, ‖α−α1‖Rn < δ, where x1 is the solution of the
Cauchy problem Lx = f1, x(0) = α1.

Thus the V-stability means that D(L, B) ⊂ V and the operators C : B → V
and X : Rn → V are bounded. Besides, the imbedding D(L, B) ⊂ V is continuous:
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there exists a constant k > 0 such that ‖x‖V ≤ k‖x‖D(L,B). Really, let

k = max
{‖C‖B→V,‖X‖Rn→V

}
. (2.251)

If x ∈ D(L, B), we have x = C f + Xα,

‖x‖V ≤ k
(‖ f ‖B + ‖α‖Rn

) = k
(‖Lx‖B + ‖α‖Rn

) = k‖x‖D(L,B). (2.252)

Lemma 2.17. Let L : D(L0, B) → B be bounded, let the equation Lx = f be D0-
stable, and let the imbedding D(L0, B) ⊂ V be continuous. Then the equation is
V-stable.

Proof. It is sufficient to prove the boundedness of C : B → V and X : Rn → V.
Since the equation is D0-stable, the operators C : B → D(L0, B) and X : Rn →
D(L0, B) are bounded. The imbedding D(L0, B) ⊂ V is continuous due to the
conditions. Therefore,

‖C f ‖V ≤ k‖C f ‖D(L0,B) ≤ k‖C‖B→D(L0,B)‖ f ‖B. (2.253)

Hence

‖C‖B→V ≤ k‖C‖B→D(L0,B). (2.254)

The boundedness of X : Rn → V is obtained similarly. �

Lemma 2.18. Let L be acting from D(L0, B) into B and let it be bounded. Let, fur-
ther, the equation Lx = f be V-stable. If the operator L0−L is defined on the whole
V and (L0 −L)V ⊂ B, then the equation Lx = f is D(L0, B)-stable.

Proof. Since D(L0, B) ⊂ D(L, B), it is sufficient to prove that the solution x ∈ V
of the Cauchy problem belongs to D(L0, B). Rewriting the problem in the form

L0x =
(
L0 −L

)
x + f , x(0) = α (2.255)

we observe that any solution of the problem satisfies the equation

x =W
(
L0 −L

)
x +W f +Uα. (2.256)

Since W is acting from B into D(L0, B), any solution x ∈ V of the latter equation
and, consequently, of the Cauchy problem, belongs to D(L0, B). �

On the base of Lemmas 2.17 and 2.18, we are in position to establish the fol-
lowing assertion.

Theorem 2.19. Let the imbedding D(L0, B) ⊂ V be continuous, let L be acting from
D(L0, B) into B and bounded. If, besides, the difference L0 − L is defined on the
whole V and (L0 −L)V ⊂ B, then the V-stability and D0-stability are equivalent.
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Further in examples we will use the following Banach spaces.
(i) The space L∞ of measurable and essentially bounded functions z : [0,∞)

→ Rn, ‖z‖L∞ = ess supt≥0 ‖z(t)‖Rn .
(ii) The space L

γ
∞ of all functions of the form z(t) = e−γt y(t), where y ∈ L∞,

γ > 0, ‖z‖L
γ
∞ = ‖y‖L∞ .

(iii) The space C of continuous bounded functions x : [0,∞) → Rn, ‖x‖C =
supt≥0 ‖x(t)‖Rn .

(iv) The space Cγ of all functions of the form x(t) = e−γt y(t), where y ∈ C,
γ > 0, ‖x‖Cγ = ‖y‖C.

Lemma 2.20. Let L0x = ẋ + βx, β = const > 0, B = L
γ
∞, 0 < γ < β. Then the

imbedding D(L0, B) ⊂ Cγ is continuous.

Proof. If x ∈ D(L0, L
γ
∞), we have

x(t) =
∫ t

0
e−β(t−s)e−γs y(s)ds + e−βtx(0), y ∈ L∞;

‖x‖Cγ ≤ sup
t≥0

e−(β−γ)t
∫ t

0
e(β−γ)s

∥
∥y(s)

∥
∥

Rnds +
∥
∥x(0)

∥
∥

Rn

= 1
β − γ

∥
∥L0x

∥
∥

L
γ
∞ +

∥
∥x(0)

∥
∥

Rn ≤ k‖x‖D(L0,L
γ
∞),

(2.257)

where k = max{1, 1/(β − γ)}. �

Remark 2.21. If L0x = ẋ + βx, B = L
γ
∞, 0 < γ < β, then D0-stability of the

equation Lx = f provides, by Lemmas 2.17 and 2.20, Cγ-stability of this equation.
Consequently, in particular, such a D0-stability of the equation Lx = f gives the
exponential stability. If, besides, the difference L0 −L is defined on the whole Cγ

and (L0−L)Cγ ⊂ L
γ
∞, then, by Lemma 2.18, D0-stability follows from Cγ-stability.

D0-stability at the given L0 and B defines a wide class of equations Lx = f ,
for which the manifolds D(L, B) coincide with each other and with the manifold
D(L0, B). For instance, all D(Lβ, B) with Lβx = ẋ + βx, β > 0, B = L∞, coin-
cide with each other and with the linear manifold of x ∈ Y with the property
that supt≥0 ‖x(t)‖Rn < ∞, ess supt≥0 ‖ẋ(t)‖Rn < ∞. Thus any equation of the class
under consideration may be taken as a model equation and, consequently, the se-
lection of the model equation is sufficiently wide.

2.4.3. Application of W-method

Theorem 2.16 offers a scheme of deciding whether the elements x ∈ D(L, B) (the
solutions x of the equation Lx = f by f ∈ B) possess the given property (for
instance, the property that x ∈ L∞ if f ∈ L∞). This scheme is called W-method
and is reducible to selecting the model equation L0x = z (or an operator W) so
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that the following conditions are fulfilled.
(a) The manifold Y0 ⊂ Y with the given asymptotical properties coincides

with D(L0, B).
(b) The operator L is acting from D(L0, B) into B.
(c) The operator LW : B → B is invertible.

The invertibility of LW = I − (L0 −L)W (the existence of the fix point of
the operator (L0 − L)W : B → B) is guaranteed by the Banach principle if the
estimate

∥
∥(L0 −L

)
W
∥
∥

B→B < 1 (2.258)

holds.
By virtue of the equivalence of the assertions (b) and (c) of Theorem 2.16 the

invertibility of LW : B → B is equivalent to the invertibility of WL : D(L0, B) →
D(L0, B). Moreover the assertion (c) on the belonging of the solutions of the
Cauchy problem to D(L0, B) is equivalent to the solvability of the equation

WLx ≡ x −W(
L0 −L

)
x =W f +Uα (2.259)

in the space D(L0, B). Thus the estimate

∥
∥W

(
L0 −L

)∥∥
D(L0,B)→D(L0,B) < 1 (2.260)

guarantees D0-stability.
It might be useful to observe that in the case of continuous acting of L0 −L

from V into B and under the assumption that D(L0, B) ⊂ V the estimate (2.260)
may be replaced by

∥
∥W

(
L0 −L

)∥∥
V→V < 1. (2.261)

It follows from the fact that any solution x ∈ V of (2.259) belongs to D(L0, B).
Let us observe also that at the establishment of any of estimates (2.258),

(2.260), or (2.261) it may be assumed, by Theorem 2.14, that (L0x −Lx)(t) = 0,
t ∈ [0, b].

For the purposes of illustration, let us consider as a typical example the equa-
tion

(Lx)(t)
def= ẋ(t) + P(t)x(t) = f (t) (2.262)

under the assumption that the columns of the n× n matrix P belong to L∞.
Let L0x = ẋ + βx, β > 0, B = L

γ
∞, 0 < γ < β. We have

LWz = z − (L0 −L
)
Wz, (2.263)
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where

[(
L0 −L

)
Wz

]
(t) = [Eβ − P(t)

]
∫ t

0
e−β(t−s)z(s)ds;

∥
∥(L0 −L

)
Wz

∥
∥

L
γ
∞→L

γ
∞ ≤ ess sup

t≥0

{∥
∥Eβ − P(t)

∥
∥eγt

∫ t

0
e−β(t−s)e−γseγs

∥
∥z(s)

∥
∥

Rnds
}

≤ ess sup
t≥0

∥
∥Eβ − P(t)

∥
∥ 1
β − γ‖z‖L

γ
∞ .

(2.264)

Here and below, ‖A‖ is the norm of the matrix A agreed with the norm in Rn.
By Theorem 2.16 and Theorem 2.14, we obtain that if there exists b > 0 such

that the inequality

ess sup
t≥b

∥
∥Eβ − P(t)

∥
∥ < β − γ (2.265)

holds, then we have D0-stability of (2.262).
Using Lemma 2.17, we establish the following assertion.

Theorem 2.22. Let there exist a number β > 0 such that

ess lim
t→∞

∥∥Eβ − P(t)
∥∥ < β. (2.266)

Then (2.262) is Cγ-stable for a sufficiently small γ > 0.

If ‖α‖Rn is defined by ‖α‖ = max{|α1|, . . . , |αn|}, the corresponding norm of
the n×nmatrix P = (pi j) is defined by ‖P‖ = maxi

∑n
j=1 |pi j|. Under such a norm

the estimate (2.266) holds if

ess lim
t→∞

{
∣
∣β − pii(t)

∣
∣ +

∑

j �=i

∣
∣pi j(t)

∣
∣
}

< β, i = 1, . . . ,n. (2.267)

In the case β > maxi{ess limt→∞ pii(t)}, we obtain the following.

Corollary 2.23. Let

ess lim
t→∞

{

pii(t)−
∑

j �=i

∣
∣pi j(t)

∣
∣
}

> 0, i = 1, . . . ,n. (2.268)

Then there exists γ > 0 such that (2.262) is Cγ-stable.

The assertions above may be sharpened by using more complicated model
equations. Thus, taking (L0x)(t) = ẋ(t) + P0x(t) with diagonal matrix P0 =
diag(β1, . . . ,βn), we obtain the following test of stability.
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Theorem 2.24 (Theorem 2.22 bis). Assume that there exist positive constants β1, . . . ,
βn such that

ess lim
t→∞

{

βi pii(t)−
∑

j �=i
βi
∣
∣pi j(t)

∣
∣
}

> 0, i = 1, . . . ,n. (2.269)

Then there exists a γ > 0 such that (2.262) is Cγ-stable.

The “diagonal prevalence” in the tests of Cγ-stability formulated above (and
well known) is a result of the fact that the matrix P of (2.262) was compared with
a diagonal matrix P0 of the model equation. Such a rough comparison may be
explained by the necessity to integrate the model equation in the explicit form.
There are some other possible variants of model equations where we can construct
the Cauchy matrix in the explicit form. For instance, the differential equation with
triangular matrix P0, with constant matrix P0, or the equation

(
L0x

)
(t)

def= ẋ(t) + P0(t)x(t) = z(t), where P0(t) = −U̇(t)U−1(t), (2.270)

and the matrix U with the columns from Y guarantees the proper estimate of the
matrix W(t, s) = U(t)U−1(s). But we do not know any detailed investigation in
such a direction yet.

As another simple example, consider the scalar (n = 1) equation

Lx ≡ L0x − Tx = f (2.271)

under the following assumptions:

ν
def= sup

t≥0

∣∣U(t)
∣∣ <∞, σ

def= sup
t≥0

∫ t

0

∣∣W(t, s)
∣∣ds <∞, (2.272)

the operator T : C → L∞ is continuous and monotone (isotonic or antitonic).
The equation (2.259) that is equivalent to the Cauchy problem Lx = f ,

x(0) = α has the form

(
WLx

)
(t) ≡ x(t)−

∫ t

0
W(t, s)(Tx)(s)ds = (W f )(t) + (Uα)(t). (2.273)

The solvability of the equation in the space C guarantees D0-stability which means
in this case that all the solutions of (2.271) belong to L∞ if f ∈ L∞.

Denoting

τb = ess sup
t≥b

∣
∣[T(1)

]
(t)
∣
∣, σb = sup

t≥b

∫ t

b

∣
∣W(t, s)

∣
∣ds, (2.274)

and using the scheme above, we obtain the following.
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Theorem 2.25. The equation (2.271) is C-stable if there exists b > 0 such that

σb · τb < 1. (2.275)

Proof. The equation (2.271) is D0-stable since the inequality (2.261) holds if V =
C and (Tx)(t) = 0 at t ∈ [0, b). The imbedding D(L0, L∞) ⊂ C is continuous.
Indeed,

‖x‖C = sup
t≥0

∣
∣x(t)

∣
∣ = sup

t≥0

∣
∣(Wz)(t) +

(
Ux(0)

)
(t)
∣
∣

≤ σ‖z‖L∞ + ν
∣∣x(0)

∣∣ = σ
∥∥L0x

∥∥
L∞ + ν

∣∣x(0)
∣∣ ≤ k‖x‖D(L0,L∞),

(2.276)

where k = max{δ, ν}.
The reference to Lemma 2.17 completes the proof. �
Applying Theorem 2.25 to the scalar equation

(Lx)(t)
def= ẋ(t) + pxh(t) = f (t) (p = const > 0), (2.277)

we obtain the following.

Corollary 2.26. The equation (2.277) is C-stable if there exists b > 0 such that

t − h(t) <
1
p

for a.a. t > b. (2.278)

Proof. Putting L0x = ẋ + px, we have

W(t, s) = e−p(t−s), σ = sup
t≥0

∫ t

0
W(t, s)ds = 1

p
. (2.279)

The difference t−h(t) is bounded, so we will assume that h(t) > 0 for a sufficiently
large b. Under such an assumption,

(Lx)(t) = (L0x
)
(t)− p

(
x(t)− xh(t)

) = ẋ(t) + px(t)− p
∫ t

h(t)
ẋ(s)ds. (2.280)

Since ẋ = f − pxh for the solution of (2.277), such a solution satisfies the equation

(
L1x

)
(t)

def= ẋ(t) + px(t) + p2
∫ t

h(t)
xh(s)ds = f (t) + p

∫ t

h(t)
f (s)ds. (2.281)

Applying Theorem 2.25 to this equation, we complete the proof. �
As it was shown in [92], the other choice of the model equation and some

more sophistical reasoning guarantee C-stability of the equation

ẋ(t) + p(t)xh(t) = f (t) (2.282)
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under the conditions

p(t) ≥ const > 0, ess lim
t→∞

∫ t

h(t)
p(s)ds < 1 +

1
e
. (2.283)

There is an extensive literature on the so-called Bohl-Perron-like theorems
[171] (see, for instance, [41, 47, 96, 98, 218]). Under the conditions of such theo-
rems, one may state that a D(L0, B)-property involves a more refined D(L0, B0)-
property where B0 ⊂ B. We give below without proof one of the simplest Bohl-
Perron-like assertions.

Theorem 2.27 (see [26, 41]). Let L0x = ẋ + βx, β > 0, let L : D(L0, L∞) → L∞ be
bounded, and let it satisfy the “Δ-condition.” There exist positive numbers N and β
such that

∥∥(Lx)(t)
∥∥

Rn < Ne−βt (2.284)

for each x ∈ D(L0, L∞) such that ‖ẋ(t)‖Rn + ‖x(t)‖Rn < e−βt.
Then there exists γ > 0 at which the equation Lx = f is D(L0, L

γ
∞)-stable.

The Δ-condition is fulfilled, for example, if

(Lx)(t)
def= ẋ(t) +

∫ t

0
dsR(t, s)x(s), (2.285)

where the operator T , (Tx)(t) = ∫ t
0 dsR(t, s)x(s), acts continuously from C into

L∞, and there exists δ > 0 such that R(t, s) = 0 in the triangle 0 ≤ s ≤ t ≤ δ. Thus
Δ-condition is fulfilled for the ordinary differential equation and the equation of
the form

ẋ(t) + P(t)xh(t) = f (t) (2.286)

with essentially bounded elements of a matrix P(·) and the “bounded delay”: t −
h(t) < const.

The equation (2.271) under the Δ-condition and the inequality σb · τb < 1
is Cγ-stable for a sufficiently large b at a γ > 0 by virtue of Theorem 2.27. Also
(2.277) is Cγ-stable if [t − h(t)] < 1/p.

The book [41] provided with an extensive bibliography is devoted to
researches on asymptotic behavior and stability of solutions of equations with
aftereffect. It should be remarked that the first results on stability, obtained on
the ground of the representation (2.69) of the general solution were published in
[42, 218].
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2.5. Equations with generalized Volterra operators

Let1 D � B × Rn, let an isomorphism J = {Λ,Y} : B × Rn → D be defined by
equality x = Λz + Yβ, where {z,β} ∈ B × Rn, and let J−1 = [δ, r]. Consider the
principal boundary value problem

Lx = f , rx = α. (2.287)

By Theorem 1.16, this problem is uniquely solvable if and only if the operator
Q = LΛ : B → B has the bounded inverse Q−1. Some special features of equations
with aftereffect are connected with such a situation when operators Q and Q−1

are Volterra ones in sense of the definition by Tikhonov [215] (see, for instance,
Azbelev et al. [32, Chapter 5]). In this situation, one can sometimes use some
specific techniques for the study of an equation under consideration. The special
features and techniques above are still retained in the case Q : B → B and Q−1

are Volterra operators in a generalized sense. Certain notions of the generalized
Volterra property had been introduced and applied in the works [57, 86, 91, 213,
227, 228, 232] and others.

We define a generalization of the Volterra property as follows.
Let us assume that, for every τ ∈ [0, 1], a linear projector Pτ : B → B is given

such that P0 = 0, P1 = I , and PτPσ = Pmin(τ,σ).
An operator Q : B → B is called Volterra operator (in the generalized sense) if,

for all τ ∈ [0, 1], Pτ y = 0 implies PτQy = 0. This condition is equivalent to the
following: PτQPτ = 0 for all τ ∈ [0, 1], where the projector Pτ : B → B is defined
by Pτ = I − Pτ .

Note that the classical Volterra property by Tikhonov in the space B = L is a
specific case of the general one, it is defined by the projectors

(
Pτz

)
(t) =

⎧
⎨

⎩

z(t) if t ∈ [a, a + (b− a)τ
]
,

0 if t ∈ (a + (b− a)τ, b
]
.

(2.288)

It is easy to see that the sum, the product, as well as the limit of the sequence of
Volterra operators that converges at any point of B are Volterra operators. There-
fore, ifQ = I−A and the spectral radius ofA is less than 1, the inverseQ−1 : B → B
exists and is Volterra too.

To estimate the spectral radius of Volterra operator A, one can apply the fol-
lowing technique. If z is a solution of the equation

z = Az + f , (2.289)

then the element zτ = Pτz is a solution of the equations zτ = PτAzτ + Pτ f with
parameter τ. We will call this zτ local solution of (2.289). The Volterra property of
A allows us to construct the solution of (2.289) by the prolongations of the local

1written by S. A. Gusarenko
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solutions in the parameter. In particular, if ‖PσAPτ‖ < 1 for some σ ∈ (τ, 1),
then due to the Banach principle, there exists the local solution zσ of (2.289), as
zσ = PσAPτzσ + PσAzτ + Pσ f . In connection with this consideration, we give the
following definition.

An operator A : B → B is called q-bettering if there exists a sequence {τi},
0 = τ0 < τ1 < · · · < τi < · · · < τn = 1, such that ‖Pτi+1APτi‖ ≤ q for any
i = 0, . . . ,n− 1.

It is clear that in case that ‖A‖ ≤ q, the operator A is q-bettering. The re-
verse is not true, as the following example shows. Let B be the space of continuous
functions z : [0, 1] → R such that z(0) = 0 (‖z‖B = supt∈[0,1] ‖z(t)‖), and

(
Pτz

)
(t) =

⎧
⎨

⎩

z(t) if t ∈ [0, τ],

z(t)− z(τ) if t ∈ (τ, 1].
(2.290)

Define the operator A : B → B by the equality (Az)(t) = (α + βt)z(λt), where
α ≥ 0, β ≥ 0, 0 ≤ λ < 1. Then ‖A‖ = α + β and A is q-bettering if q > α.

Theorem 2.28. Let a Volterra operator A be q-bettering. Then its spectral radius is
not greater than q.

Proof. Show that in the case |λ| < q−1 the equation z = λAz+ f is uniquely solvable
for any f ∈ B. The set of local solutions zi = λPτiAzi + Pτi f of this equation can
be obtained with recurrent formula zi+1 = (I − λPτi+1APτi)

−1Pτi+1 (Azi + f ). Hence
the equation z = λAz + f has the unique solution. �

To compute q, one can apply the following.

Theorem 2.29. Let Volterra operators A1, A2 be q1- and q2-bettering, respectively.
Then A1 + A2 and A1A2 are (q1 + q2)- and q1q2-bettering, respectively.

Proof. Let ‖Pθi+1A1Pθi‖ ≤ q1 and ‖Pσi+1A2Pσi‖ ≤ q2 hold for the partitions 0 =
θ0 < θ1 < · · · < θn = 1, 0 = σ0 < σ1 < · · · < σm = 1. Denote θ = {θi}ni=1,
σ = {σi}mi=1. For the points τi belonging to the partition τ = θ ∪ σ , we have
‖Pτi+1 (A1 + A2)Pτi‖ ≤ ‖Pτi+1A1Pτi‖ + ‖Pτi+1A2Pτi‖ ≤ q1 + q2 and ‖Pτi+1A1A2Pτi‖ =
‖Pτi+1A1PτiP

τi+1A2Pτi‖ ≤ ‖Pτi+1A1Pτi‖‖Pτi+1A2Pτi‖ ≤ q1q2. �
We will call a Volterra operator A : B → B strongly bettering one if it is q-

bettering for any q > 0. The spectral radius of the strongly bettering operator is
equal to zero. Theorem 2.2 implies that the sum of the q-bettering operator and the
strongly bettering one is q-bettering operator, and the product of the q-bettering
operator and the strongly bettering one is strongly bettering.

Since the mapping, being continuous on a compact set, is uniformly contin-
uous on that set and ‖Pτi+1APτi‖ = ‖(Pτi+1 − Pτi)APτi‖ ≤ ‖Pτi+1A − PτiA‖, the

continuity of the mapping A(τ)
def= PτA of the segment [0, 1] into the space of

linear bounded operators implies the property of A of being strongly bettering.
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Theorem 2.30. Let limσ→τ Pσz = Pτz for each τ ∈ [0, 1] and let z ∈ B. If operator
A is Volterra and compact, then A is strongly bettering.

Proof. Let us show that the mapping A(τ) is continuous. Actually, let A(τ) be not
continuous. Then there exist numbers τ ∈ [0, 1], ε > 0, and sequences {τi} ∈
[0, 1], {zi} ∈ S, S = {z ∈ B : ‖z‖ ≤ 1}, such that τi → τ, ‖(Pτi − Pτ)Azi‖ ≥ ε.
Take from the sequence {Azi} a subsequence {yi} converging to a point y ∈ S. For
a sufficiently large i, we will have ‖yi − y‖ < ε/4, ‖(Pτi − Pτ)y‖ < ε/4. Therefore,

∥
∥(Pτi − Pτ)yi

∥
∥ ≤ ∥∥Pτi(yi − y

)∥∥ +
∥
∥(Pτi − Pτ)y∥∥ +

∥
∥Pτ

(
y − yi

)∥∥ ≤ 3
4
ε < ε.

(2.291)

The contradiction completes the proof. �

Corollary 2.31. Let limσ→τ Pσz = Pτz for each τ ∈ [0, 1] and let z ∈ B. The sum of
the Volterra q-bettering operator and the Volterra compact one is q-bettering.

Corollary 2.32. Let limσ→τ Pσz = Pτz for each τ ∈ [0, 1] and let z ∈ B. Then the
spectral radius of Volterra compact operator equals zero.

Note that similar propositions on being equal to zero of spectral radius for
certain classes of Volterra operators are obtained by a number of authors (see, for
instance, [6, 227]). It should be remarked especially that there are necessary and
sufficient conditions for the above property within some classes of linear bounded
operators. See [86, 190, 191, 232].

The class of strongly bettering operators contains not only Volterra compact
operators. For example, the operator

(Kz)(t) =
⎧
⎨

⎩

p(t)z(t − ω) if t ∈ [a + ω, b),

0 if t ∈ [a, a + ω],
(2.292)

with p ∈ L is not compact, it is Volterra in Tikhonov’s sense (the projectors are
defined by equalities (2.288)), but it is strongly bettering.

An example of a Volterra property (in the space L) different from classical
Tikhonov’s one is given by the projectors

(
Pτz

)
(t) =

⎧
⎨

⎩

z(t) if t ∈ [u(τ), v(τ)
]
,

0 if t ∈ [a,u(τ)
)∪ (v(τ), b

]
,

(2.293)

where continuous function u : [0, 1] → [a, c] is strictly decreasing, u(0) = c,
u(1) = a, and continuous function v : [0, 1] → [c, b] is strictly increasing, v(0) = c,
v(1) = b, c ∈ (a, b). For this case, we formulate below the conditions of being
Volterra for some linear operators.
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Integral operator K acting in space L,

(Kz)(t) =
∫ b

a
K(t, s)z(s)ds, (2.294)

is Volterra if K(t, s) = 0 as s ≤ t ≤ v(u−1(s)) and as u(v−1(s)) ≤ t ≤ s. The
operator K is strongly bettering if limδ→0

∫ θ+δ
θ−δ ess sups∈[a,b] |K(t, s)|dt = 0 for any

θ ∈ [a, b].
The inner superposition operator S : L → L defined by the equality

(Sz)(t) =
⎧
⎨

⎩
b(t)z

[
g(t)

]
if g(t) ∈ [a, b],

0 if g(t) /∈ [a, b],
(2.295)

is Volterra if t ≤ g(t) ≤ v(u−1(t)) as a ≤ t ≤ c and u(v−1(t)) ≤ g(t) ≤ t as
c ≤ t ≤ b.

Operator S is strongly bettering if there exists δ > 0 such that t + δ ≤ g(t) ≤
v(u−1(t)) − δ as a ≤ t ≤ c and u(v−1(t)) + δ ≤ g(t) ≤ t − δ as c ≤ t ≤ b.
These conditions mean that function g has no singular point (a point θ ∈ [a, b] is
called singular if, for any δ > 0, there exists a set e ⊂ [a, b], mes(e) < δ such that
mes(e∩ g−1(e)) > 0). Operator S is q-bettering if there exists δ > 0 such that

ess sup
t∈{e∩g−1(e)}

mes(e)<δ

∣
∣B(t)

∣
∣mes

(
g−1(e)∩ [a, b]

)

mes(e)
< q. (2.296)

Consider the case, when operator A is representable in the form of the sum of
an integral Volterra operator and an operator which, generally, is not Volterra.

Theorem 2.33. Let A = K + U , where the kernel of integral operator K : L → L
satisfies the estimate |K(t, s)| ≤ k(t), k ∈ L, and operator U : L → L is bounded. If

‖U‖ < e−
∫ b
a k(s)ds, (2.297)

then operator Q = I − A has the bounded inverse Q−1 : L → L.

Proof. Since ‖U‖ < 1 and operator K is weakly compact, the operator I − U −
K is Fredholm. Let us demonstrate that the equation z = Uz + Kz has only

zero solution. Indeed, denote m(τ) = ∫ v(τ)
u(τ) |z(s)|ds. Then m(τ) ≤ ‖U‖m(1) +

∫ c
u(τ) k(t)

∫ v(u−1(t))
t |z(s)|ds dt+∫ v(τ)

c k(t)
∫ t
u(v−1(t))|z(s)|ds dt≤‖U‖m(1)+

∫ τ
0ϕ(η)m(η)dη,

where
∫ 1

0ϕ(η)dη = ∫ b
a k(s)ds. Therefore, m(τ) ≤ ‖U‖m(1)e

∫ τ
0 ϕ(η)dη, and m(1) ≤

‖U‖m(1)e
∫ b
a k(s)ds. Clearly, m(1) = 0, z = 0, and the equation z = Uz + Kz + f is

solvable for any f ∈ L. �
Note that standard application of the Banach principle allows one to obtain

no more than the condition ‖U‖ < 1− ∫ ba k(s)ds.
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Example 2.34. Consider the boundary value problem

ẋ(t) = (Sẋ)(t) +
∫ b

a
x(s)dsr(t, s) + f (t), t ∈ [a, b],

ẋ(ξ) = 0 if ξ /∈ [a, b],

x(c) +
∫ b

a
φ(s)ẋ(s)ds = α,

(2.298)

under the conditions (see Section 2.2) yielding the continuity of the operator Sg in
the space L and the continuity of R,

(Rx)(t) =
∫ b

a
x(s)dsr(t, s), (2.299)

as an operator from W1 in L; ψ ∈ L∞, f ∈ L. Define the isomorphism between

spaces W1 and L × R1 by the equality x(t) = β − ∫ ba φ(s)z(s)ds+
∫ t
c z(s)ds. Then

Q = I − K − K0 − S, where K is integral operator with the kernel

K(t, s) =
⎧
⎨

⎩

r(t, a)− r(t, s) if a ≤ s ≤ c,

−r(t, s) if c < s ≤ b,
(2.300)

and K0 is integral operator with the kernel K0(t, s) = r(t, a)φ(s).

Theorem 2.35. (a) Suppose r(t, s) = 0 as u(v−1(s)) ≤ t ≤ s and r(t, s) = r(t, a) as
s ≤ t ≤ v(u−1(s)); k(t) = max(ess sups∈[a,c] |r(t, a)− r(t, s)|, ess sups∈[c,b] |r(t, s)|);
k ∈ L; and

‖S‖ + ‖φ‖
∫ b

a

∣
∣r(t, a)

∣
∣dt < e−

∫ b
a k(s)ds. (2.301)

Then problem (2.137) is uniquely solvable for any f ∈ L and α ∈ R.
(b) Suppose φ(s)r(t, a) = r(t, s) as u(v−1(s)) ≤ t ≤ s and φ(s)r(t, a) + r(t, a) =

r(t, s) as s ≤ t ≤ v(u−1(s)); ess sups∈[a,b] |(φ(s) + 1)r(·, a)− r(·, s)| ∈ L; t ≤ g(t) ≤
v(u−1(t)) as a ≤ t ≤ c; u(v−1(t)) ≤ g(t) ≤ t as c ≤ t ≤ b. Let, further, there exist
δ > 0 such that

ess sup
t∈{e∩g−1(e)}

mes(e)<δ

∣
∣b(t)

∣
∣mes

(
g−1(e)∩ [a, b]

)

mes(e)
< 1. (2.302)

Then the operator Q is invertible, the operator Q−1 is Volterra with respect to the
projectors system (2.293), and problem (2.298) is uniquely solvable for any f ∈ L
and α ∈ R1.
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Proof. The statement (a) follows from Theorem 2.33, the statement (b) follows
from the property of Volterra operator K + K0 of being strongly bettering, the
property of Volterra operator S of being q-bettering with q < 1, and Theorem 2.28.

�

Remark 2.36. Notice that a standard application of the Banach principle leads to
the following condition of the unique solvability of problem (2.298):

‖S‖ + ‖φ‖
∫ b

a

∣
∣r(t, a)

∣
∣dt < 1−

∫ b

a
k(s)ds. (2.303)

Let systems of Volterra projectors Pτi : Bi → Bi be given on Banach spaces Bi,
i = 1, . . . ,n. Define the Volterra projector Pτ = (Pτ1 , . . . ,Pτn) : B → B on the direct
product B = B1 × · · · × Bn by the equality Pτ(x1, . . . , xn) = (Pτ1x1, . . . ,Pτnxn).

Theorem 2.37. Operator A : B → B is Volterra if and only if Pτi Ai jPjτ = 0 for any
τ ∈ [0, 1], i, j = 1, . . . ,n, where Aij : Bi → B j are corresponding components of A.

Example 2.38. Consider the problem

ẋi(t) = pi1(t)x1
[
hi1(t)

]
+ · · · + pin(t)xn

[
hin(t)

]
+ fi(t), t ∈ [a, b],

xi(ξ) = 0 if ξ /∈ [a, b],

xi
(
ci
) = αi, i = 1, . . . ,n, ci ∈ (a, b),

(2.304)

where pi j ∈ L, fi ∈ L, functions hi j : [a, b] → R1 are measurable.

The substitution xi(t) = αi +
∫ t
ci zi(s)ds reduces this problem to the equation

z = Kz+ f , f = ( f1, . . . , fn), where an operator K : Ln → Ln (Ln = L× · · · × L︸ ︷︷ ︸
n times

) is

compact. The conditions

A +
cj − a
ci − a (t − a) ≤ hi j(t) ≤ b +

b− cj
a− cl (t − a) if a ≤ t ≤ ci,

A +
cj − a
ci − b (t − b) ≤ hi j(t) ≤ b +

b − cj
b − ci (t − b) if ci ≤ t ≤ b,

(2.305)

ensure that operator K is Volterra with respect to the system

(
Pτi z

)
(t) =

⎧
⎪⎨

⎪⎩

z(t) if t ∈ [ci − τ
(
ci − a

)
, ci + τ

(
b − ci

)]
,

0 if t ∈ [a, ci − τ
(
ci − a

))∪ (ci + τ
(
b − ci

)
, b
]
,

(2.306)

and, therefore, problem (2.304) is uniquely solvable.
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Corollary 2.39. The problem

ẋ(t) = p1(t)xh1 (t) + q1(t)yg1 (t) + f1(t),

ẏ(t) = p2(t)xh2 (t) + q2(t)yg2 (t) + f2(t), t ∈ [a, b],

x(A) = α, y(b) = β,

(2.307)

with pi, qi ∈ L, is uniquely solvable if h1(t) ≤ t ≤ g2(t), h2(t) ≤ a + b − t ≤ g1(t).

Conclusively it is pertinent to give some remarks and discussion.
The notion of Volterra operator arose simultaneously in some different fields

of mathematics (for instance, theory of integral operators, spectral theory, general
theory of systems, theory of functional differential equations) and was being stud-
ied separately in the context of these theories. Thus in a number of papers, the
results obtained by different authors are repeated many times, there are no uni-
form definitions and terms. Even the title “Volterra operator” is not commonly
used, there are many titles such as operators of Volterra type, delaying operators,
causal operator, retarding ones, nonantissipative ones, and so on, which are used
to give the description of some operator classes with close properties. As a rule,
the definitions have been based on the most important properties of the integral
Volterra operator (Kx)(t) = ∫ t

a K(t, s)x(s)ds. Therewith part of the authors used
the property of compactness with the property of being quasinilpotent, another
one did this with the evolution property.

As it seems, Tonelli [216] was the first who entered a class of operators of
Volterra type, namely, operators F such that the equality x(s) = y(s), s ≤ t, implies
the equality (Fx)(s) = (Fy)(s), s ≤ t. Then Graffi [87] and Cinquini [65] obtained
first results in the theory of Volterra operators. In 1938, a definition of functional
Volterra operator as an operator (Fϕ)(t) whose value is defined by the values of
function ϕ(τ) on the interval [0, t) appeared in the work of Tikhonov [215] de-
voted to applications of such operators to the problems in mathematical physics.
This work has been world known, and under the influence of this work, the the-
ory of Volterra operators in functional spaces has got the further development,
and the operators satisfying the Tikhonov definition were called Volterra ones in
Tikhonov’s sense. Just this definition is used in works on functional differential
equations with Volterra-Tikhonov operators, see [32, 33, 67].

A period of time ago, works on generalization of the Volterra-Tikhonov oper-
ator appeared. An immediate generalization of the Tikhonov definition for spaces
of summable functions is proposed by V. I. Sumin. In the work by Sumin [213],
an operator F : Lmp (T) → Sl(T) is called Volterra on the set system Θ, where Θ is
a part of the σ-algebra T of Lebesgue measurable subsets if the equality x = y on
M ∈ Θ implies the equality Fx = Fy on M. A similar definition of generalized
Volterra operators acting in Lp[a, b] with all systems of subsets [a, b] ordered by
inclusion, whose measure varies continuously from 0 up to b − a, has been intro-
duced and studied by Zhukovskii [232, 233]. In the works by Gusarenko [91] and
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Vâth [221], the definitions of generalized Volterra operators are based on chains
of ordered projectors.

Zabreiko [227, 228] proposed a generalization of the notion of integral
Volterra operator that is based on the properties of its kernel such that it is guar-
anteed that the integral operator has a chain of invariant subspaces. P. P. Zabreiko
obtained a formula for the spectral radius and proved that the property of being
equal to zero for the spectral radius follows from the Ando’s property (Ando [6]).
Gokhberg and Krein [86] designated a linear operator as abstract Volterra opera-
tor in Hilbert space if it is compact and its spectral radius equals zero. Bukhgeim
[57] extended the theory of such operators onto operators in Banach spaces. His
definition is based on a specific chain of projectors. A similar construction, which
is based on chains of subspaces embedded in each other, is considered in Kurbatov
[129–131].

The theory of Volterra operators in Hilbert spaces was intensively developed
by American mathematicians. Here the role of a start point was played by the work
by Youla et al. [226]. It was the first work where the valuable role of the Volterra
property in the general theory of systems was outlined. The fundamental results of
the theory of Volterra operators were formulated at first for the space L2 and then
for arbitrary Hilbert space. By Feintuch and Saeks [82], a linearly ordered closed
set of orthogonal projectors P in H is called a decomposition of unit if PτH ⊂ PθH
for 0 ≤ τ ≤ θ ≤ 1 and P0 = 0, P1 = I . An operator F is said to be causal if it pos-
sesses the property that PτFx = PτFy. Also the notions of anticausal and mem-
oryless operators are introduced. The questions of decomposition, factorization,
and invertibility of linear operators are mainly studied in the mentioned works.





3
Equations in finite-dimensional
extensions of traditional spaces

3.1. Introduction

Sections 3.2 and 3.3 of this chapter are concerned with equations known as impul-
sive equations (equations with impulses). Steady interest in such equations arose
in the mid-twentieth century. These equations work as the models for systems
characterized by the fact that the state of the system may vary step-wisely at dis-
crete times, whereas the state on the intervals between mentioned times is defined
by a differentiable function being the solution of a differential equation in the ordi-
nary sense. The systematic study of impulsive differential equations and their gen-
eralizations, differential equations in distributions, is related to many well-known
scientists (see, e.g., [97, 154, 199, 200, 212, 217, 230]). The contemporary theory of
impulsive systems is based on the theory of generalized functions (distributions)
whose heart was created by Sobolev [210] and Schwartz [204, 205]. A somewhat
different approach to the study of differential equations with discontinuous solu-
tions is associated with the so-called “generalized ordinary differential equations”
whose theory was initiated by Kurzweil [133–135]. Nowadays this theory is highly
developed (see, e.g., [13–15, 202]). According to the accepted approaches impul-
sive equations are considered within the class of functions of bounded variation.
In this case the solution is understood as a function of bounded variation satisfy-
ing an integral equation with the Lebesgue-Stiltjes integral or Perron-Stiltjes one.
Integral equations in the space of functions of boundary variation became the
subject of its own interest and are studied in detail in [203]. Recall that the func-
tion of bounded variation is representable in the form of the sum of an absolutely
continuous function, a break function and a singular component (a continuous
function with the derivative being equal zero almost everywhere). The solutions
of the equations with impulse impact considered below do not contain the singu-
lar component and may have discontinuity only at finite number of fixed points.
We consider these equations on a finite-dimensional extension of the traditional
space of absolutely continuous functions. Thus the theorems of Chapter 1 are ap-
plicable to these equations. This approach to the equations with impulse impact
does not use the complicated theory of generalized functions, turned out to be
rich in content, and finds many applications in the cases where the question about
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the singular component does not arise. In particular, such is the case of certain
problems in economic dynamics, see [148].

The approach below was offered in [8].
Section 3.4 is devoted to the multipoint boundary value problem for the Pois-

son equation and some linear perturbations thereof. The results of Bondareva
[50, 51] are presented. The problem is considered in a space D � B×Rn where the
finite-dimensional component is constructed according to a fixed system of points
t1, . . . , tn belonging to a closed bounded set Ω ⊂ R3, and B is the Banach space
of Hölder functions z : Ω → R1. It is shown that the problem with conditions at
the points ti, i = 1, . . . ,n, is Fredholm. An effective way to regularize the problem
is proposed; some conditions of the correct solvability as well as a presentation of
the solutions are obtained.

3.2. Equations in the space of piecewise absolutely
continuous functions

The space of piecewise absolutely continuous functions y : [a, b] → Rn with fixed
points ti ∈ (a, b) of discontinuity and representable in the form

y(t) =
∫ t

a
ẏ(s)ds + y(a) +

m∑

i=1

χ[ti,b](t)Δy
(
ti
)
, (3.1)

is denoted by DS(m) = DS[a, t1, . . . , tm, b].
Here a < t1 < · · · < tm < b, Δy(ti) = y(ti)− y(ti − 0), χ[ti,b](t) is the charac-

teristic function of [ti, b]. Thus the elements of DS(m) are the functions which are
absolutely continuous on each [a, t1), [ti, ti+1), i = 1, . . . ,m − 1, and [tm, b]; and
continuous from the right at the points t1, . . . , tm. This space is isomorphic to the
product L × Rn+nm, an isomorphism J : {Λ,Y} : L × Rn+nm → DS(m) may be
defined by

(Λz)(t) =
∫ t

a
z(s)ds, (Yβ)(t) = Y(t)β, (3.2)

where β = col{β1, . . . ,βn+nm}, Y(t) = (E, χ[t1,b](t)E, . . . , χ[tm,b](t)E). Here, as above,
E is the identity n × n matrix. The inverse J−1 = [δ, r] : DS(m) → L × Rn+nm is
defined by

δy = ẏ, r y = (y(a),Δy
(
t1
)
, . . . ,Δy

(
tm
))
. (3.3)

Under the norm

‖y‖DS(m) = ‖ ẏ‖L + ‖r y‖Rn+nm , (3.4)

the space DS(m) is Banach.
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The space D of absolutely continuous functions x : [a, b] → Rn which was
introduced in the previous chapter is continuously imbedded into DS(m), be-
sides DS(m) = D ⊕ Mnm, where Mnm is the finite-dimensional space of the nm-
dimension. Therefore, any linear operator on DS(m) is a linear extension on this
space of a linear operator L defined on D. Making stress on this circumstance, we
will denote linear operators defined on DS(m) by L̃.

All assertions of Chapter 1 are valid for L̃y = f with linear bounded Noether
operator L̃ : DS(m) → L and indL̃ = n + nm.

In the theory of differential equation

(Lx)(t)
def= ẋ(t) + P(t)x(t) = f (t) (3.5)

the solutions of this equation with discontinuity at the points ti ∈ (a, b) are treated
as solutions of

ẏ(t) + P(t)y(t) = f (t) +
m∑

i=1

γiδ
(
t − ti

)
, (3.6)

where δ is the Dirac function. The latter equation is understood as the equality be-
tween the functionals defined on the space C of continuous n-dimensional vector
functions under the assumption that f ∈ C∗, where C∗ is the dual space to C. The
solution of (3.6) is identified with the element of the space BV of n-dimensional
vector functions with components of bounded variation on [a, b]. Let the right-
hand side f of the equation be not arbitrary f ∈ C∗, but only functionals gen-
erated by absolutely continuous functions. Then (3.6) may be considered as (3.5)
with the special linear extension L̃ of L:

(L̃y)(t)
def= ẏ(t) + P(t)y(t) = ẋ(t) + P(t)x(t) + P(t)

m∑

i=1

χ[ti ,b](t)Δy
(
ti
)

(3.7)

and additional boundary conditions Δy(ti) = γi. Here x(t) = ∫ t
a ẏ(s)ds + y(a) is

the absolutely continuous summand in the representation (3.1). In other words,
(3.6) is the boundary value problem

ẏ(t) + P(t)y(t) = f (t), Δy
(
ti
) = γi, i = 1, . . . ,m, (3.8)

in the space DS(m).
Applying L̃ : DS(m) → L to both sides of (3.1), we get the decomposition

(L̃y)(t) = (Qẏ)(t) + A0(t)y(a) +
m∑

i=1

Ai(t)Δy
(
ti
)
, (3.9)

where Q = L̃Λ, A0 = L̃E, Ai = L̃(χ[ti,b]E), i = 1, . . . ,m. For any matrices
A1, . . . ,Am with the columns from L, the operator L̃ defined by (3.9) is a linear
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extension on DS(m) of L : D → L such that

(Lx)(t) = (Qẋ)(t) + A0(t)x(a). (3.10)

In this case the principal parts LΛ and L̃Λ of L : D → L and L̃ : DS(m) → L
coincide: LΛ = L̃Λ = Q.

The linear bounded functional l̃ : DS(m) → RN has the representation

l̃ y =
∫ b

a
Φ̃(s) ẏ(s)ds + Ψ̃r y, (3.11)

where N × n matrix Φ̃ has measurable essentially bounded elements, Ψ̃ is a con-
stant N × (n + nm) matrix.

Let us rewrite the general boundary value problem

L̃x = f , l̃x = α (3.12)

in the form

(Qẏ)(t) + A(t)r y = f (t),

∫ b

a
Φ̃(s) ẏ(s)ds + Ψ̃r y = α,

(3.13)

where A = (A0,A1, . . . ,Am), r y = col(y(a),Δy(t1), . . . ,Δy(tm)). Then the adjoint
problem to (3.12) takes the form

(Q∗ω)(t) + γΦ̃(t) = g(t),

∫ b

a
ω(s)A(s)ds + γΨ̃ = η.

(3.14)

Here ω, g ∈ L∞, γ ∈ (RN )∗, η ∈ (Rn+nm)∗, L∞ is the Banach space of Lebesgue’s
measurable essentially bounded functions ω : [a, b] → Rn, ‖ω‖L∞ =
ess supt∈[a,b] ‖ω(t)‖Rn . By virtue of Corollary 1.15 the problem (3.12) is solvable
if and only if the right-hand side { f ,α} of the problem (3.12) is orthogonal to the
solutions {ω, γ} of the adjoint homogeneous problem

(Q∗ω)(t) + γΦ̃(t) = 0,

∫ b

a
ω(s)A(s)ds + γΨ̃ = 0.

(3.15)

The necessary condition for the unique solvability of (3.12) is the equality
N = n + nm (see Corollary 1.14). In the case of unique solvability of the problem
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(3.12) the solution has the representation

y(t) = (G̃ f )(t) + X(t)α. (3.16)

By Theorem 1.31, the Green operator G̃ : L → DS(m) is an integral one since the
operator Λ : L → DS(m) is integral (see (3.2)).

Theorem 3.1. Let L̃ : DS(m) → L and l̃ : DS(m) → Rn be linear extensions of
L : D → L and l : D → Rn. Then the unique solvability of one of the problems

Lx = f , lx = α, (3.17)

L̃y = f , l̃ y = α, Δy
(
ti
) = γi, i = 1, . . . ,m, (3.18)

ensures the unique solvability of the other. If the problems are uniquely solvable, the
Green operator of (3.17) is also the Green operator of (3.18).

Proof. The problem (3.17) and the problem

L̃y = f , l̃ y = α, Δy
(
ti
) = 0, i = 1, . . . ,m (3.19)

are equivalent. Therefore, the unique solvability of one of the problems (3.17),
(3.18) with a right-hand side implies the unique solvability of the other problem
with any right-hand side. If x = G f is the unique solution of (3.17) with α = 0,
this x is also the unique solution of (3.18) with α = 0, γi = 0, i = 1, . . . ,m. It
means that G is the Green operator of the problem (3.18). �

It should be noticed that Theorems 3.1 and 1.20 imply the following corollary.

Corollary 3.2. Let L̃ : DS(m) → L be a linear extension of L : D → L. Let, further,
G : L → D be the Green operator of some boundary value problem for Lx = f . Then
the Green operator G̃ of any uniquely solvable boundary value problem for L̃x = f
has the form

G̃ = G +H , (3.20)

where H : L → DS(m) is a degenerated operator.

Let Q = I − R, where R : L → L is an integral compact operator

(Rz)(t) =
∫ b

a
R(t, s)z(s)ds. (3.21)
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Then (see Theorem 2.2) the Green matrix G(·, s) of the problem (3.17) satisfies, at
almost each s ∈ (a, b), the following matrix equations:

(L̃Z)(t)
dim= Ż(t)−

∫ b

a
R(t, τ)Ż(τ)dτ + A0(t)Z(a)− R(t, s)ΔZ(s) = 0,

l̃Z
dim=
∫ b

a
Φ(τ)Ż(τ)dτ + ΨZ(a) + Φ(s)ΔZ(s) = 0

(
ΔZ(s) = Z(s)− Z(s− 0)

)
,

(3.22)

and besides

G(s, s)−G(s− 0, s) = E (3.23)

(we may presume that G(·, s) in the point s is continuous from the right). Thus, if
the linear extensions of L and l on DS[a, s, b] are constructed as follows:

(L̃y)(t) = ẏ(t)−
∫ b

a
R(t, τ) ẏ(τ)dτ + A0(t)y(a)− R(t, s)Δy(s), (3.24)

l̃ y =
∫ b

a
Φ(τ) ẏ(τ)dτ + Ψy(a) + Φ(s)Δy(s), (3.25)

then the matrix G(·, s), at almost each s ∈ (a, b), satisfies the matrix boundary
value problem

L̃Z = 0, l̃Z = 0, ΔZ(s) = E. (3.26)

As for extensions (3.24), (3.25) of L, l, the following should be noticed. Let

(Lx)(t)
dim= ẋ(t) + P(t)

(
Shx
)
(t)

= ẋ(t) +
∫ b

a
P(t)χh(t, τ)ẋ(τ)dτ + P(t)χh(t, a)x(a),

(3.27)

where χh(t, τ) is the characteristic function of the set {(t, τ) ∈ [a, b]× [a, b] : τ ≤
h(t) ≤ b}. Then the extension (3.24) preserves the initial form

(L̃y)(t) = ẏ(t) + P(t)
(
Shy

)
(t). (3.28)

It follows from the representation that

(
Shy

)
(t) =

∫ b

a
χh(t, τ) ẏ(τ)dτ + y(a) + χh(t, s)Δy(s). (3.29)
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Similarly, for the vector functional

lx
def= x(ξ) =

∫ b

a
χ[a,ξ](τ)ẋ(τ)dτ + x(a)

(
ξ ∈ [a, b]

)
, (3.30)

the initial form is preserved by the extension (3.25),

l̃ y =
∫ b

a
χ[a,ξ](τ) ẏ(τ)dτ + y(a) + χ[a,ξ](s)Δy(s) = y(ξ). (3.31)

In a more general case, the form of L and l may be changed by extension. Let, for
instance,

(Lx)(t)
def= ẋ(t) +

∫ b

a
dτR(t, τ)x(τ) = ẋ(t)−

∫ b

a
R(t, τ)ẋ(τ)dτ − R(t, a)x(a).

(3.32)

Without loss of generality we may presume that R(t, ·) is continuous from the left
in each point s ∈ (a, b). Then the extension (3.24) may be written in the form

(L̃y)(t) = ẏ(t) +
∫ s

a
dτR(t, τ)y(τ) +

∫ b

s
dτR(t, τ)y(τ). (3.33)

Indeed,

∫ s

a
dτR(t, τ)y(τ) = R(t, s)y(s− 0)− R(t, a)y(a)−

∫ s

a
R(t, τ) ẏ(τ)dτ,

∫ b

s
dτR(t, τ)y(τ) = −R(t, s)y(s)−

∫ b

s
R(t, τ) ẏ(τ)dτ.

(3.34)

Hence

∫ s

a
dτR(t, τ)y(τ) +

∫ b

s
dτR(t, τ)y(τ)

= −
∫ b

a
R(t, τ) ẏ(τ)dτ − R(t, a)y(a)− R(t, s)Δy(s).

(3.35)

Consider on the base of Theorem 1.44 the conditions which guarantee the
continuous dependence of the solution of the problem (3.12) on parameters, in
particular, on the position of the points a, t1, . . . , tm, b.

For each k = 0, 1, . . ., let us determine the system of the points ak = tk0 <
tk1 < · · · < tkm+1 = bk such that limk→∞ tki = t0i , i = 0, 1, . . . ,m + 1. Let, further,

Dk = DS
[
ak, tk1 , . . . , tkm, bk

]
, Bk = L

[
ak, bk

]
. (3.36)
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The element y ∈ Dk has the representation

y(t) =
∫ t

ak
ẏ(s)ds + y

(
ak
)

+
m∑

i=1

χ[tki ,bk](t)Δy
(
tki
)
. (3.37)

The space Dk is isomorphic to the direct product Bk × Rn+nm, the isomorphism
Jk = {Λk,Yk} : Bk ×Rn+nm → Dk is defined by the equalities

(
Λkz

)
(t) =

∫ t

ak
z(s)ds, Yk(t) = (E, χ[tk1 ,bk](t)E, . . . , χ[tkm,bk](t)E

)
,

J−1
k = [δk, rk

]
, where δk y = ẏ, rk y =

(
y
(
ak
)
,Δy

(
tk1
)
, . . . ,Δy

(
tkm
))

,

‖y‖Dk = ‖ ẏ‖Bk +
∥
∥rk y

∥
∥

Rn+nm .

(3.38)

Define the functional ωk : [ak, bk] → [a0, b0] by

ω0(t) = t,

ωk(t) =
m∑

i=0

[
t0i+1 − t0i
tki+1 − tki

(
t − tki

)
+ t0i

]

χ[tki ,tki+1](t), k = 1, 2, . . . .
(3.39)

Note that ωk has the inverse

ω−1
k (t) =

m∑

i=0

[
tki+1 − tki
t0i+1 − t0i

(
t − t0i

)
+ tki

]

χ[t0i ,t0i+1](t), t ∈ [a0, b0]. (3.40)

Define Hk : B0 → Bk by (Hkz)(t) = z[ωk(t)]. Then (H−1
k z)(t) = z[ω−1

k (t)].
Thus

∥
∥Hkz

∥
∥

Bk
=

m∑

i=0

∫ tki+1

tki

∣
∣∣
∣
∣z

[
t0i+1 − t0i
tki+1 − tki

(
t − tki

)
+ t0i

]∣∣∣
∣
∣dt =

m∑

i=0

tki+1 − tki
t0i+1 − t0i

∫ t0i+1

t0i

∣
∣z(τ)

∣
∣dτ.

(3.41)

From here

∥
∥Hkz

∥
∥

Bk
≤ max

i

tki+1 − tki
t0i+1 − t0i

‖z‖B0 ,

∥
∥Hk‖ = max

i

tki+1 − tki
t0i+1 − t0i

,

lim
k→∞

∥
∥Hkz

∥
∥

Bk
= ‖z‖B0

(3.42)

for all z ∈ B0.
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In the same way,

∥∥H−1
k

∥∥ = max
i

t0i+1 − t0i
tki+1 − tki

. (3.43)

Let (Pk y)(t) = y[ωk(t)], y ∈ D0. Then

(
Pk y

)
(t) =

∫ ωk(t)

a0
ẏ(s)ds + y

(
a0) +

m∑

i=1

χ[t0i ,b0]

[
ωk(t)

]
Δy
(
t0i
)

=
∫ t

ak

d

ds

(
y
[
ωk(s)

])
ds + y

(
a0) +

m∑

i=1

χ[tki ,bk](t)Δy
(
t0i
)
.

(3.44)

Thus, Pk y ∈ Dk, rkPk y = r0y, (P −1
k y)(t) = y[ω−1

k (t)]. Further,

∥
∥Pk y

∥
∥

Dk
=
∥∥
∥
∥
d

dt
Pk y

∥∥
∥
∥

Bk

+
∥
∥rkPk y

∥
∥

Rn+nm

=
m∑

i=0

∫ tki+1

tki

∣
∣
∣∣
∣ ẏ

[
t0i+1 − t0i
tki+1 − tki

(
t − tki

)
+ t0i

]∣∣
∣∣
∣
t0i+1 − t0i
tki+1 − tki

dt +
∥
∥r0y

∥
∥

Rn+nm

=
m∑

i=0

∫ t0i+1

t0i

∣
∣ ẏ(τ)

∣
∣dτ +

∥
∥r0y

∥
∥

Rn+nm = ‖y‖D0 .

(3.45)

Thus the systems {Hk} and {Pk} are the connected ones for B0, Bk and D0, Dk,
respectively, such that the conditions of Theorem 1.44 are fulfilled.

Let L̃k : DS[ak, tk1 , . . . , tkm, bk] → L[ak, bk] be a linear bounded Noether op-

erator with indL̃ = n + nm and let l̃k : DS[ak, tk1 , . . . , tkm, bk] → Rn+nm be a linear

bounded vector functional, k = 0, 1, . . . . Under the assumption L̃k
PH
���������������������������������������������������������������������������������������������������������������→ L̃0,

l̃kuk → l̃0u0, as uk
P
��������������������������������������������������������������������→ u0, we establish the following assertion.

Theorem 3.3. Let y0 be the solution of the uniquely solvable boundary value problem

L̃0y = f , l̃0y = α. (3.46)

The problems

L̃k y = f , l̃k y = α (3.47)

are uniquely solvable for a sufficiently large k, and, for solutions yk of the problems

L̃k y = fk, l̃k y = αk, (3.48)
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the convergence yk
P
�����������������������������������������������→ y0 holds for any fk

H
����������������������������������������������������→ f0 and αk → α0 if and only if there

exists the vector functional

l : DS
[
a0, t01, . . . , t0m, b0] �→ R

n+nm (3.49)

such that the problems

H−1
k L̃kPk y = f , ly = α (3.50)

are uniquely solvable for k = 0 and a sufficiently large k; and for any { f ,α} ∈
L[a0, b0]×Rn+nm, the convergence vk→v0 under the norm of the space DS[a0, t01, . . . ,
t0m, b0] holds for the solutions vk ∈ DS[a0, t01, . . . , t0m, b0] of the problem (3.50).

3.3. Equations of the nth order with impulse effect

The scheme of the investigation of the equation of the nth order in the case when
the discontinuity of solutions and their derivatives of various order are admissible
in the finite number of the points was developed by Plaksina [172]. Here we restrict
our consideration to the specific case when the discontinuity is admissible only for
the derivative of the (n− 1)th order of solution.

Let t1, . . . , tm be a fixed ordered system of the points of (a, b). Denote by
WnS(m) the space of functions y : [a, b] → R1 representable in the form

y(t) =
∫ t

a

(t − s)n−1

(n− 1)!
y(n)(s)ds +

n−1∑

i=0

(t − a)i

i!
y(i)(a)

+
m∑

k=1

(
t − tk

)n−1

(n− 1)!
χ[tk ,b]Δy

(n−1)(tk
)
.

(3.51)

Here χ[tk ,b] is the characteristic function of the segment [tk, b],

Δy(n−1)(tk
) = y(n−1)(tk

)− y(n−1)(tk − 0
)
. (3.52)

Such a space is Banach under the norm

‖y‖WnS(m)

= ∥∥y(n)
∥∥

L +
∥∥ col

{
y(a), . . . , y(n−1)(a),Δy(n−1)(t1

)
, . . . ,Δy(n−1)(tm

)}∥∥
Rn+m .
(3.53)
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Let L : Wn → L be a linear bounded Noether operator with indL = n. Any
linear extension L̃ : WnS(m) → L of such an operator may be represented in the
form

(L̃y)(t) = (Lx)(t) +
m∑

i=1

ai(t)Δy(n−1)(ti
)
. (3.54)

Here ai ∈ L,

x(t) =
∫ t

a

(t − s)n−1

(n− 1)!
y(n)(s)ds +

n−1∑

i=0

(t − a)i

i!
y(i)(a). (3.55)

The linear extension L̃ : WnS(m) → L of a linear bounded Noether operator
L : Wn → L of indL = n is the bounded Noether operator with indL̃ = n +
m. Therefore, just as in the section above the assertions of Chapter 1 are valid
for L̃y = f . Here we restrict ourselves to application of the general theory to
investigation of the Green function for the boundary value problem for (2.136),

(Lx)(t)
def= x(n)(t) +

n−1∑

k=0

∫ b

a
x(k)(s)dsrk(t, s) = f (t). (3.56)

This application is based on the fact that any sectionG(·, s) of the Green func-
tion may be treated as the solution of the corresponding boundary value problem
in the space of functions y such that the derivative y(n−1) may have discontinuity
at the point s ∈ (a, b).

So, consider the space WnS(m) in the case m = 1. Denote t1 = s, WnS(1) =
WnS[a, s, b] and define the isomorphism J = {Λ,Y} : L×Rn+1 → WnS[a, s, b] by

(Λz)(t) =
∫ t

a

(t − τ)n−1

(n− 1)!
z(τ)dτ,

(Yβ)(t) =
n−1∑

i=0

(t − a)i

i!
βi+1 +

(t − s)n−1

(n− 1)!
χ[s,b](t)βn+1, β = {β1, . . . ,βn+1}.

(3.57)

Let L̃ : WnS[a, s, b] → L and l̃i : WnS[a, s, b] → R1 be linear extensions of the
operator L : Wn → L and the functional li : Wn → R1. Similarly, by the proof of
Theorem 3.1, we make sure that the boundary value problems

Lx = f , lix = αi, i = 1, . . . ,n,

L̃y = f , l̃ i y = αi, i = 1, . . . ,n, Δy(n−1)(s) = αn+1
(3.58)

are uniquely solvable (or not) simultaneously one with the other. In the case of
their unique solvability, the Green functions of the problems coincide.
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Define the linear extensions L̃ and l̃i as follows:

(L̃y)(t) = y(n)(t)−
∫ b

a
R(t, τ)y(n)(τ)dτ

+
n−1∑

k=0

pk(t)y(k)(a)− R(t, s)Δy(n−1)(s),
(3.59)

l̃ i y =
∫ b

a
ϕi(τ)y(n)(τ)dτ +

n−1∑

k=0

ψik y
(k)(a) + ϕi(s)Δy(n−1)(s). (3.60)

Then by virtue of Theorem 2.4 the section G(·, s) of the Green function of the
problem (3.58) at almost each s ∈ (a, b) is the solution of the extended problem

(L̃y)(t) = 0, l̃ i y = 0, i = 1, . . . ,n, Δy(n−1)(s) = 1. (3.61)

Being the kernel of the integral operator G : D → L, the Green function can
change significantly on any set of zero measure at each t ∈ [a, b]. Under the notion
of Green function we will understand the function G(t, s) which is the solution of
the problem (3.61) for each s ∈ (a, b). Thus the question of the unique solvabil-
ity and the property of having fixed sign by the Green function of the problem
(3.58) may be reduced to the question of unique solvability and a fixed sign of the
solution of the problem (3.61) for each s ∈ (a, b).

Let us illustrate the said by the example of the boundary value problem

(Lx)(t)
def= x(n)(t) +

∫ b

a
x(s)dsr(t, s) = f (t) (n ≥ 2),

lix = 0, i = 1, . . . ,n,

(3.62)

for a special equation with a function r(t, s) nonincreasing (nondecreasing) with
respect to the second argument for almost all t ∈ [a, b].

Denote by {ν} the set of ν1, . . . , νm ∈ [a, b] such that lix
def= x(νi). If there is no

such a point, the symbol {ν} denotes the empty set. Let the auxiliary problem

L0x
def= x(n) = f , lix = 0, i = 1, . . . ,n, (3.63)

be uniquely solvable and let its Green function W(t, s) be strictly negative (posi-
tive) at each fixed s ∈ (a, b) for t ∈ [a, b] \ {ν}.

Theorem 3.4. Let the inequality

ϕs(t)
def= W(t, s)−

∫ b

a
W(t, τ)

{∫ b

a
W(ξ, s)dξr(τ, ξ)

}

dτ < 0, t ∈ [a, b] \ {ν},
(3.64)
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hold for each fixed s ∈ (a, b). Then the problem (3.62) is uniquely solvable, and for
the Green function G(t, s) of the problem, the estimates

ϕs(t) ≤ G(t, s) ≤W(t, s)
(
ϕs(t) ≥ G(t, s) ≥W(t, s)

)
, (t, s) ∈ [a, b]× (a, b),

(3.65)

are valid.

Proof. Let, for definiteness, W(t, s) ≤ 0. As it was said above, W(t, s) is also the
Green function of the extended problem

L̃0y
def= y(n) = f , l̃i y = 0, i = 1, . . . ,n, Δy(n−1)(s) = 0, (3.66)

and the section ws(t) =W(t, s) satisfies the problem

L̃0y
def= y(n) = 0, l̃i y = 0, i = 1, . . . ,n, Δy(n−1)(s) = 1, (3.67)

where the extension l̃i is defined by (3.60). Therefore, the extended problem

(L̃y)(t)
def= y(n)(t) +

∫ b

a
y(τ)dτr(t, τ) = 0,

l̃i y = 0, i = 1, . . . ,n, Δy(n−1)(s) = 1

(3.68)

is equivalent to

y(t) = −
∫ b

a
W(t, τ)

{∫ b

a
y(ξ)dξr(τ, ξ)

}

dτ +ws(t) (3.69)

in the space WnS[a, s, b].
Denote

(Ay)(t) =
∫ b

a
W(t, τ)

{∫ b

a
y(ξ)dξr(t, ξ)

}

dτ (3.70)

and rewrite the latter equation in the form

y +Ay = ws. (3.71)

Consider this equation in the space C of all continuous functions on [a, b]. It is
possible because any continuous solution of (3.71) belongs to WnS[a, s, b]. The-
orem A.5 may be applied to (3.71). Indeed, the condition (a) of this theorem is
fulfilled if {ν} is empty. If not, the condition (c) is fulfilled. Thus the solution ys
of (3.71) satisfies the inequalities ϕs(t) ≤ ys(t) ≤ ws(t), t ∈ [a, b] \ {ν}. Since
ys(t) = G(t, s), the proof is completed. �
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Being applied to the two-point boundary value problem

ẍ(t) +
∫ b

a
x(s)dsr(t, s) = f (t), x(a) = 0, ẋ(b) = 0, (3.72)

Theorem 3.4 permits asserting that under the assumption of nonincreasing r(t, s)
with respect to the second argument, the inequality

∫ b

a
var

ξ∈[a,b]
r(t, ξ)dt <

1
b− a (3.73)

guarantees the unique solvability of the problem and negativity of its Green func-
tion.

In the case under consideration, we have

W(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− (s− a)(b− t)
b− a if a ≤ s ≤ t ≤ b,

− (t − a)(b− s)
b− a if a ≤ t < s ≤ b.

(3.74)

By virtue of (3.73) and the estimates

∣
∣W(t, s)

∣
∣ ≤ s− a, t ∈ [a, b];

∣
∣W(t, s)

∣
∣ ≤ t − a, s ∈ [a, b], (3.75)

we obtain the inequality (3.64) required by Theorem 3.4. Indeed, if t ∈ (a, s),

ϕs(t) ≤ −(t − a) + (t − a)(b− a)
∫ b

a
var

ξ∈[a,b]
r(τ, ξ)dτ

= −(t − a)

[

1− (b− a)
∫ b

a
var

ξ∈[a,b]
r(τ, ξ)dτ

]

< 0;

(3.76)

if t ∈ [s, b],

ϕs(t) ≤ −(s− a) + (b − a)(s− a)
∫ b

a
var

ξ∈[a,b]
r(τ, ξ)dτ

= −(s− a)

[

1− (b− a)
∫ b

a
var

ξ∈[a,b]
r(τ, ξ)dτ

]

< 0.

(3.77)

The fact of a fixed sign of the Green function to the problem (3.58) may be
established on the base of the theorem below.

Let us fix a point θ ∈ [a, b] such that the functionals l1, . . . , ln, ln+1, where
ln+1x = x(θ), are linearly independent. Define the linear extensions of L and li by
(3.59) and (3.60).
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Theorem 3.5. Let the problem (3.58) be uniquely solvable. The Green functionG(t, s)
of the problem possesses the property G(θ, s) �= 0 if and only if the problem

L̃y = 0, l̃ i y = 0, i = 1, . . . ,n, y(θ) = 0 (3.78)

has only the trivial solution.

Proof. Let x1, . . . , xn be the fundamental system of the homogeneous equation
Lx = 0 and let

Δ =

∣
∣
∣∣
∣
∣
∣∣

l1x1 · · · l1xn

· · · · · · · · ·
lnx1 · · · lnxn

∣
∣
∣∣
∣
∣
∣∣

(3.79)

be the determinant of the problem (3.58). Denote gs(t) = G(t, s). The functions
x1, . . . , xn, gs constitute the fundamental system for L̃y = 0. The determinant of
the problem (3.78) has the form

Δ̃ =

∣∣
∣
∣
∣∣
∣
∣
∣∣
∣

l1x1 · · · l1x0
n 0

· · · · · · · · · · · ·
lnx1 · · · lnxn 0

x1(θ) · · · xn(θ) gs(θ)

∣∣
∣
∣
∣∣
∣
∣
∣∣
∣

= G(θ, s)Δ. (3.80)

Since Δ �= 0, the theorem is proved. �
Consider as an example of application of Theorem 3.5 the following periodic

boundary value problem:

(Lx)(t)
def= ẍ(t) +

∫ b

a
x(τ)dτr(t, τ) = f (t),

x(b)− x(a) = 0, ẋ(b)− ẋ(a) = 0,

(3.81)

observing that in [167] Theorem 3.5 is applied to the periodic problem for a more
general equation.

We will demonstrate that under the assumption of the unique solvability of
the problem (3.81) the inequality

∫ b

a
var

τ∈[a,b]
r(t, τ)dt <

1
b − a (3.82)

guarantees a fixed sign of the Green function.
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Indeed, by virtue of Theorem 3.5 the Green function G(t, s) has no zero on
the square [a, b]× (a, b) if the boundary value problem

(L̃y)(t)
dim= ÿ(t) +

∫ b

a
y(τ)dτr(t, τ) = f (t),

y(b)− y(a) = 0, ẏ(b)− ẏ(a) = 0, y(θ) = 0

(3.83)

is uniquely solvable for each s ∈ (a, b) and every θ ∈ [a, b].
Using Theorem 1.25, let us establish the unique solvability of the problem

(3.83). As the model problem, we take

ÿ = z, y(b)− y(a) = 0,

ẏ(b)− ẏ(a) = 0, y(θ) = 0.
(3.84)

The functions 1, t, and (t − s)χ[s,b](t) constitute the fundamental system of ÿ = 0
in the space WS2[a, s, b]. The determinant of the problem (3.84) is not equal to
zero:

∣
∣
∣∣
∣
∣
∣∣

0 b − a b− s
0 0 1

1 θ (θ − s)χ[s,b](θ)

∣
∣
∣∣
∣
∣
∣∣
= −(b − a) �= 0. (3.85)

Consequently, the problem (3.84) is uniquely solvable. The Green function of this
problem was constructed in [167]:

Wθ,s(t, τ) = χ[a,t](τ)(t − τ)− χ[a,θ](τ)(θ − τ)

− χ[s,b](t)(t − s) + χ[s,b](θ)(θ − s) +
τ − s
b − a (t − θ)

(3.86)

and has the estimate

∣
∣Wθ,s(t, τ)

∣
∣ ≤ b− a, (t, τ) ∈ [a, b]× [a, b], s ∈ (a, b), θ ∈ [a, b]. (3.87)

We have L̃Wθ,s = I −Ω, where Wθ,s is the Green operator of the problem (3.84),

(Ωz)(t) =
∫ b

a

{∫ b

a
Wθ,s(ξ, τ)z(τ)dτ

}

dξr(t, ξ)

=
∫ b

a

{∫ b

a
Wθ,s(ξ, τ)dξr(t, ξ)

}

z(τ)dτ.

(3.88)

Since

‖Ω‖L→L ≤ (b− a)
∫ b

a
var

ξ∈[a,b]
r(t, ξ)dt < 1, (3.89)

the problem (3.83) is uniquely solvable.
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Equations in finite-dimensional extensions of traditional spaces were studied
from the point of view of the theory of abstract functional differential equation in
[8, 10]. Theorem 3.5 was used in [138, 167, 172] to establish the property of fixed
sign of the Green function.

3.4. Multipoint boundary value problem for the Poisson equation

In this section, we follow the works of Bondareva (see [50, 51]).

3.4.1. On setting up the problem

Boundary conditions of the classical Dirichlet and Neumann problems are de-
fined at the domain boundary by operators (and not by functionals) in a cor-
responding space B0 of functions. Thus these problems may be considered in a
space D isomorphic to the direct product B×B0, where B and B0 are both infinite-
dimensional spaces. Such an approach with the use of some ideas from Chapter 1
has been employed by Gusarenko (see [93]). In this section, the Poisson equation
and its perturbations by linear operators are considered with multipoint condi-
tions. In such a case the values of the solution are given at n points of the domain
and its boundary. This approach makes it possible to employ immediately the re-
sults from Chapter 1 to some topical problems. Let us consider two examples.

Example 3.6. In [66] the problem on the twist of the beam with transversal sec-
tion Ω:

Δu
def= ∂2u

∂x2
+
∂2u

∂y2
= −1, (x, y) ∈ Ω;

u(x, y) = 0 on the boundary ∂Ω,

(3.90)

is considered. An approximate solution of the problem is constructed in the fol-
lowing way. A system of points ti = (xi, yi) ∈ ∂Ω, i = 1, . . . ,n, is fixed and the
problem

Δv = −1 in Ω; v
(
ti
) = 0, i = 1, . . . ,n, (3.91)

is considered. The approximate solution is sought in the form

ṽ = v0 +
q∑

j=1

ajvj , (3.92)

where v0 is a solution of Δv = −1 and functions vj , j = 1, . . . , q, are harmonic on
Ω. Coefficients aj are defined in such a way as to minimize maxi=1,...,n |ṽ(ti)|.
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Example 3.7. Let us quote a text from the book of Sologub [211]. “Kirchgoff con-
sidered a system of nonlinear contacting conductors penetrated by electric cur-
rent. At first, he deduces the Laplace equation describing the voltage distribution
v(x, y, z) in every conductor of the system Δv = 0. Next, Kirchgoff finds boundary
conditions for v(x, y, z). On the part of the surface S of the conductor contacting
with dielectric, say, dry air, where there is no leak of electricity, we have

∂v

∂ν
= 0; (3.93)

on the part of the surface S contacting with other conductors, the equalities

k
∂v

∂ν
+ k′

∂v′

∂ν′
= 0,

v − v′ = c = const
(3.94)

hold, where v′(x, y, z) is the voltage of the neighbouring conductor; k, k′ are the
heat conduction coefficients; ν, ν′ are the corresponding inward-directed normals
to S; c is a given constant defining the electromotive force on the contact surface
of the conductors.”

Thus in the case of pointwise contacting of conductors the corresponding
boundary value problem becomes natural.

3.4.2. Construction of the space D

Consider the multipoint boundary value problem for the Poisson equation and its
perturbations on a set in R3.

Let Ω ⊂ R3 be a closed bounded set with piecewise smooth boundary ∂Ω.
Denote by B the Banach space of Lipschitz functions z : Ω→ R with the norm

‖z‖B = sup
t∈Ω

∣
∣z(t)

∣
∣ + sup

t,τ∈Ω
t �=τ

∣∣z(t)− z(τ)
∣∣

|t − τ| , (3.95)

where |t − τ| means the Euclidean distance of points t, τ ∈ R3. Let {ti}, ti =
(ξi,ηi, ϑi) ∈ Ω, i = 1, . . . ,n, be a collection of distinct points. As is shown in [50],
we can suppose without loss of generality that

max
k, j=1,...,n

∣∣ηk − ηj
∣∣ > 0, max

k, j=1,...,n

∣∣ϑk − ϑj
∣∣ > 0. (3.96)

Ibidem, there is shown the existence of an angle ϕ such that all points (ξi,
(ηi cosϕ − ϑi sinϕ)) ∈ R2, i = 1, . . . ,n, are pairwise different. Let us fix this ϕ
and define the functions

y0
j (ξ, τ) = Re

n∏

k �= j

[ (
ξ − ξk

)
+ i
(
τ − τk

)

(
ξj − ξk

)
+ i
(
τj − τk

)

]

. (3.97)
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These functions are harmonic and

y0
j

(
ξi, τi

) = δji =
⎧
⎨

⎩

1 if j = i,

0 if j �= i.
(3.98)

Define the system yj : R3 → R, j = 1, . . . ,n, by

yj(t) = yj(ξ,η, ϑ) = y0
j

(
ξ, (η cosϕ− ϑ sinϕ)

)
, j = 1, . . . ,n. (3.99)

The functions yj are harmonic (see, e.g., [50]) and

yj
(
ti
) = δji. (3.100)

Define over the space B the operator Λ:

(Λz)(t) = − 1
4π

∫

Ω

z(s)
|t − s|ds. (3.101)

For any z ∈ B, the function x(t) = (Λz)(t) has continuous second derivatives at
interior points of Ω and

Δx
def= ∂2x

∂ξ2
+
∂2x

∂η2
+
∂2x

∂ϑ2
= z (3.102)

(see, e.g., [153]), that is, ΔΛz = z.
Define the space D = D(t1, . . . , tn) as the space of functions x : Ω → R of the

form

x = Λz + Yβ, (3.103)

where z ∈ B, Y = (y1, . . . , yn), β = col(β1, . . . ,βn).
It follows from (3.102) that z = Δx. Furthermore,

x
(
ti
) = − 1

4π

∫

Ω

z(s)
∣∣ti − s

∣∣ds + βi = − 1
4π

∫

Ω

(Δx)(s)
∣∣ti − s

∣∣ds + βi, i = 1, . . . ,n,

(3.104)

and hence

βi = x
(
ti
)

+
1

4π

∫

Ω

(Δx)(s)
∣∣ti − s

∣∣ds. (3.105)

Thus the operator J
def= {Λ,Y} : B × Rn → D is an isomorphism, J−1 = [δ, r],

where

δx = Δx,

rx = col
(
r1x, . . . , rnx

)
, rix = x

(
ti
)

+
1

4π

∫

Ω

(Δx)(s)
∣
∣ti − s

∣
∣ds.

(3.106)
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D is Banach under the norm

‖x‖D = ‖Δx‖B + ‖rx‖Rn . (3.107)

The boundary value problems considered in what follows allow the applica-
tion of the theorems from Chapter 1.

3.4.3. Multipoint boundary value problem for the
Poisson equation and its perturbations

Consider in D(t1, . . . , tn) the boundary value problem

Δx = f , x
(
ti
) = γi, i = 1, . . . ,n. (3.108)

This problem is uniquely solvable for any f ∈ B and γi ∈ R1. Really, the represen-
tation (3.103) of elements of D implies

z = f , x
(
ti
) = (Λ f )

(
ti
)

+ βi = γi, (3.109)

hence βi = γi − (Λ f )(ti). Thus the unique solution x ∈ D of (3.108) has the form

x(t) = (Λ f )(t) +
n∑

i=1

yi(t)
[
γi − (Λ f )

(
ti
)]

= − 1
4π

∫

Ω

[
1

|t − s| −
n∑

i=1

yi(t)∣
∣ti − s

∣
∣

]

f (s)ds +
n∑

i=1

yi(t)γi.

(3.110)

The integral operator G : B → D defined by

(G f )(t) = − 1
4π

∫

Ω

[
1

|t − s| −
n∑

i=1

yi(t)∣
∣ti − s

∣
∣

]

f (s)ds (3.111)

is the Green operator of multipoint problem (3.108) for the Poisson equation.

Remark 3.8. The principal boundary value problem in D for the Poisson equation

Δx = f ; rix ≡ x
(
ti
)

+
1

4π

∫

Ω

(Δx)(s)
∣
∣ti − s

∣
∣ds = αi, i = 1, . . . ,n, (3.112)

is equivalent to multipoint problem (3.108) with

γi = αi − 1
4π

∫

Ω

f (s)
∣
∣ti − s

∣
∣ds. (3.113)
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Remark 3.9. In the case that a function x : Ω → R is twice continuously differen-
tiable on Ω (Ω is closed) and all ti are interior, we have, due to the Green formula,
(see [153])

rix = x
(
ti
)

+
1

4π

∫

Ω

(Δx)(s)
∣
∣ti − s

∣
∣ds =

1
4π

∫

∂Ω

(
1

∣
∣ti − s

∣
∣
∂x

∂ν
− x ∂

∂ν

1
∣
∣ti − s

∣
∣

)
dsσ ,

(3.114)

where ∂/∂ν means differentiation in direction of outward (with respect to Ω) nor-
mal, and dsσ is the element of surface ∂Ω.

Remark 3.10. Boundary value problem for the Poisson equation with pointwise
inequalities

Δx = f ;
n∑

i=1

ajix
(
ti
) ≤ αj , j = 1, . . . ,N , (3.115)

in the space D(t1, . . . , tn) is equivalent to the system of linear inequalities

n∑

i=1

ajiγ
i ≤ αj , j = 1, . . . ,N , (3.116)

with respect to γ1, . . . , γn. Every solution (γ1, . . . , γn) of (3.78) generates a corre-
sponding solution x ∈ D of (3.115) defined by (3.110).

Now consider a perturbed Poisson equation

Lx
def= Δx − Tx = f (3.117)

with a linear bounded operator T : D → B. We assume that the operator K :
B → B defined by K = TΛ is compact. In such a case, the principal part of L,
Q = LΛ = I − K , is a canonical Fredholm operator and, by Theorem 1.10, the
operator L : D → B is Noether with ind L = n.

Let l
def= [l1, . . . , ln] : D → Rn be a linear bounded vector functional. The

problem

Lx = f , lx = α (3.118)

is Fredholm (see Theorem 1.13).
Let the operator T and the vector functional l map the space C(Ω) of continu-

ous functions z : Ω→ R with the norm ‖z‖C(Ω) = maxt∈Ω |z(t)| into spaces B and
Rn, respectively. Note that equality (3.101) defines compact operator Λ : C(Ω) →
C(Ω) (see [153]) and hence, by the continuity of embedding B into C(Ω), the op-
erator K = TΛ : B → B is compact. Under these assumptions, multipoint problem

Lx = f , x
(
ti
) = γi + lix, i = 1, . . . ,n, (3.119)
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is reducible to an equation of the second kind with a compact operator in C(Ω).
Namely, representation (3.110) implies that (3.119) is equivalent to

x = Vx + g, (3.120)

where

Vx = GTx +
n∑

i=1

yil
ix, g = G f +

n∑

i=1

yiγ
i. (3.121)

Compactness of V : C(Ω) → C(Ω) follows from compactness of the operator
G : C(Ω) → C(Ω), being the sum of compact Λ : C(Ω) → C(Ω) and a finite-
dimensional operator, and from the continuity of embedding B into C(Ω).

The unique solvability of multipoint problem (3.108) survives under small
perturbations T , l, in particular, when ‖V‖C(Ω)→C(Ω) < 1. In this case the Banach
principle is applicable to (3.120). In case l ≡ 0, the estimate ‖V‖C(Ω) → C(Ω) < 1
holds under the condition

‖T‖C(Ω)→C(Ω) <
1

‖d‖C(Ω)

(
1 +

∑n
i=1

∥∥yi
∥∥

C

) , (3.122)

where d(t) = (1/4π)
∫
Ω ds/|t − s|. This follows from the inequality

‖G f ‖C(Ω) ≤ ‖d‖C(Ω)

(

1 +
n∑

i=1

∥∥yi
∥∥

C(Ω)

)

· ‖ f ‖C(Ω). (3.123)

In the general case, effective testing of (3.120) for the unique solvability may
be done with the use of the reliable computer experiment presented in Chapter 6.

Conclusively, notice that another space D, being well suitable for consider-
ation of boundary value problems with the Poisson equation and its perturba-
tion, can be constructed with the space Cα(Ω) of Hölder functions of index α,
0 < α ≤ 1, as the space B. The collection y1, . . . , yn can be constructed with
trigonometric polynomials (see [51]). The case Ω ⊂ Rm, m = 2 and m > 3, meets
no difficulties. In the thesis of Bondareva [52] and in [51] as well there are con-
sidered in detail the Poisson equation with multipoint inequalities approximating
the conditions ∂x/∂ν + cx ≥ α (or α ≤ ∂x/∂ν + cx ≤ β) on ∂Ω, Ω ⊂ R2, and
Δx(t)− ∫Ω K(t, s)x(s)ds = f (t), t ∈ Ω, with the conditions

n∑

i=1

ajix
(
ti
) ≥ αi, i = 1, . . . ,N. (3.124)

For these problems, some criteria and sufficient conditions of the solvability are
obtained.



4
Singular equations

4.1. Introduction

The set of functions, in which the solutions of an equation under consideration are
to be looked for, sometimes is chosen without a proper reason. An unsuccessful
choice of such a set may cause much trouble. We discuss below some reasons and
examples related to the question of choosing the proper Banach space, in which it
would be suitable to define the notion of the solution of the given equation.

Let Lx = f be an equation with a linear operator L : D0 → B0, let D0 be
isomorphic to B0 × Rn, and let J0 = {Λ0,Y0} : B0 × Rn → D0 be the isomor-
phism. If the principal part LΛ0 : B0 → B0 of L is not a Fredholm one, we do not
have available standard schemes for investigation of the equation. In this case it is
reasonable to call the equation “singular.” Nevertheless one may try to construct
another space D � B × RN with the isomorphism J = {Λ,Y} : B × RN → D,
so that the principal part LΛ of the operator L : D → B will be a Fredholm or
even invertible operator. Then the equation ceases to be singular (with respect to
the chosen space) and one may apply to this equation the theorems of Chapter 1.

Let us note that the property of the principal part of being Fredholm char-
acterizes many intrinsic specifics of the equation. For instance, this property is
necessary for unique solvability of any boundary value problem

Lx = f , lx = α (4.1)

for each { f ,α} ∈ B×Rn.
Considering the given equation in various spaces, we change correspondingly

the notion of the solution of this equation. The classical theory of differential equa-
tions does not use the notions of spaces and operators in these spaces and, in this
theory, the investigation of singular equations begins with the definition of the
notion of solution as a function that satisfies the equation in one or another sense
and possesses certain properties. Thus, the set is chosen, to which the solutions
belong. In our reasoning we do, in the same way, choose a Banach space being
the domain of the operator L. In addition we offer some recommendation about
constructing the space D such that the operator L possesses necessary properties.
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4.2. The equation (t − a)(b− t)ẍ(t)− (Tx)(t) = f (t)

Consider

(Lx)(t)
def= π(t)ẍ(t)− (Tx)(t) = f (t), t ∈ [a, b], (4.2)

where π(t) = t − a, π(t) = b − t or π(t) = (t − a)(b − t), T is a linear bounded
operator acting from the space C of continuous functions x : [a, b] → R1 into
the space L of summable functions. Besides we assume that T is compact as an
operator acting from the space W1 of absolutely continuous functions into L. The
operator R : C → L of the form

(Rx)(t) =
∫ b

a
x(s)dsr(t, s) (4.3)

studied in Chapter 2 is an example of such T .
The space W2, which is traditional for equations of the second order, is unac-

ceptable in this case since even the equation π(t)ẍ(t) = 1 has no solution x ∈ W2.
We will construct a space Dπ � L×R2 in such a way that the operator L : Dπ → L
is Noether of the index 2 (the principal part LΛ of L is Fredholm).

4.2.1. The space Dπ

Let us show that as Dπ we may take the space of functions x : [a, b] → R1 that
satisfy the following conditions.

(1) x is absolutely continuous on [a, b].
(2) The derivative ẋ is absolutely continuous on each [c,d] ⊂ (a, b).
(3) The product πẍ is summable on [a, b].

It should be noticed that the authors of [112, 113, 130] defined the notion of the
solution of the singular ordinary differential equation ((Tx)(t) = p(t)x(t)) as a
function satisfying (1)–(3).

Denote by Iπ the interval (a, b) if π(t) = (t − a)(b − t), the interval [a, b) if
π(t) = b− t, and the interval (a, b] if π(t) = t − a.

Let τ ∈ Iπ be fixed. Define in the square [a, b]× [a, b] the function

Λτ(t, s) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

t − s
π(s)

if τ ≤ s < t ≤ b,

s− t
π(s)

if a ≤ t < s ≤ τ,

0 in other points of the square [a, b]× [a, b].

(4.4)

Remark that π(s)Λτ(t, s) is the Green function of the boundary value problem
ẍ(t) = f (t), x(τ) = ẋ(τ) = 0 in the space W2.

After immediate estimation we obtain

0 ≤ Λτ(t, s) ≤M, (t, s) ∈ [a, b]× [a, b], (4.5)
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where

M =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max
{

1
τ − a ,

1
b− τ

}
if π(t) = (t − a)(b− t),

max
{

1,
τ − a
b− τ

}
if π(t) = b − t,

max
{

1,
b− τ
τ − a

}
if π(t) = t − a.

(4.6)

Thus at each t ∈ [a, b] the product Λτ(t, s)z(s) is summable for any summable z.
Next we will show that, for z ∈ L, the function

u(t)
def=
∫ b

a
Λτ(t, s)z(s)ds ≡

∫ t

τ

t − s
π(s)

z(s)ds (4.7)

belongs to Dπ .
Since, for t ∈ Iπ ,

u̇(t) =
∫ t

τ

z(s)
π(s)

ds, (4.8)

the derivative u̇ is absolutely continuous on any [c,d] ⊂ Iπ . Further we have, for
t ∈ [a, b],

u(t) =
∫ t

τ

t − s
π(s)

z(s)ds =
∫ t

τ

{∫ t

s
dξ
}
z(s)
π(s)

ds =
∫ t

τ
dξ
∫ ξ

τ

z(s)
π(s)

ds =
∫ t

τ
u̇(ξ)dξ.

(4.9)

The change of the integration order in the iterated integrals is possible since
there exists the finite integral

∫ t

τ

∣
∣
∣∣

∫ t

s
dξ
∣
∣
∣∣

∣
∣z(s)

∣
∣

π(s)
ds =

∫ t

τ

|t − s|
π(s)

∣
∣z(s)

∣
∣ds. (4.10)

Thus, the function u is absolutely continuous on [a, b].
The product πü is summable since by virtue of (4.8),

ü(t) = z(t)
π(t)

(4.11)

a.e. on [a, b].
So the element x ∈ Dπ is defined by

x(t) = (Λz)(t) + (Yβ)(t) =
∫ b

a
Λ(t, s)z(s)ds + β1 + β2(t − τ), (4.12)
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the space Dπ is isomorphic to the product L×R2, isomorphism J : L×R2 → Dπ

is defined by the operator J = {Λ,Y}. Besides, J−1 = [δ, r], where δx = πẍ,
rx = {x(τ), ẋ(τ)}. The space Dπ is Banach under the norm

‖x‖Dπ =
∥
∥πẍ

∥
∥

L +
∣
∣x(τ)

∣
∣ +

∣
∣ẋ(τ)

∣
∣. (4.13)

By Theorem 1.10, the operator δ : Dπ → L is Noether, ind δ = 2.
Next we will show that Dπ is continuously imbedded into the space W1 of

absolutely continuous functions x : [a, b] → R1.
Let

‖x‖W1 =
∫ b

a

∣
∣ẋ(s)

∣
∣ds +

∣
∣x(τ)

∣
∣. (4.14)

For x ∈ Dπ , we have

ẋ(t) =
∫ t

τ

z(s)
π(s)

ds + ẋ(τ), t ∈ Iπ , z = πẍ. (4.15)

Let us estimate
∫ b
a |ẋ(t)|dt,

∫ b

a

∣
∣
∣∣

∫ t

τ

z(s)
π(s)

ds
∣
∣
∣∣dt ≤

∫ τ

a

∫ τ

t

∣
∣z(s)

∣
∣

π(s)
ds dt +

∫ b

τ

∫ t

τ

∣
∣z(s)

∣
∣

π(s)
ds dt

=
∫ τ

a

∫ s

a

∣∣z(s)
∣∣

π(s)
dt ds +

∫ b

τ

∫ b

s

∣∣z(s)
∣∣

π(s)
dt ds

=
∫ τ

a

s− a
π(s)

∣∣z(s)
∣∣ds +

∫ b

τ

b− s
π(s)

∣∣z(s)
∣∣ds ≤M

∫ b

a
π(s)

∣∣ẍ(s)
∣∣ds,

∫ b

a

∣
∣ẋ(t)

∣
∣dt ≤M

∫ b

a
π(s)

∣
∣ẍ(s)

∣
∣ds +

∣
∣ẋ(τ)

∣
∣(b− a).

(4.16)

So, for x ∈ Dπ , we have the estimate

‖x‖W1 ≤M‖πẍ‖L +
∣∣ẋ(τ)

∣∣(b− a) +
∣∣x(τ)

∣∣ ≤M1‖x‖Dπ , (4.17)

where M1 = max{1, b− a,M}.
Since T : W1 → L is compact, the operator T : Dπ → L is also compact

because of the continuous imbedding Dπ ⊂ W1. Thus the bounded L : Dπ → L
is Noether of index 2 (the principal part LΛ : L → L is Fredholm). Therefore the
theorems of Chapter 1 are applicable to (4.2).

By Theorem 1.31, any Green operator G : L → Dπ is an integral one, since the
operator Λ : L → Dπ in isomorphism (4.12) is integral.
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Remark 4.1. As it was noted above, for some f ∈ L, the equation πẍ = f has no
solution in W2. In the space Dπ this equation is solvable for any f ∈ L. The general
solution of the equation has the representation

x(t) =
∫ b

a
Λτ(t, s) f (s)ds + c1 + c2(t − τ). (4.18)

Remark 4.2. The isomorphism {Λ,Y} : L × R2 → Dπ defined by (4.12) is based
on the boundary value problem

πẍ = z, x(τ) = β1, ẋ(τ) = β2. (4.19)

It is natural that the isomorphism J : L×R2 → Dπ may be constructed on the base
of any other boundary value problem that is uniquely solvable in Dπ , for instance,

πẍ = z, x(a) = β1, x(b) = β2. (4.20)

This problem is uniquely solvable and the Green function of the problem has the
form

G0(t, s) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

− (s− a)(b− t)
π(s)(b− a)

if a ≤ s ≤ t ≤ b,

− (t − a)(b− s)
π(s)(b− a)

if a ≤ t < s ≤ b.

(4.21)

Thus, the isomorphism J : L×R2 → Dπ may be defined by

x(t) =
∫ b

a
G0(t, s)z(s)ds + β1 b − t

b − a + β2 t − a
b − a . (4.22)

4.2.2. The equation with isotonic T

Everywhere in this point the operator T : C → L is supposed to be isotonic.
The problem

Lx = f , x(τ) = α1, ẋ(τ) = α2, τ ∈ Iπ (4.23)

is equivalent to the equation

x = Aτx + g (4.24)

with Aτ = ΛT , g(t) = (Λ f )(t) + α1 + α2(t − τ). Any continuous solution of the
equation belongs to Dπ . Therefore we may consider this equation in the space C of
continuous functions x : [a, b] → R1. We will denote by ρ(Aτ) the spectral radius
of Aτ : C → C.
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Theorem 4.3. Let τ ∈ Iπ . The following assertions are equivalent.
(a) There exists v ∈ Dπ such that

v(t) ≥ 0, ϕ(t)
def= (Lv)(t) ≥ 0, t ∈ [a, b], (4.25)

and besides

v̇(τ) = 0, v(τ) +
∫ b

a
Λτ(t, s)ϕ(s)ds > 0. (4.26)

(b) ρ(Aτ) < 1.
(c) The problem (4.23) is uniquely solvable and the Green operator of the prob-

lem is antitonic.
(d) There exists the solution u of the homogeneous equation Lx = 0 such that

u̇(τ) = 0, u(t) > 0, t ∈ [a, b].

Theorem 4.3 is a special case of Theorem A.5. Indeed, all the conditions of the
general theorem are fulfilled if

L0x = πẍ, W(t, s) = Λτ(t, s), u0(t) ≡ α = const > 0. (4.27)

Definition 4.4. Say that (4.2) possesses the property A if the problem (4.23) is
uniquely solvable and the Green operator Gτ of the problem is isotonic for each
τ ∈ Iπ .

Remark 4.5. The property A is, in a sense, similar to the property P for the regular
equation. The property P is guaranteed by Theorem 2.7 based on the uniform
boundedness with respect to τ of the Green function of the problems

ẍ = f , x(τ) = ẋ(τ) = 0, τ ∈ [a, b]. (4.28)

But for singular problems

πẍ = f , x(τ) = ẋ(τ) = 0, τ ∈ Iπ , (4.29)

such a uniformity ceases to be true. Nevertheless the uniform boundedness in τ of
the operators

(
Aτx

)
(t) =

∫ b

a
Λτ(t, s)(Tx)(s)ds (4.30)

may take place under some conditions, for instance, if the function (T1)(s)/π(s) is
summable. Here and in what follows the symbol “1” stands for the function that
equals 1 identically. In this event the inequality

∥∥Aτ
∥∥

C→C =
∥∥Aτ1

∥∥
C < (b− a)

∫ b

a

(T1)(s)
π(s)

ds (4.31)
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holds for all τ ∈ Iπ if T differs from the null operator. Hence, the inequality

∫ b

a

(T1)(s)
π(s)

ds ≤ 1
b− a (4.32)

guarantees the property A due to Theorem 4.3 (the implication (b)⇒(a)).
More subtle tests of the property A will be considered below.

Remark 4.6. The equation

π(t)ẍ(t)− p(t)x(t) = f (t) (4.33)

with summable p possesses property A if p(t) ≥ 0.
The following assertions assume that (4.2) with isotonic T possesses the prop-

erty A.

Lemma 4.7. Suppose u ∈ Dπ , (Lu)(t)
def= ϕ(t) ≥ 0 (ϕ(t) ≤ 0), t ∈ [a, b], u(τ)

def=
c > 0 (c < 0), u̇(τ) = 0, τ ∈ Iπ . Then u(t) ≥ c, (u(t) ≤ c), t ∈ [a, b].

Proof. Let ϕ(t) ≥ 0, c > 0. The function y = u− c satisfies the problem

Ly = ψ, y(τ) = ẏ(τ) = 0 (4.34)

with ψ(t) = ϕ(t) + c(T1)(t) ≥ ϕ(t). Therefore, u(t)− c = (Gτψ)(t) ≥ 0. �

Theorem 4.8. The two-point problem

Lx = f , x(a) = x(b) = 0 (4.35)

is uniquely solvable and the Green operator of the problem is antitonic.

Proof. If the problem is not uniquely solvable, the homogeneous problem has a
nontrivial solution x. Let m = maxt∈[a,b] x(t) > 0. Then x(t) ≤ m, which gives a
contradiction to Lemma 4.7.

If the Green operator G is not antitonic, the solution x = G f , for a nonneg-
ative f , has a positive maximum. The contradiction to Lemma 4.7 completes the
proof. �

The following two theorems may be proved similarly.

Theorem 4.9. The boundary value problems

Lx = f , x(a) = ẋ(b) = 0, where π(t) = t − a,

Lx = f , ẋ(a) = x(b) = 0, where π(t) = b − t, (4.36)

are uniquely solvable and their Green operators are antitonic.
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Theorem 4.10. The boundary value problem

Lx = f , x
(
a1
) = x

(
b1
) = 0, a ≤ a1 < b1 ≤ b, (4.37)

is uniquely solvable. Besides, if f (t) ≥ 0 ( f (t) �≡ 0), the solution x satisfies inequali-
ties x(t) < 0 for t ∈ (a1, b1) and x(t) > 0 for t ∈ [a, b] \ [a1, b1].

Let us formulate the corollary that follows from Theorem 4.8 and Lemma 4.7.

Corollary 4.11. The solution u0 of the semihomogeneous problem

Lx = 0, x(a) = α1 ≥ 0, x(b) = α2 ≥ 0, α1 + α2 > 0 (4.38)

is positive on (a, b).

Proof. The solution u0 exists by virtue of Theorem 4.8. If u0 alters its sign, there ex-
ists the negative minimum at a point τ ∈ (a, b). But this contradicts to Lemma 4.7.

�

Definition 4.12. The system u1,u2 ∈ Dπ is called nonoscillatory on [a, b] if any
nontrivial combination u = c1u1 + c2u2 has on [a, b] not more than one zero,
counting the multiple zeros on Iπ twice.

Theorem 4.13. The following assertions are equivalent.
(a) The equation Lx = f possesses the property A.
(b) Any nontrivial solution of Lx = 0 that has a zero on [a, b] does not have

zeros of the derivative on Iπ .
(c) The fundamental system of solutions of Lx = 0 is nonoscillatory on [a, b].
(d) There exists a pair v1, v2 ∈ Dπ such that

v1(a) = 0, v1(b) > 0, v2(a) > 0, v2(b) = 0,

vi(t) > 0, ϕi(t)
def= (

Lvi
)
(t) ≥ 0, i = 1, 2, t ∈ (a, b),

(4.39)

and, besides, ϕ1(t) > 0 (ϕ2(t) > 0) a.e. (a, b), if π(t) = b − t (π(t) = (t − a)).

Proof. The implication (a)⇒(b) follows from Lemma 4.7. Indeed, let the solution
u of the equation Lx = 0 be such that u̇(τ) = 0, u(τ) > 0, τ ∈ Iπ . By Lemma 4.7,
the solution u has no zero on [a, b].

Let (b) be fulfilled. Then any nontrivial solution has no multiple zero on Iπ .
Between two different zeros of u there must exist a zero of the derivative, which is
impossible. Thus (b)⇒(c).

To prove (c)⇒(d), consider the problems

Lx = 0, x(a) = 0, x(b) = 1,

Lx = 0, x(a) = 1, x(b) = 0.
(4.40)
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The problems are uniquely solvable since by virtue of nonoscillation of the funda-
mental system, the homogeneous problem

Lx = 0, x(a) = x(b) = 0 (4.41)

has only the trivial solution. The solutions u1 and u2 of the first and the second
problems are positive on (a, b) since they have already a zero apiece on [a, b]. Thus
v1 = u1 and v2 = u2 satisfy (d) in the case π(t) = (t − a)(b− t).

Let π(t) = b − t. The problem

Lx = 0, x(a) = 0, ẋ(a) = k (4.42)

has a unique solution zk. It follows from the fact that the homogeneous problem
(k = 0) has only the trivial solution by virtue of nonoscillation of the fundamental
system (the nontrivial solution has no multiple zeros at the point t = a). The
solution zk is positive on (a, b] if k > 0 since it has already a zero at the point t = a.

Let ϕ ∈ L be fixed, ϕ(t) > 0, t ∈ [a, b]. Denote by zϕ the solution of the
problem

Lx = ϕ, x(a) = x(b) = 0. (4.43)

The sum z
def= zϕ + zk is positive on (a, b] for k large enough since the value żϕ(a)

is finite. Thus the functions v1 = z and v2 = u2 satisfy (d).
The case π(t) = t − a may be considered similarly.
In order to prove (d)⇒(a), let us show that, for each τ ∈ Iπ , there exists a

function v ∈ Dπ that satisfies condition (a) of Theorem 4.3.
By Lemma 4.7, v̇1(t) > 0, v̇2(t) < 0, t ∈ (a, b). So, for each τ ∈ (a, b) there

exists a positive constant c such that the sum v = cv1 + v2 possesses the property

v̇(τ) = 0, v(τ) > 0, (Lv)(t) = cϕ1(t) + ϕ2(t) ≥ 0, t ∈ [a, b].
(4.44)

Thus the implication (d)⇒(a) is proved for the case π(t) = (t − a)(b− t).
If π(t) = b − t, we must construct in addition the function v that satisfies

condition (a) of Theorem 4.3 for τ = a. If v̇1(a) = 0, we may put v = v1. If
v̇1(a) �= 0, let v = v1 − y, where y(t) = v̇1(a)(t − a). Then

(Lv)(t) = (Lv1
)
(t) + (Ty)(t) ≥ ϕ1(t). (4.45)

Since πv̈ = πv̈1 = Tv1 + ϕ1, we have

v(t) =
∫ t

a

t − s
b− s

[(
Tv1

)
(s) + ϕ1(s)

]
ds > 0, t ∈ (a, b]. (4.46)
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In the case π(t) = t − a, τ = b, it might be taken that

v(t) = v2(t) + v̇2(b)(b− t). (4.47)

�
To illustrate Theorem 4.13, let us consider the equation

(Lx)(t)
def= t(1− t)ẍ(t)− p(t)

(
Shx
)
(t) = f (t), p(t) ≥ 0, t ∈ [0, 1]. (4.48)

Letting

v1(t) = (1− t) ln(1− t) + t, v2(t) = t ln t − t + 1 (4.49)

and using the estimates

v1(t)
t2

≤ (1 + t)
2

,
v2(t)

(1− t)2
≤ 1− t

2
, t ∈ [0, 1], (4.50)

we are in a position to formulate by virtue of Theorem 4.13 the following.

Corollary 4.14. Equation (4.48) possesses the property A if the inequalities

[
1 + h(t)

]
h2(t)σh(t)p(t) ≤ 2t,

[
2− h(t)

][
1− h(t)

]2
σh(t)p(t) ≤ 2(1− t)

(4.51)

hold for a.e. t ∈ [0, 1].

Here as usual,

σh(t) =
⎧
⎪⎨

⎪⎩

1 if h(t) ∈ [0, 1],

0 if h(t) /∈ [0, 1].
(4.52)

The conditions (4.51) hold if

h2(t)σh(t)p(t) ≤ t,

[
1− h(t)

]2
σh(t)p(t) ≤ 1− t.

(4.53)

If besides ess supt∈[0,1] p(t)σh(t) =M <∞, the inequalities

1−
√

1− t
M

≤ h(t) ≤
√

t

M
(4.54)

yield (4.53).
It should be noticed that the latter inequalities cannot be fulfilled if

ε ≤ h(t) ≤ 1− ε, ε > 0, t ∈ [0, 1]. (4.55)
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Theorem 4.15. Equation (4.48) does not possess the property A if p(t) ≥ p0 =
const > 0, h(t) ∈ [ε, 1], or h(t) ∈ [0, 1− ε], ε > 0, t ∈ [0, 1].

Proof. Suppose that h(t) ∈ [ε, 1], but (4.48) possesses the property A. Then by
virtue of Theorem 4.13 there exists v1 ∈ Dπ such that v1(0) = 0, v1(t) > 0 on
(0, 1], and

t(1− t)v̈1(t) = p(t)v1
[
h(t)

]
+ ϕ1(t), (4.56)

ϕ1(t) ≥ 0, t ∈ [0, 1]. Let further u ∈Dπ be the solution of the problem

t(1− t)ẍ(t) = p0m, x(0) = 0, x(1) = v1(1), (4.57)

where m = mint∈[ε,1] v1(t). Thus,

u(t) = p0m
[
(1− t) ln(1− t) + t ln t

]
+ v1(1)t. (4.58)

The difference z = v1 − u does not take positive values since it is the solution of
the problem

t(1− t)ẍ(t) = ϕ(t) ≥ 0, x(0) = x(1) = 0, (4.59)

where ϕ(t) = p(t)v1[h(t)] + ϕ1(t)− p0m ≥ 0. Consequently,

0 ≤ v1(t) = z(t) + u(t) ≤ u(t). (4.60)

But u(t) is negative in a neighborhood of zero. The contradiction to the inequali-
ties

0 ≤ v1(t) ≤ u(t), t ∈ [0, 1], (4.61)

completes the proof.
In the case h(t) ∈ [0, 1 − ε] the proof is similar with replacement of v1 by v2

and using as u the solution of the problem

t(1− t)ẍ(t) = p0m, x(0) = v2(0), x(1) = 0, (4.62)

where m = mint∈[0,1−ε] v2(t). �

4.2.3. The general case

Rewrite (4.2) in the form

(Lx)(t)
def= π(t)ẍ(t)− (T+x

)
(t) +

(
T−x

)
(t) = f (t), (4.63)
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where T+ − T− = T , T+ : C → L, and T− : C → L are isotonic. Denote L+x =
πẍ − T+x. The equation L+x = f was studied in the previous subsection. Let the
equation possess the property A. Then the problem

L+x = f , x(a) = x(b) = 0 (4.64)

is uniquely solvable and the Green operator G+ of the problem is antitonic
(Theorem 4.8).

The general Theorem D.2 allows us to formulate the next Valee-Poussin-like
theorem.

Theorem 4.16. Let the equation L+x = f possess the property A. Then the following
assertions are equivalent.

(a) The problem

Lx = f , x(a) = x(b) = 0 (4.65)

is uniquely solvable and its Green operator is antitonic.
(b) There exists v ∈ Dπ such that

v(t) > 0, (Lv)(t) ≤ 0, t ∈ (a, b), (4.66)

and, besides,

v(a) + v(b)−
∫ b

a
(Lv)(s)ds > 0. (4.67)

(c) The spectral radius of A
def= −G+T− : C → C is less than 1.

(d) There exists a positive solution x(x(t) > 0, t ∈ [a, b]) of the homogeneous
equation Lx = 0.

Denote by G+
1 (G+

2 ) the Green operator of the problem

L+x = f , x(a) = ẋ(b) = 0 if π(t) = t − a
(
L+x = f , ẋ(a) = x(b) = 0 if π(t) = b − t), (4.68)

and let Ai = −G+
i T

−, i = 1, 2. A similar assertion may be obtained on the base of
Theorem D.2.

Theorem 4.17. Let the equation L+x = f possess the property A. Then the following
assertions are equivalent.

(a) The problem

Lx = f , x(a) = ẋ(b) = 0 if π(t) = t − a
(
Lx = f , ẋ(a) = x(b) = 0 if π(t) = b− t) (4.69)

is uniquely solvable and its Green operator is antitonic.
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(b) There exists v ∈ Dπ such that

v(t) > 0, (Lv)(t) ≤ 0, t ∈ (a, b]
(
t ∈ [a, b)

)
, (4.70)

and, besides,

v(a) + v̇(b)−
∫ b

a
(Lv)(s)ds > 0

(
v̇(a) + v(b)−

∫ b

a
(Lv)(s)ds > 0

)
. (4.71)

(c) The spectral radius of A1 : C → C (A2 : C → C) is less than 1.
(d) There exists a positive solution on (a, b] (on [a, b)) of the problem

Lx = 0, x(a) = 0, ẋ(b) = 1
(
Lx = 0, ẋ(a) = 1, x(b) = 0

)
.

(4.72)

For the purpose of illustration, let us show that the problem

(t − a)(b − t)ẍ(t)− p(t)
(
Shx
)
(t) = f (t), x(a) = x(b) = 0 (4.73)

is uniquely solvable and its Green operator is antitonic if

∫ b

a

p+(s)σh(s)
π(s)

ds ≤ 1
b − a , (4.74)

∫ b

a
p−(s)σ(s)ds ≤ b − a, (4.75)

where p+ − p− = p, p+(t), p−(t) ≥ 0.
Indeed, the inequality (4.74) guarantees, by Remark 4.5, the property A for

the equation

(
L+x

)
(t)

def= (t − a)(b− t)ẍ(t)− p+(t)
(
Shx
)
(t) = f (t) (4.76)

and, consequently (Theorem 4.8), the unique solvability and antitonicity of the
Green operator G+ of the problem

L+x = f , x(a) = x(b) = 0. (4.77)

The inequality (4.75) guarantees the estimate ρ(A) < 1 of the spectral radius of the
operator A : C → C defined by

(Ax)(t) = −
∫ b

a
G+(t, s)p−(s)

(
Shx
)
(s)ds. (4.78)

Indeed, the function u(t)
def= (A1)(t) is the solution of the problem

(t − a)(b− t)ẍ(t)− p+(t)
(
Shx
)
(t) = −p−(t)σh(t), x(a) = x(b) = 0.

(4.79)
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Since u is positive, we obtain the inequality

(t − a)(b− t)ü(t) ≥ p−(t)σh(t). (4.80)

Hence

u(t) ≤ −
∫ b

a
G0(t, s)p−(s)σh(s)ds (4.81)

with G0(t, s) defined by (4.21).
Using the estimate |G0(t, s)| ≤ 1/(b − a), we conclude that if p−(t)σh(t) �≡ 0,

‖A‖ = max
t∈[a,b]

u(t) ≤ max
t∈[a,b]

∫ b

a

∣
∣G0(t, s)

∣
∣p−(s)σh(s)ds <

1
b − a

∫ b

a
p−(s)σh(s)ds.

(4.82)

Hence it follows that ρ(A) < 1.
So, by virtue of Theorem 4.16 (the implication (c)⇒(a)) the inequalities (4.74)

and (4.75) guarantee the unique solvability and antitonicy of the Green operator
of the problem (4.2).

The assumptions of Theorem 4.16 related to equation L+x = f are too severe
if we are interested only in the unique solvability, and the question about the sign
of the Green function may be omitted. Using an idea of Lomtatidze (see [139]),
E. I. Bravyi obtained the following test of solvability.

Consider the equation

(Lx)(t)
def= (t − a)(b − t)ẍ(t)− (Tx)(t) = f (t), (4.83)

and deduce a test of the unique solvability of the problem

Lx = f , x(a) = x(b) = 0. (4.84)

Let, as above, T = T+ − T−, T+ : C → L and let T− : C → L be isotonic.

Theorem 4.18. Problem (4.84) has a unique solution x ∈ Dπ if

∫ b

a

(
T−1

)
(s)ds ≤ b− a, (4.85)

∫ b

a

(
T+1

)
(s)ds ≤ 2(b− a)

√

1− 1
b − a

∫ b

a

(
T−1

)
(s)ds. (4.86)

In order to prove the theorem, we will use the following assertion.
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Lemma 4.19. The problem

(t − a)(b− t)ẍ(t) = −(T−x)(t) + f (t), x(a) = x(b) = 0 (4.87)

is uniquely solvable and its Green operator G− is antitonic if the inequality (4.85)
holds.

Proof. Denote

(Ax)(t) = −
∫ b

a
G0(t, s)

(
T−x

)
(s)ds, (4.88)

with G0(t, s) defined by (4.21). The operator A : C → C is isotonic. From (4.85)
and the estimate

∣∣G0(t, s)
∣∣ ≤ 1

b− a , (4.89)

we obtain

ρ(A) ≤ ‖A‖ = ‖A1‖C <
1

b − a
∫ b

a

(
T−1

)
(s)ds ≤ 1. (4.90)

This and Theorem 4.16 (the implication (c)⇒(a)) imply the assertion of Lemma
4.19. �
Proof of Theorem 4.18. The homogeneous problem (4.84) is equivalent to the
equation

x = G−T+x (4.91)

with antitonic G−T+ : C → C. Assume that the homogeneous problem have a
nontrivial solution u. Then the values of the solution u have varied signs on [a, b].
Let u take its maximum and minimum values at the points t∗ and t∗. Let further
t∗ < t∗ and let c ∈ (t∗, t∗) be a zero of u. Denote M = u(t∗), −m = u(t∗). We
have the evident inequalities

−m ≤ u(t) ≤M,

−m(T+1
)
(t) ≤ (T+u

)
(t) ≤M

(
T+1

)
(t),

−m(T−1
)
(t) ≤ (T−u)(t) ≤M

(
T−1

)
(t).

(4.92)

The function u satisfies the equality

(t − a)(b− t)ü(t) = (Tu)(t), t ∈ [a, c], (4.93)
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and boundary conditions u(a) = u(c) = 0. Hence

u(t) =
∫ c

a
Ga(t, s)(Tu)(s)ds, t ∈ [a, c], (4.94)

where (by virtue of (4.21))

Ga(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− c − t
(b− s)(c − a)

if a ≤ s ≤ t ≤ c,

− (t − a)(c − s)
(s− a)(b− s)(c − a)

if a ≤ t < s ≤ c.

(4.95)

Using the estimate

0 ≥ Ga(t, s) ≥ − c − s
(c − a)(b− s) ≥ −

1
b − a , (t, s) ∈ [a, c]× [a, c], (4.96)

we obtain

M =
∫ c

a
Ga
(
t∗, s

)[(
T+u

)
(s)− (T−u)(s)]ds

≤M
∫ c

a

∣
∣Ga

(
t∗, s

)∣∣(T−1
)
(s)ds +m

∫ c

a

∣
∣Ga

(
t∗, s

)∣∣(T+1
)
(s)ds

<
M

b− a
∫ c

a

(
T−1

)
(s)ds +

m

b− a
∫ c

a

(
T+1

)
(s)ds.

(4.97)

Hence

M <

(
m/(b− a)

)∫ c
a

(
T+1

)
(s)ds

1− (1/(b − a)
)∫ c
a

(
T−1

)
(s)ds

. (4.98)

Similarly, using the equality

u(t) =
∫ b

c
Gb(t, s)(Tu)(s)ds, t ∈ [c, b], (4.99)

where

Gb(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− (s− c)(b− t)
(b− s)(s− a)(b− c) if c ≤ s ≤ t ≤ b,

− t − c
(s− a)(b− c) if c ≤ t < s ≤ b,

(4.100)

we conclude that

m <

(
M/(b− a)

)∫ b
c

(
T+1

)
(s)ds

1− (1/(b − a))
∫ b
c

(
T−1

)
(s)ds

. (4.101)
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This and (4.98) imply the inequality

M < M

∫ c
a

(
T+1

)
(s)ds

∫ b
c

(
T+1

)
(s)ds

(b− a)2
(
1− (1/(b− a)

)∫ c
a

(
T−1

)
(s)ds

)(
1− (1/(b − a)

)∫ b
c

(
T−1

)
(s)ds

) .

(4.102)

Thus

1 +
1

(b− a)2

∫ c

a

(
T−1

)
(s)ds

∫ b

c

(
T−1

)
(s)ds

<
1

(b− a)2

∫ c

a

(
T+1

)
(s)ds

∫ b

c

(
T+1

)
(s)ds +

1
b − a

∫ c

a

(
T−1

)
(s)ds

+
1

b − a
∫ b

c

(
T−1

)
(s)ds

≤ 1
(b− a)2

(∫ c
a

(
T+1

)
(s)ds +

∫ b
c

(
T+1

)
(s)ds

2

)2

+
1

b − a
∫ b

a

(
T−1

)
(s)ds

= 1
(b− a)2

(∫ b
a

(
T+1

)
(s)ds

2

)2

+
1

b − a
∫ b

a

(
T−1

)
(s)ds.

(4.103)

Hence

1
4(b − a)2

(∫ b

a

(
T+1

)
(s)ds

)2

+
1

b− a
∫ b

a

(
T−1

)
(s)ds > 1. (4.104)

Thus, if

1
4(b− a)2

(∫ b

a

(
T+1

)
(s)ds

)2

+
1

b − a
∫ b

a

(
T−1

)
(s)ds ≥ 1, (4.105)

which is equivalent to the inequality (4.86), the existence of the nontrivial solu-
tion of the homogeneous problem is impossible. Therefore, the problem (4.84) is
uniquely solvable. �

Pioneering investigations of singular equations using the idea of choosing a
special space D � B×Rn for each kind of singularity were published in [136, 207].

The results of Section 4.2 were published in [22].
In the case of ordinary singular differential equation some refined studies were

performed in [112, 113].

4.3. Inner singularities

The equations with the coefficient at the leading derivative, which has zeros inside
[a, b] were studied in [54, 55]. We illustrate the idea of these works by the example
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of the equation

(Lx)(t)
def= tẍ(t) + p(t)

(
Shx
)
(t) = f (t), t ∈ [a, b], (4.106)

where a < 0 < b; p, f ∈ L; and h is a measurable function.
Just as in the previous example, the principal part of L : W2 → L is not a

Fredholm operator. As the space D, on which it is reasonable to consider the oper-
ator L, we take the space of solutions of the three-point impulse model boundary
value problem

tẍ(t) = z(t), x(a) = β1, x(b) = β2, x(0) = β3. (4.107)

We will suppose that the solution of this problem is a function x : [a, b] → R1

whose derivative ẋ is absolutely continuous on [a, 0) and [0, b] and the product
tẍ(t) is summable on [a, b]. Thus, the homogeneous equation tẍ(t) = 0 has three
linearly independent solutions

u1(t) = t

a
χ[a,0) (t), u2(t) = a− t

a
χ[a,0) (t) +

b − t
b

χ[0,b] (t),

u3(t) = t

b
χ[0,b] (t),

(4.108)

and the nonhomogeneous equation tẍ(t) = z(t) has a solution for every z ∈ L.
For instance, such a solution is

x(t) = (Λz)(t) =
∫ b

a
Λ(t, s)z(s)ds, (4.109)

where

Λ(t, s) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− t(s− a)
as

if a ≤ s ≤ t < 0,

− t − a
a

if a ≤ t < s ≤ 0,

t − b
b

if 0 ≤ s ≤ t ≤ b,

t(s− b)
bs

if 0 ≤ t < s ≤ b,

0 at all other points.

(4.110)

Since the determinant of the model problem is not equal zero:

∣
∣
∣
∣∣
∣
∣
∣

u1(a) u2(a) u3(a)
u1(b) u2(b) u3(b)
u1(0) u2(0) u3(0)

∣
∣
∣
∣∣
∣
∣
∣
=
∣
∣∣
∣
∣∣
∣

1 0 0
0 1 0
0 0 1

∣
∣∣
∣
∣∣
∣

, (4.111)
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this problem has, for any {z,β} ∈ L×R3, the unique solution x = Λz+Yβ, where
β = col{β1,β2,β3},

(Yβ)(t) = β1u1(t) + β2u2(t) + β3u3(t). (4.112)

Let us take D = ΛL ⊕ YR3, where J = {Λ,Y} : L × R3 → D is the isomor-
phism, the inverse J−1 = [δ, r] is defined by

(δx)(t) = tẍ(t), rx = {x(a), x(b), x(0)
}
. (4.113)

The principal part of L : D → L has the form Q = I + K , where

(Kz)(t) =
∫ b

a
p(t)Λ

[
h(t), s

]
z(s)ds. (4.114)

If the operator Q : L → L has the bounded inverse, the principal boundary
value problem

Lx = f , x(a) = α1, x(b) = α2, x(0) = α3 (4.115)

is uniquely solvable (Theorem 1.5) and the general solution of the equation Lx =
f has the representation

x(t) =
∫ b

a
G(t, s) f (s)ds + c1x1(t) + c2x2(t) + c3x3(t), (4.116)

where G(t, s) is the Green function of this problem, x1, x2, x3 constitutes a funda-
mental system of solutions of Lx = 0, and ci are constants.

Consider an example of singularity of another kind. Define the operation θ
by

(θx)(t) =
⎧
⎨

⎩

ẍ(t) if t ∈ [1, 2],

0 if t ∈ [0, 1),
(4.117)

and consider the equation

(Lx)(t)
def= (θx)(t) + ẋ(t) + (Tx)(t) = f (t), t ∈ [0, 2], (4.118)

with a linear operator T : W2 → L.
The principal part of the operator L : W2 → L is not Fredholm even under

the assumption that T : W2 → L is a compact operator. We will define the operator
L on a wider space D, assuming that T allows an extension onto this space. We will
construct the space D as follows.
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Let us take as a model the problem

(
L0x

)
(t)

def= (θx)(t) + χ[0,1) (t)ẋ(t) = z(t), t ∈ [0, 2],

x(0) = β1, x(1) = β2, ẋ(1) = β3.
(4.119)

This problem decays into two problems that are integrable in the explicit form,

ẋ(t) = z(t), t ∈ [0, 1), x(0) = β1,

ẍ(t) = z(t), t ∈ [1, 2], x(1) = β2, ẋ(1) = β3.
(4.120)

We may take as the solution of the model problem the function

x(t) = χ[0,1) (t)
{∫ t

0
z(s)ds + β1

}

+ χ[1,2] (t)
{∫ t

0
χ[1,2] (s)(t − s)z(s)ds + β2 + β3(t − 1)

}
.

(4.121)

Denote (Λz)(t) = ∫ 2
0 Λ(t, s)z(s)ds, where

Λ(t, s) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 if 0 ≤ s ≤ t < 1,

t − s if 1 ≤ s ≤ t ≤ 2,

0 at all other points.

(4.122)

Let, further,

(Yβ)(t) = β1u1(t) + β2u2(t) + β3u3(t), β = col
{
β1,β2,β3},

u1(t) = χ[0,1) (t), u2(t) = χ[1,2] (t), u3(t) = χ[1,2] (t)(t − 1).
(4.123)

The solution of the model problem has the form x = Λz + Yβ.
Next define the space D by D = ΛL⊕YR3. This space consists of the functions

x : [0, 2] → R1 with possible discontinuity at the point t = 1. These functions
are absolutely continuous on [0, 1) and have absolutely continuous derivatives on
[1, 2]. J = {Λ,Y} : L×R3 → D is the isomorphism, J−1 = [δ, r], where

δx = L0x, rx = {x(0), x(1), ẋ(1)
}
. (4.124)

The norm may be defined by

‖x‖D =
∥
∥L0x

∥
∥

L +
∣
∣x(0)

∣
∣ +

∣
∣x(1)

∣
∣ +

∣
∣ẋ(1)

∣
∣. (4.125)

Since Lx = L0x + χ[1,2] ẋ + Tx, we have

(Qz)(t) = z(t) + χ[1,2] (t)
∫ t

0
χ[1,2] (s)z(s)ds + (TΛz)(t). (4.126)
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If the product TΛ : L → L is compact, the principal part Q : L → L is canonical
Fredholm. If ‖K‖L→L < 1, where

(Kz)(t) = (TΛz)(t) + χ[1,2] (t)
∫ t

0
χ[1,2] (s)z(s)ds, (4.127)

the principal boundary value problem

Lx = f , x(0) = α1, x(1) = α2, ẋ(1) = α3 (4.128)

is uniquely solvable and in this case (Theorem 1.6) the homogeneous equation
Lx = 0 has three-dimensional fundamental system of solutions x1, x2, x3, also
the general solution of the equation Lx = f in the space D has the representation

x(t) =
∫ 2

0
G(t, s) f (s)ds + c1x1(t) + c2x2(t) + c3x3(t), (4.129)

where G(t, s) is the Green function of the principal boundary value problem, ci =
const.

Denote Δx(t) = x(t)− x(t − 0). The constriction D0 = {x ∈ D : Δx(1) = 0}
of the space D contains continuous functions only. The homogeneous equation
L0x = 0 has two linearly independent solutions

y1(t) = 1− χ[1,2] (t)(t − 1), y2(t) = χ[1,2] (t)(t − 1) (4.130)

in the space D0. The equation L0x = z has, for any z ∈ L, solutions that belong to
D0, for instance,

v(t) = χ[0,1) (t)
∫ t

0
z(s)ds + χ[1,2] (t)

{∫ t

0
χ[1,2] (s)(t − s)z(s)ds +

∫ 1

0
z(s)ds

}
. (4.131)

Thus, the general solution of the model equation L0x = z in the space D0 may be
represented in the form

x(t) = v(t) + c1y1(t) + c2y2(t), (4.132)

where c1, c2 are constants.
Since

∣
∣∣
∣
∣
y1(0) y2(0)
y1(2) y2(2)

∣
∣∣
∣
∣ =

∣
∣∣
∣
∣

1 0
0 1

∣
∣∣
∣
∣ �= 0, (4.133)

the two-point boundary value problem

L0x = z, x(0) = 0, x(2) = 0 (4.134)



142 Singular equations

is uniquely solvable in the space D0. The Green function of this problem, W(t, s),
can be constructed by finding the constants c1, c2 in (4.132) so that x(0) = x(2) =
0. We have

x(t)
def= (Wz)(t) =

∫ 2

0
W(t, s)z(s)ds, (4.135)

where

W(t, s) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if 0 ≤ s ≤ t < 1,

2− t if 1 ≤ t ≤ 2, 0 ≤ s < 1,

−(2− t)(s− 1) if 1 ≤ s ≤ t ≤ 2,

−(2− s)(t − 1) if 1 ≤ t < s ≤ 2,

0 at all other points.

(4.136)

Notice that it is possible to construct W(t, s) on the base of the representation

x(t) = (Λz)(t) + β1u1(t) + β2u2(t) + β3u3(t) (4.137)

of the solution (4.119) by demanding the fulfillment of the conditions x(0) =
Δx(1) = x(2) = 0.

Thus, the space D0 is defined by D0 =WL⊕ Y0R
2, where

(
Y0β

)
(t) = [1− χ[1,2] (t)(t − 1)

]
β1 + χ[1,2] (t)(t − 1)β2, β = col

{
β1,β2},

(4.138)

J0={W ,Y0} : L×R2 → D0 is the isomorphism, J−1
0 =[L0, r0], r0x={x(0), x(2)}.

The two-point boundary value problem

Lx = f , x(0) = α1, x(2) = α2 (4.139)

is the principal boundary value problem for the equation Lx = f in the space D0.
This problem is uniquely solvable if and only if the operator Q = LW : L → L has
the bounded inverse.

4.4. The chemical reactor’s equation

The mathematical description of some processes in chemical reactors gives rise to
the singular boundary value problem

ẍ(t) +
k

t
ẋ(t) = f (t, x), t ∈ [0, 1], ẋ(0) = 0, x(1) = α. (4.140)
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There is an extensive literature on the subject (see, e.g., [169, 224]). Application of
the method of “L1, L2—quasilinearization” (see [32]) to this problem demands
the tests of solvability of the linear problem

(Lx)(t)
def= ẍ(t) +

k

t
ẋ(t) + p(t)x(t) = f (t), t ∈ [0, 1],

ẋ(0) = 0, x(1) = α
(4.141)

and of antitonicy of the Green operator of the problem. We will follow below the
scheme suggested by Alves [5].

The value of the operator L on a function whose derivative differs from zero
at the point t = 0 (e.g., x(t) = t) does not belong to the space of summable
functions. Thus it is natural to consider the equation Lx = f in a space where
there are no such functions. Let us consider the equation Lx = f in the space D
of functions x : [0, 1] → R1 defined by

x(t) =
∫ t

0
(t − s)z(s)ds + β, {z,β} ∈ Lp ×R

1, (4.142)

where Lp is the Banach space of functions z : [0, 1] → R1 under the norm

‖z‖Lp =
{∫ 1

0

∣∣z(s)
∣∣pds

}1/p

. (4.143)

We will demand below the inequalities p > 1 and k > −(p − 1)/p.
The space D is a finite-dimensional restriction of the space W2

p of the func-
tions with absolutely continuous derivative and the second derivative from Lp.
Namely

D = {x ∈ W2
p : ẋ(0) = 0

}
. (4.144)

Such a space is isomorphic to the product Lp × R1, the isomorphism may be de-
fined, for instance, by

J = {Λ,Y}, (Λz)(t) =
∫ t

0
(t − s)z(s)ds, Yβ = β,

J−1 = [δ, r], δx = ẍ, rx = x(0).
(4.145)

The equation

(Mx)(t)
def= ẍ(t) +

k

t
ẋ(t) = f (t), t ∈ [0, 1], (4.146)

is integrable in the explicit form and may be taken as a model one. The principal
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part QM =MΛ of the operator M : D → Lp has the form

QMz = z + Kz, (4.147)

where

(Kz)(t) = k

t

∫ t

0
z(s)ds. (4.148)

This is the so-called Cezaro operator. As one can make sure by immediate integra-
tion of the integral equation z + Kz = f , the inverse Q−1

M = (I + K)−1 : Lp → Lp

has the representation

(
Q−1
M f

)
(t) = f (t)− kt−(1+k)

∫ t

0
sk f (s)ds (4.149)

and is bounded if k > −(p − 1)/p.
It should be noticed that K : Lp → Lp is not compact and the successive ap-

proximations in the case k ≥ 1 do not converge. One can see the fact by beginning
the successive approximations from the element z0 = 1. This phenomenon un-
expected from the view-point of the accustomed properties of Volterra integral
equations is connected with characteristics of the Cezaro operator K : Lp → Lp

whose spectrum was studied in [162].
So, the principal part QM : Lp → Lp of M : D → Lp as well the inverse Q−1

M are
bounded Volterra. By Theorem 1.16, the Cauchy problem Mx = f , x(0) = 0 (the
principal boundary value problem), is uniquely solvable . By virtue of Theorem
1.17 the fundamental system of Mx = 0 is one-dimensional and consists of x(t) ≡
1. Thus the general solution of the equation Mx = f has the form

x(t) = (ΛQ−1
M f

)
(t) + α = (CM f

)
(t) + α, (4.150)

where

(
CM f

)
(t) =

∫ t

0
CM(t, s) f (s)ds (4.151)

and the Cauchy function CM(t, s) is defined by

CM(t, s) = t − s− ksk
∫ t

0
(t − τ)τ−(1+k)dτ, 0 ≤ s ≤ t ≤ 1. (4.152)

Thus,

CM(t, s) = s ln
t

s
, CM(0, 0) = 0 (4.153)
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in the case k = 1 and

CM(t, s) = s

k − 1

[

1−
(
s

t

)k−1
]

, CM(0, 0) = 0 (4.154)

in the case k �= 1.
It should be noticed that the operator CM : Lp → C defined by (4.151) is

compact being the product of the compact Λ : Lp → C and the bounded Q−1
M :

Lp → Lp.
The boundary value problem Mx = f , lx = α for any functional l on the

space D, such that l(1) �= 0, is uniquely solvable and its Green function GM(t, s)
may be constructed in the explicit form on the base of the equality that follows
from Theorem 1.20:

GM(t, s) = CM(t, s)− 1
l(1)

l
[
CM(·, s)], (4.155)

where CM(t, s) = 0 if a ≤ t < s ≤ b. Thus the Green function of the problem

ẍ +
k

t
ẋ = f , x(1) = 0 (4.156)

is defined by

GM(t, s) =
⎧
⎨

⎩
s ln t if 0 ≤ s ≤ t ≤ 1,

s ln s if 0 ≤ t < s ≤ 1,
(4.157)

in the case k = 1, and by

GM(t, s) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

sk
(
t1−k − 1

)

1− k if 0 ≤ s ≤ t ≤ 1,

sk
(
s1−k − 1

)

1− k if 0 ≤ t < s ≤ 1,

(4.158)

in the case k �= 1.
Next consider the problem

(Lx)(t)
def= ẍ(t) +

k

t
ẋ(t) + p(t)x(t) = f (t), x(1) = α (4.159)

with p ∈ Lp.

Theorem 4.20. The following assertions are equivalent.
(a) The problem (4.159) is uniquely solvable in the space D and its Green op-

erator is antitonic.
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(b) There exists v ∈ D such that

v(t) ≥ 0, (Lv)(t) ≤ 0, t ∈ [0, 1], (4.160)

and besides

v(1)−
∫ 1

0
(Lv)(s)ds > 0. (4.161)

(c) There exists the positive solution of the homogeneous equation Lx = 0.

Beforehand, let us prove two auxiliary lemmas using the following designa-
tions: p = p+ − p−, p+(t), p−(t) ≥ 0, L0x = ẍ + (k/t)ẋ − p−x.

Lemma 4.21. The Cauchy problem

L0x = f , x(0) = α (4.162)

is uniquely solvable in the space D, the Cauchy operator C0 of the equation L0x =
f is isotonic, and there exists the positive solution u0 of the homogeneous equation
L0x = 0.

Proof. The problem (4.162) is equivalent to the equation

x = Hx + g, (4.163)

where

(Hx)(t) =
∫ t

0
CM(t, s)p−(s)x(s)ds, g(t) =

∫ t

0
CM(t, s) f (s)ds + α. (4.164)

The operatorH : C → C is Volterra, compact, and isotonic. Therefore the problem
(4.162) is uniquely solvable and the Cauchy operator of the problem

C0 =
(
I +H +H2 + · · · )CM (4.165)

is also isotonic. The function u0 as the solution of the equation x = Hx+ 1 has the
representation

u0 = 1 +H(1) +H2(1) + · · · (4.166)

and, consequently, u0(t) ≥ 1, t ∈ [0, 1]. �

Lemma 4.22. The boundary value problem

L0x = f , x(1) = 0 (4.167)

is uniquely solvable in the space D and its Green operator W is antitonic.
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Proof. The homogeneous problem L0x = 0, x(1) = 0 is equivalent to the equa-
tion x = Bx with antitonic

(Bx)(t) =
∫ 1

0
GM(t, s)p−(s)x(s)ds. (4.168)

If we assume that the problem is not uniquely solvable, then it follows that there
exists the nontrivial solution y of the problem. In virtue of antitonicity of B, the
nontrivial solution varies the sign on [0, 1]. Thus y has at least two zeros t = 1 and
t = τ. The case that τ = 0 is impossible since in this case, we have y(t) ≡ 0 by
Lemma 4.21.

Consider now the regular equation

ẍ(t) +
k

t
ẋ(t)− p−(t)x(t) = 0, t ∈ [τ, 1]. (4.169)

The fundamental system of this equation is nonoscillatory on [τ, 1]. It follows
from Theorem D.1 if we put v(t) ≡ 1. Thus, y(τ) �= 0. The contradiction proves
the unique solvability of the problem (4.167).

Assume that the Green operator W of the problem (4.167) is not antitonic
and f (t) ≥ 0 is a function such that the solution x =W f takes positive values on
a set of points from [0, 1]. If x(0) = γ ≥ 0, the function x, as the solution of the
Cauchy problem

L0x = f , x(0) = γ, (4.170)

does not satisfy the condition x(1) = 0 of the boundary value problem. Really, if
f (t) ≥ 0,

x(1) =
∫ 1

0
C0(1, s) f (s)ds + γ > 0 (4.171)

since C0(1, s) ≥ CM(1, s) > 0, s ∈ (0, 1), by virtue of (4.165). If x(0) < 0, the
solution x =W f has a pair of zeros τ1, τ2 ∈ (0, 1] such that x(t) > 0, t ∈ (τ1, τ2).
On the segment [τ1, τ2] the function x = W f satisfies the two-point boundary
value problem

(Vx)(t)
def= ẍ(t) +

k

t
ẋ(t)−p−(t)x(t) = f (t), t ∈ [τ1, τ2

]
,

x
(
τ1
) = x

(
τ2
) = 0.

(4.172)

Since (V[1])(t) = −p−(t) ≤ 0, the solution x of this problem does not take posi-
tive values by virtue of Theorem D.1. The contradiction completes the proof. �

Now the proof of Theorem 4.20 follows at once from Theorem D.2. Indeed,
Lemmas 4.21 and 4.22 guarantee the fulfillment of the assumptions of this theo-
rem as applied to the problem

(Lx)(t) ≡ (L0x
)
(t) + p+(t)x(t) = f (t), x(1) = 0. (4.173)





5
Minimization of square functionals

5.1. Introduction

The problem of minimization of functionals is unsolvable in the frame of the clas-
sical calculus of variations if the given functional has no minimum on the tradi-
tional sets of functions. The question about the suitable choice of the set on which
the functional must be defined was posed by Hilbert and, as it was emphasized by
the authors of the book of Alekseev et al. [3], therewith each class of functionals
must be studied in its own proper space.

The classical calculus of variations usually deals with the functionals of the
form

∫ b

a
(Φx)(s)ds (5.1)

with a local operator Φ : Wn → L. The results of Chapter 1 enables us to study the
functional with more general operator Φ : Wn → L and replace the space Wn by a
more suitable “own” space D � B×Rn.

The scheme proposed below permits approaching a new fashion to the prob-
lem of minimization, it extends the capabilities of the calculus of variations and
leads to sufficient tests of the existence of the minimum for some classes of func-
tionals in the terms of the problem.

The scheme has been developed on the base of the theory of abstract func-
tional differential equations in the works of the Perm Seminar.

5.2. The criterion for the existence of the minimum of
the square functional

Let D be a Banach space of functions x : [a, b] → R1, which is isomorphic to the
direct product L2 ×Rn, let L2 be the Banach space of square summable functions

z : [a, b] → R1, ‖z‖L2 = {
∫ b
a z

2(s)ds}1/2.
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Consider the problem on the existence of an element x ∈ D at which the
square functional

I(x) = 1
2

∫ b

a

{ m∑

i=1

(
T1ix

)
(s)
(
T2ix

)
(s) +

(
T0x

)
(s) + ω(s)

}

ds (5.2)

with additional conditions

lix = αi, i = 1, . . . ,n, (5.3)

reaches the minimum.
Here Tji : D → L2, j = 1, 2, i = 1, . . . ,m, and T0 : D → L2 are linear bounded

operators, l1, . . . , ln is a system of linear bounded, linearly independent functionals
on D, and ω is a summable function.

We will rewrite such a problem in the form

I(x) �→ min,

lx = α,
(5.4)

where l = [l1, . . . , ln], α = {α1, . . . ,αn}.

5.2.1. The reduction of the problem in the space D � L2 ×Rn

to a problem in the space L2

Suppose that the isomorphism J = {Λ,Y} : L2 ×Rn → D is constructed accord-
ing to a given system of functionals l1, . . . , ln on the base of a uniquely solvable
boundary value problem

δx = z, lix = βi, i = 1, . . . ,n, (5.5)

with linear δ : D → L2. Such an operator exists by virtue of Theorem 1.22. Thus, Λ
is the Green operator of the problem (5.5), Y = {y1, . . . , yn}, y1, . . . , yn constitute
the fundamental system of the homogeneous equation δx = 0.

The problem under consideration may be reduced, by means of the substitu-
tion

x = Λz + Yα, (5.6)

to the problem of the minimization of the functional

I1(z)
def= I(Λz + Yα) (5.7)
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over the Hilbert space L2 without additional conditions. Denoting Yα = u, Qji =
TjiΛ, Q0 = T0Λ, we have

I(x) = I(Λz + u)
def= I1(z)

= 1
2

∫ b

a

m∑

i=1

(
Q1iz

)
(s)
(
Q2iz

)
(s)ds

+
1
2

∫ b

a

m∑

i=1

{(
Q1iz

)
(s)
(
T2iu

)
(s) +

(
Q2iz

)
(s)
(
T1iu

)
(s)
}
ds

+
1
2

∫ b

a

m∑

i=1

(
T1iu

)
(s)
(
T2iu

)
(s)ds

+
1
2

∫ b

a

{(
Q0z

)
(s) +

(
T0u

)
(s)
}
ds +

1
2

∫ b

a
ω(s)ds.

(5.8)

Using the equality

∫ b

a
(Az)(s)(Bz)(s)ds =

∫ b

a

(
A∗Bz

)
(s)z(s)ds (5.9)

and denoting

〈ϕ,ψ〉 =
∫ b

a
ϕ(s)ψ(s)ds, (5.10)

we may write

I1(z) = 1
2
〈Hz, z〉 − 〈θ, z〉 + g, (5.11)

where

H = 1
2

m∑

i=1

(
Q∗1iQ2i +Q∗2iQ1i

)
,

θ = −1
2

m∑

i=1

(
Q∗1iT2i +Q∗2iT1i

)
u− 1

2
Q∗0 (1),

g = 1
2

∫ b

a

{ m∑

i=1

(
T1iu

)
(s)
(
T2iu

)
(s) +

(
T0u

)
(s) + ω(s)

}

ds.

(5.12)

Thus H : L2 → L2 is a selfadjoint operator, θ ∈ L2, g = const.
Denote

Dα =
{
x ∈ D : lix = αi, i = 1, . . . ,n

}
. (5.13)
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To state and prove the central assertion on the minimum of the functional (5.2),
we will use the following definitions.

A point x0 ∈ Dα (z0 ∈ L2) is called the point of local minimum of functional
I (I1) if there exists an ε > 0 such that I(x) ≥ I(x0) (I1(z) ≥ I1(z0)) for all
x ∈ Dα (z ∈ L2) that satisfy ‖x − x0‖D < ε (‖z − z0‖L2 < ε). If I(x) ≥ I(x0)
(I1(z) ≥ I1(z0)) holds for all x ∈ Dα (z ∈ L2), x0 (z0) is called the point of
global minimum. The value I(x0) (I1(z0)) is called local (global) minimum of the
functional.

Following the adopted terminology, we will call the operator H : L2 → L2

positive definite one if 〈Hz, z〉 ≥ 0 for all z ∈ L2. The positive definite operator H
is called strictly positive definite if 〈Hz, z〉 = 0 only for z = 0.

Denote

L = 1
2

m∑

i=1

(
Q∗1iT2i +Q∗2iT1i

)
, θ0 = −1

2
Q∗0
(

1
)
. (5.14)

Theorem 5.1. Any local minimum of the functional (5.2) is the global one.
A point x0 ∈ Dα is the point of minimum of the functional (5.2) if and only if

(a) x0 is a solution of the boundary value problem

Lx = θ0, lix = αi, i = 1, . . . ,n, (5.15)

(b) the operator H : L2 → L2 defined by (5.12) is positive definite.

Remark 5.2. The equation Lx = θ0 is naturally called “Euler equation” and the
boundary conditions lix = αi correspond to “natural boundary conditions” in the
classical calculus of variations.

5.2.2. Proof of Theorem 5.1

As a preliminary we will proof the following auxiliary statements.

Lemma 5.3. Any local minimum of the functional I1 on the space L2 is the global
one.

An element z0 ∈ L2 is the point of minimum of I1 if and only if the operator
H : L2 → L2 defined by (5.12) is positive definite and z0 is a solution to the equation
Hz = θ.

Proof. Let z0 be a point of a local minimum. It means that there exists an ε > 0
such that I1(z)− I1(z0) ≥ 0 for ‖z − z0‖L2 < ε. Let us fix ξ ∈ L2 and let γ0 > 0 be
a number such that ‖γ0ξ‖L2 < ε. It follows from (5.11) that

I1
(
z0 + γξ

)− I1
(
z0
) = γ2

2
〈Hξ, ξ〉 + γ

〈
Hz0 − θ, ξ

〉
. (5.16)

Due to the condition, the quadratic binomial (γ2/2)〈Hξ, ξ〉 + γ〈Hz0 − θ, ξ〉 has
no negative value if γ ∈ (−γ0, γ0). It means that this binomial has no negative
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value for any γ. Consequently, z0 is a point of global minimum. Besides, due to the
arbitrary choice of ξ, we obtain from the equality 〈Hz0−θ, ξ〉 = 0 thatHz0−θ = 0.
Then 〈Hξ, ξ〉 ≥ 0 for each ξ ∈ L2.

The converse assertion follows from (5.16). �

Lemma 5.4. If x0 is the point of a local minimum of the functional (5.2) on the set
Dα and x0 = Λz0 + u, then the point of minimum of the functional I1 is z0.

Proof. Let ε > 0 be such that I(x) − I(x0) ≥ 0, as soon as ‖x − x0‖D < ε. Any
x ∈ Dα has the representation x = Λz + u. Since ‖x − x0‖D ≤ ‖Λ‖‖z − z0‖L2 , we
have

I1(z)− I1
(
z0
) = I(x)− I

(
x0
) ≥ 0 for

∥
∥z − z0

∥
∥

L2
≤ ε

‖Λ‖ . (5.17)

Hence z0 is a point of minimum of the functional I1. �
From the equality I(x) − I(x0) = I1(z) − I1(z0) for x0 = Λz0 + u and for

x = Λz + u, it follows at once that x0 is the point of the global minimum of the
functional I if and only if z0 is the point of global minimum of the functional I1.
From this and previous lemmas we obtain the following.

Lemma 5.5. Any local minimum of the functional I is the global one.
The functional I has a point of minimum x0 on the set Dα = {x ∈ D : lix =

αi, i = 1, . . . ,N} if and only if the operator H : L2 → L2 defined by (5.12) is positive
definite and Hz = θ has a solution z0 ∈ L2. In this case, x0 = Λz0 + u.

Corollary 5.6. Let the operator H defined by (5.12) be of the form H = I − K . The
functional (5.2) with restrictions (5.3) has the unique minimum in D andH is strictly
positive definite if ‖K‖ < 1.

Proof. The inequality ‖K‖ < 1 implies that the equation Hz = θ has the unique
solution z0. Besides, this inequality guarantees that H is positive definite since

〈Hz, z〉 = 〈z, z〉 − 〈Kz, z〉 ≥ ‖z‖2
L2
− ‖K‖‖z‖2

L2
≥ 0. (5.18)

By Lemma 5.5, x0 = Λz0 +u is the point of the unique minimum of the functional
on the set Dα. �
Proof of Theorem 5.1. Let x0 ∈ Dα be the solution of the problem (5.15). There
exists z0 ∈ L2 such that x0 = Λz0 + u. Moreover

Hz0 = LΛz0 = L
(
x0 − u

) = θ0 + θ − θ0 = θ. (5.19)

Consequently, z0 is the solution to the equation Hz = θ. By virtue of Lemma 5.5,
x0 is the point of minimum.
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Conversely, if x0 is the point of minimum of the functional I and x0 = Λz +
u, z0 is the point of minimum of the functional I1. By virtue of Lemma 5.3 the
operator H is positive definite and Hz0 − θ = 0.

Let us show that x0 is the solution of the problem (5.15). Indeed, lx0 = α,

Lx0 = L
(
Λz0 + u

) = Hz0 − θ + θ0 = θ0. (5.20)
�

Remark 5.7. In some instances the equation Hz = θ is more convenient for the
study than the boundary value problem (5.15). In such cases there is a good reason
to use Lemma 5.5 instead of Theorem 5.1.

5.2.3. A simple example

Consider the functional

I(x) = 1
2

∫ 1

0

{
ẋ2(s)− q(s)ẋ(s)− p(s)x(s)

}
ds (5.21)

with conditions x(0) = α1, x(1) = α2.
If q is absolutely continuous, the classical methods from elementary textbooks

is applicable. The classical Euler equation in this case has the form

ẍ(t) = 1
2

[
q̇(t)− p(t)

]
(5.22)

and, therefore, the point of minimum is defined by

x0(t) = 1
2

∫ 1

0
W(t, s)

[
q̇(s)− p(s)

]
ds + α1(1− t) + α2t, (5.23)

where

W(t, s) =
⎧
⎨

⎩

−s(1− t) if 0 ≤ s ≤ t ≤ 1,

−t(1− s) if 0 ≤ t < s ≤ 1,
(5.24)

is the Green function of the problem ẍ = z, x(0) = 0, x(1) = 0. Thus

x0(t) = 1
2

[∫ t

0
q(s)ds− t

∫ 1

0
q(s)ds− (t − 1)

∫ t

0
sp(s)ds− t

∫ 1

t
(s− 1)p(s)ds

]

+ α1(1− t) + α2t.
(5.25)

Note that I(x0) = −p2/96 if α1 = α2 = 0, p = const, q = const.
Next consider the same problem using the scheme above. Let D � L2 × R2

and let J = {Λ,Y} : L2 ×Rn → D be the isomorphism.
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Since T11x = T21x
def= Tx = ẋ, T0x = −qẋ − px, we have Q11 = Q12 = TΛ

def=
Q, H = Q∗Q. In any case of D (for every Λ) the operator H : L2 → L2 is positive
definite since

〈Hz, z〉 = 〈Q∗Qz, z〉 = 〈Qz,Qz〉. (5.26)

Let D = W2
2 be the space of the functions x : [a, b] → R with absolutely

continuous derivative ẋ and ẍ ∈ L2. Define the isomorphism J = {Λ,Y} : L2 ×
R2 → W2

2 by

(Λz)(t) =
∫ 1

0
W(t, s)z(s)ds, (Yβ)(t) = β1(1− t) + β2t, β = col

{
β1,β2}

(5.27)

with W(t, s) defined by (5.24). Thus

(Λz)(t) = (t − 1)
∫ t

0
sz(s)ds− t

∫ 1

t
(1− s)z(s)ds. (5.28)

After direct calculations, we have

(Qz)(t) = −
∫ 1

t
z(s)ds +

∫ 1

0
sz(s)ds,

(
Q∗z

)
(t) = −

∫ t

0
z(s)ds + t

∫ 1

0
z(s)ds,

(
Q0z

)
(t) = q(t)

∫ 1

t
z(s)ds− q(t)

∫ 1

0
sz(s)ds + (1− t)p(t)

∫ t

0
sz(s)ds

+ tp(t)
∫ 1

t
(1− s)z(s)ds,

(
Q∗0 z

)
(t) =

∫ t

0
q(s)z(s)ds− t

∫ 1

0
q(s)z(s)ds + t

∫ 1

t
(1− s)p(s)z(s)ds

+ (1− t)
∫ t

0
sp(s)z(s)ds,

θ0(t) = 1
2

{
−
∫ t

0
q(s)ds + t

∫ 1

0
q(s)ds + t

∫ 1

t
(s− 1)p(s)ds + (t − 1)

∫ t

0
sp(s)ds

}
.

(5.29)

Next L = Q∗T and the equation Lx = θ0 takes the form

−x(t) + x(0) + tx(1)− tx(0) = θ0. (5.30)

By Theorem 5.1, the unique point of minimum is again the function (5.25).
Let us notice that after double differentiation, the equation Lx = θ0 takes the

form of the classical Euler equation (5.22).
By immediate differentiation we see that x0 ∈ W2

2 if and only if p, q̇ ∈ L2.
Therefore, the functional (5.21) has no minimum in W2

2 without this condition.
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If we restrict ourselves to the requirement p, q ∈ L2, it is natural to look for
the minimum in a space being wider than W2

2.
Consider the problem in the space D � L2 × R2 of the functions x : [0, 1] →

R1 which are absolutely continuous on [0, c) and [c, 1] and such that ẋ ∈ L2.
The isomorphism between D and L2 × R2 may be constructed on the base of the
impulse boundary value problem

ẋ(t) = z(t), x(0) = β1, x(1) = β2 (5.31)

in the space D. The solution of this problem has the form

x(t) = (Λz)(t) + (Yβ)(t)

def=
∫ t

0
z(s)ds− χ[c,1](t)

∫ 1

0
z(s)ds + β1χ[0,c)(t) + β2χ[c,1](t).

(5.32)

Then Qz = Q∗z = z, Hz = z,

(
Q∗0 z

)
(t) = 1

2

{
− q(t)z(t) +

∫ t

c
p(s)z(s)ds

}
. (5.33)

Let α1 = α2 = 0. Then

θ(t) = 1
2

{
q(t)−

∫ t

c
p(s)ds

}
. (5.34)

The solution to Hz = θ has the form z0 = θ and the functional I has its minimum
at the point

x0(t) = (Λθ)(t)

= 1
2

{∫ t

0
q(s)ds +

∫ t

0
sp(s)ds− t

∫ t

c
p(s)ds

− χ[c,1](t)

[∫ 1

0
q(s)ds +

∫ 1

0
sp(s)ds−

∫ 1

c
p(s)ds

]}

.

(5.35)

If p and q are constants, then

I
(
x0
) = −1

8

[
q2 + pq(2c − 1) + p2

(
c2 − c +

1
3

)]
. (5.36)

Thus the minimum depends on the position of c, the point of discontinuity. If
q = 0, I(x0) = −(1/8)p2(c2 − c + 1/3), I(x0) = −p2/96 for c = 1/2. If c → 0 or
c → 1, then I(x0) → −p2/24.
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5.3. The tests of the existence of the minimum of the functional

5.3.1. Some properties of the selfadjoint operators in L2

It is known that the selfadjoint H : L2 → L2 is positive definite if and only if the
spectrum of H , σ(H), does not contain negative numbers: σ(H) ⊂ [0, +∞). If the
operator H is strictly positive definite and moreover is Fredholm, then σ(H) ⊂
(0, +∞). Indeed, in this event the equation Hz = 0 has only the trivial solution
and, consequently, there exists the bounded inverse H−1. Thus the number 0 is a
regular value to H .

For the selfadjoint H arising in studying the functional (5.2), the situation
H = H0−H1 is typical whereH0 andH1 are bounded, selfadjoint, positive definite,
there exists the bounded inverse H−1

0 and H1 is compact. It should be noticed that
in this case H is Fredholm as the sum of an invertible operator and a compact one.
Let us dwell on such a situation.

It is known that there exists the only square root
√
H0 (such that (

√
H0)2 = H0)

for the positive definiteH0 and, besides,
√
H0 permutes withH0 and with any other

operator that is permutable with H0 (see [108]).

Lemma 5.8. Let H0 be positive definite and there exists the bounded inverse H−1
0 .

Then there exists the bounded inverse (
√
H0)−1 and, besides, (

√
H0)−1 =

√
H−1

0 .

Proof. H−1
0 is positive definite. Consequently, there exists

√
H−1

0 and it permutes

with H−1
0 . Since H−1

0 permutes with H0 and
√
H0, the operators

√
H−1

0 and
√
H0

permute with each other. The product of positive definite operators is positive
definite. Hence it follows, by the uniqueness of the square root, that

√
H0

√
H−1

0 =
√
H−1

0

√
H0 =

√(√
H−1

0

√
H0

)2 =
√
H0H

−1
0 = I. (5.37)

�
By Lemma 5.8, for any z ∈ L2, there exists a unique y ∈ L2 such that z =√

H−1
0 y. Therefore,

〈Hz, z〉 = 〈H0z, z
〉− 〈H1z, z

〉

=
〈
H0

√
H−1

0 y,
√
H−1

0 y
〉
−
〈
H1

√
H−1

0 y,
√
H−1

0 y
〉

=
〈√

H0y,
√
H−1

0 y
〉
−
〈√

H−1
0 H1

√
H−1

0 y, y
〉

= 〈(I − K)y, y
〉
.

(5.38)

The operator K =
√
H−1

0 H1

√
H−1

0 is selfadjoint and compact. Besides this operator
is positive definite. Indeed, since H1 is positive definite,

〈Kz, z〉 =
〈
H1

√
H−1

0 z,
√
H−1

0 z
〉
≥ 0. (5.39)
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Lemma 5.9. The following assertions are equivalent.
(a) The operator H : L2 → L2 is strictly positive definite (〈Hz, z〉 > 0 for each

z ∈ L2, z �= 0).
(b) σ(H) ⊂ (0, +∞).
(c) ρ(K) < 1.
(d) ρ(H1H

−1
0 ) < 1.

(e) ρ(H−1
0 H1) < 1.

Proof. The implication (a)⇒(b) was proved above since H is Fredholm.
The implication (b)⇒(a) follows from the fact that m = inf‖z‖L2=1 〈Hz, z〉 is

the point of the spectrum of H . Therefore m > 0 and

〈Hz, z〉 = ‖z‖2
L2

〈

H

[
z

‖z‖L2

]

,
z

‖z‖L2

〉

≥ ‖z‖2
L2
m > 0 (5.40)

for z �= 0.
The implication (a)⇒(c). By virtue of (a) and the representation

I − K =
√
H−1

0 H
√
H−1

0 , (5.41)

the operator I −K is strictly positive. Since this operator is Fredholm, σ(I −K) ⊂
(0, +∞). This with the fact that K is positive definite implies σ(K) ⊂ [0, 1). There-
fore ρ(K) < 1.

The implication (c)⇒(a). From (c) it follows, like in the proof of (b)⇒(a), that
I − K is strictly positive definite. From the equality

〈Hz, z〉 =
〈

(I − K)
√
H−1

0 z,
√
H−1

0 z
〉

, (5.42)

it follows that H is strictly positive definite.
The implication (c)⇒(d)⇒(e)⇒(c). The operators K , H1H

−1
0 , and H−1

0 H1 are
compact. Between the sets of solutions v, y, and z of the equations

λv = Kv, λy = H1H
−1
0 y, λz = H−1

0 H1z, (5.43)

there exist for each λ the one-to-one mappings defined by

v =
√
H−1

0 y, y =
√
H0v;

z =
√
H−1

0 v, v =
√
H0z;

y = H0z, z = H−1
0 y.

(5.44)

Therefore

ρ(K) = ρ
(
H1H

−1
0

) = ρ
(
H−1

0 H1
)
. (5.45)

�
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5.3.2. De la Vallee-Poussin-like theorem

Theorem D.1 which is called as de la Vallee-Poussin like one, was of certain impor-
tance in Chapters 2 and 4. This theorem on equivalence of a set of assertions, con-
nected with linear equations, contains an assertion on the existence of the unique
minimum of a functional. The generalization of the mentioned results may be for-
mulated on the base of Theorem D.2.

Let D � L2×Rn be a space of functions x : [a, b] → R1, which is continuously
embedded into the space C of continuous functions. The operator Λ : L2 → D that
defines the isomorphism J = {Λ,Y} : L2 × Rn → D is supposed to be isotonic
(antitonic). Consider the functional

F = I− F1 (5.46)

in the space D. Here I is defined by (5.2),

F1(x) =
∫ b

a

μ∑

i=1

(
Tix
)2

(s)ds, (5.47)

Ti : C → L2, i = 1, . . . ,μ, are linear bounded operators such that the products
TiΛ : L2 → L2 are compact.

Denote

L = L0 − T , (5.48)

where

L0 = 1
2

m∑

i=1

{(
T1iΛ

)∗
T2i +

(
T2iΛ

)∗
T1i

}
, T =

μ∑

i=1

(
TiΛ

)∗
Ti. (5.49)

Thus, the operators L0 : D → L2 and L : D → L2 define the Euler equations for
the functionals I and F. In the case that, among the functionals l1, . . . , ln, there are

functionals such that lix
def= x(νi), νi ∈ [a, b], we denote by {ν} the set of the points

νi. Otherwise the symbol {ν} denotes the empty set.
We will assume that the functional I with restrictions (5.3) has the minimum,

the operator T : C → L2 is isotonic (antitonic), the boundary value problem

L0x = f , lix = 0, i = 1, . . . ,n, (5.50)

is uniquely solvable, and the Green operator W of the problem is isotonic (anti-
tonic). We will assume also that the homogeneous equation L0x = 0 has a positive
solution u0 (u0(t) > 0, t ∈ [a, b] \ {ν}).

Define A : C → C by A =WT . The operator A is isotonic and compact by the
assumptions above.
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Theorem 5.10. The following assertions are equivalent.
(a) The functional F with the conditions (5.3) has a unique minimum in D.
(b) There exists v ∈ D such that

v(t) > 0, r(t)
def= (Wϕ)(t) + g(t) > 0, t ∈ [a, b] \ {ν}, (5.51)

where ϕ = Lv, g is the solution of the semihomogeneous problem

L0x = 0, lix = liv, i = 1, . . . ,n. (5.52)

(c) ρ(A) < 1.
(d) The boundary value problem

Lx = f , lix = 0, i = 1, . . . ,n, (5.53)

is uniquely solvable and the Green operator of the problem is isotonic (an-
titonic).

(e) The homogeneous equation Lx = 0 has a positive solution u (u(t) > 0, t ∈
[a, b] \ {ν}) such that liu = liu0, i = 1, . . . ,n.

By Theorem D.2, we need only to prove the implications (a)⇒(c) and (c)⇒(a).
As shown previously we will notice the following.

There exists the bounded inverse H−1
0 to H0

def= L0Λ by virtue of the unique
solvability of the problem (5.50). It follows from the fact that there exists the one-
to-one mapping x = Λz, z = δx between the solutions x ∈ D of the problem and
the solutions z ∈ L2 of the equation H0z = f . Besides the operator H0 is positive
definite by virtue of Theorem 5.1 and the existence of a minimum of I.

The operator H1
def= TΛ is compact. Consequently, H = H0−H1 is Fredholm.

The homogeneous Euler problem

Lx = 0, lix = 0, i = 1, . . . ,n, (5.54)

is equivalent to

x = Ax (5.55)

in the space of continuous functions, because any continuous solution of the latter
equation belongs to the space D. Between the set of solutions x of the equation
x = Ax (of the homogeneous Euler problem) and the set of the solutions z of the
equation

LΛz ≡ (H0 −H1
)
z = 0, (5.56)

which can be rewritten in the form

z = H−1
0 H1z, (5.57)
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there exists the one-to-one mapping x = Λz, z = δx. The same mapping holds for
the solutions of the equations

λx = Ax, λz = H−1
0 H1z (5.58)

for each λ. Therefore ρ(A) = ρ(H−1
0 H1) since A : C → C and H−1

0 H1 : L2 → L2 are
both compact.

Let us prove now the implication (a)⇒(c). From (a) and Theorem 5.1 it fol-
lows that H is positive definite and the uniqueness of the trivial solution of the
equation Hz = 0 takes place. Therefore the number 0 is not a point of the spec-
trum of H . Consequently, σ(H) ⊂ (0, +∞). From this by virtue of Lemma 5.12
(the implication (b)⇒(e)), we have (c).

Implication (c)⇒(a). Since ρ(H−1
0 H1) = ρ(A), the operator H is strictly posi-

tive definite by virtue of Lemma 5.9. Besides H is Fredholm. Therefore there exists
the bounded inverse H−1. Thus we have (a).

5.3.3. Examples

Example 5.11. The paper [231] was devoted to the problem

1
2

∫ ω

0

{
x2(ω)
ω

+ ẋ2(s)− p(s)x2(s)
}
ds �→ min,

x(0)− x(ω) = α.
(5.59)

The results of the paper were obtained by means of the methods of classical calcu-
lus of variations, which met some difficulties due to the term x2(ω)/ω. To illustrate
the new approach to the minimization of functionals, we will consider the func-
tional of a more general form

1
2

∫ ω

0

{
x2(ω)
ω

+ ẋ2(s)− p(s)x
[
h(s)

]
x
[
g(s)

]
+ μ(s)ẋ(s) + ν(s)x(s)

}
ds,

x(ξ) = ϕ(ξ) if ξ �∈ [0,ω],
(5.60)

with periodic condition x(0) − x(ω) = α. Assume that p,μ, ν ∈ L2, the functions
h and g are measurable, and the initial function ϕ : (−∞, +∞) \ [0,ω] → R1 is
piecewise continuous.

Using the notations Sh and ϕh introduced in Subsection 2.2.1, rewrite the
functional (5.60) in the form

1
2

∫ ω

0

{
x2(ω)
ω

+ ẋ2(s)− p(s)
(
Shx
)
(s)
(
Sgx
)
(s)
}
ds

− 1
2

∫ ω

0
p(s)

{
ϕg(s)

(
Shx
)
(s)s+ϕh(s)

(
Sgx
)
(s)+ϕh(s)ϕg(s)+μ(s)ẋ(s)+ν(s)x(s)

}
ds.

(5.61)
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It is natural to look for the point of minimum of such a functional in the space W1
2

of absolutely continuous functions x : [0,ω] → R1 with ẋ ∈ L2. We will construct
the isomorphism J = {Λ,Y} : L2 ×R1 → W1

2 on the base of the general solution
x = Λz + Yβ of the model boundary value problem

(δx)(t)
def= ẋ(t) +

x(ω)
ω

= z(t), rx
def= x(0)− x(ω) = β. (5.62)

One can see directly

(Yβ)(t) =
(

2− t

ω

)
β, (Λz)(t) =

∫ ω

0
Λ(t, s)z(s)ds, (5.63)

where

Λ(t, s) =

⎧
⎪⎪⎨

⎪⎪⎩

2− t

ω
if 0 ≤ s ≤ t ≤ ω,

1− t

ω
if 0 ≤ t < s ≤ ω.

(5.64)

Assume that Λ(t, s) = 0 outside the square [0,ω]× [0,ω].

First let us dwell on the problem about the minimum of the truncated func-
tional

1
2

∫ ω

0

{
ẋ2(s)− p(s)

(
Shx
)
(s)
(
Sgx
)
(s) +

x2(ω)
ω

}
ds �→ min,

x(0)− x(ω) = α.
(5.65)

We have

(
T11x

)
(t) = (T21x

)
(t) = ẋ(t),

(
T12x

)
(t) = −p(t)

(
Shx
)
(t),

(
T22x

)
(t) = (Sgx

)
(t), T13x = T23x = 1√

ω
x(ω),

Q11z = Q∗11z = Q21z = Q∗21z = z − 1
ω

∫ ω

0
z(s)ds,

(
Q12z

)
(t) = −p(t)

(
ShΛz

)
(t) = −p(t)

∫ ω

0
Λ
[
h(t), s

]
z(s)ds,

(
Q∗12z

)
(t) = −

∫ ω

0
p(s)Λ

[
h(s), t

]
z(s)ds,
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(
Q22z

)
(t) = (SgΛz

)
(t) =

∫ ω

0
Λ
[
g(t), s

]
z(s)ds,

(
Q∗22z

)
(t) =

∫ ω

0
Λ
[
g(s), t

]
z(s)ds,

Q13z = Q23z = Q∗13z = Q∗23z =
1√
ω

∫ ω

0
z(s)ds,

θ(t) = θ0(t) ≡ 0,

(Lx)(t) = ẋ(t) + x(ω)− 1
2

∫ ω

0
p(s)

{
Λ
[
g(s), t

](
Shx
)
(s) + Λ

[
h(s), t

](
Sgx
)
(s)
}
ds.

(5.66)

Let us represent L in the form

Lx = δx − Px, (5.67)

where

(Px)(t) = 1
2

∫ ω

0
p(s)

{
Λ
[
g(s), t

](
Shx
)
(s) + Λ

[
h(s), t

](
Sgx
)
(s)
}
ds + x(ω)

(
1
ω
− 1

)
.

(5.68)

The operator P : W1
2 → L2 is compact. It follows from the compactness of

the integral operator with the kernel p(s)Λ[g(s), t] as the operator acting in the
space L2 and the boundedness of Sh as the operator acting from W1

2 into L2. Let us
represent the operator H : L2 → L2 in the form

Hz = LΛz = z − Kz, (5.69)

where K = PΛ.
The operator H : L2 → L2 is a Fredholm one because of the compactness

of the operator K : L2 → L2. Therefore, the existence-uniqueness of the point
of minimum of the functional I does not depend on its linear summands and
the number α. The summands and α define the right-hand side of the equation
Hz = θ and does not influence the construction of H .

Thus by studying the problem on existence and uniqueness of the minimum
of the functional (5.60) with restrictions x(0)−x(ω) = α it is sufficient to consider
the problem (5.65) for the truncated functional

1
2

∫ ω

0

[
x2(ω)
ω

+ ẋ2(s)− p(s)
(
Shx
)
(s)
(
Sgx
)
(s)
]
ds. (5.70)

By Corollary 5.6, the condition ‖K‖ < 1 is sufficient for the existence and the
uniqueness of the minimum of the functional (5.70) with the restrictions x(0) −
x(ω) = α.
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The boundary value problem (5.15) for the functional (5.70) has the form

Lx = 0, rx = α, (5.71)

where L is defined by (5.67). Denote

A = ΛP. (5.72)

Then the homogeneous problem is equivalent to the equation x = Ax in the space
W1

2. Any continuous solution of the equation x = Ax belongs to W1
2 by virtue

of the property of Λ. At each λ there is the one-to-one mapping z = δx, x = Λz
between the set of solutions x ∈ C of the equation λx = Ax and the set of solutions
z ∈ L2 of the equation λz = Kz. Thus the spectra of the compact operators A :
C → C and K : L2 → L2 coincide.

Let, as usual,

σr(t) =
⎧
⎨

⎩

1 if r(t) ∈ [0,ω],

0 if r(t) �∈ [0,ω].
(5.73)

Then

‖A‖≤
∫ ω

0
Λ(t, s)

[
1
2

∫ ω

0
p(τ)

{
Λ
[
g(τ), s

]
σh(τ)+Λ

[
h(τ), s

]
σg(τ)

}
dτ+x(ω)

(
1
ω
−1
)]
ds.

(5.74)

Since
∫ ω

0 Λ(t, s)ds = ω and

∫ ω

0

∣∣p(τ)
∣∣{Λ

[
g(τ), s

]
σh(τ) + Λ

[
h(τ), s

]
σg(τ)

}
dτ

≤
∫ ω

0

∣∣p(τ)
∣∣σh(τ)σg(τ)

(

4− g(τ) + h(τ)
ω

)

dτ,
(5.75)

the inequality ‖A‖ < 1 (and, consequently, the inequality ‖K‖ < 1) is guaranteed
by the estimate

∫ ω

0

∣
∣p(s)

∣
∣σh(s)σg(s)

[

4− g(s) + h(s)
ω

]

ds ≤ 2. (5.76)

Thus by virtue of Corollary 5.6 the condition (5.76) is sufficient for the existence
of the unique minimum in the space W1

2 of the functional (5.70) with the repre-
sentation x(0)− x(ω) = α.

In the case h(t) = g(t), we may obtain a more subtle result.
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Let p = p+ − p−, p+(t) ≥ 0, p−(t) ≥ 0 and let us rewrite the problem (5.65)
in the form

1
2

∫ ω

0

[
x2(ω)
ω

+ ẋ2(s)− p+(s)
(
Shx
)2

(s)
]
ds +

1
2

∫ ω

0

(
T2x

)2
(s)ds �→ min,

x(0)− x(ω) = α,
(5.77)

where

T2x =
√
p−Shx. (5.78)

The operator H defined for the problem (5.77) by (5.12) is the sum H = H1 +H2,
where H2 = (T2Λ)∗T2Λ is compact and positive definite. The compactness of
H2 follows from the compactness of Λ, as an operator acting from L2 into C (see
[229]), and from the boundedness of T : C → L2. The operator H1 = I − K1 is
defined by (5.12) for the problem

1
2

∫ ω

0

{
x2(ω)
ω

+ ẋ2(s)− p+(s)
(
Shx
)2

(s)
}
ds �→ min,

x(0)− x(ω) = α.
(5.79)

Thus here K1 = P1Λ, and by virtue of (5.68),

(
P1x

)
(t) =

∫ ω

0
p+(s)σh(s)Λ

[
h(s), t

](
Shx
)
(s)ds + x(ω)

(
1
ω
− 1

)
. (5.80)

Define A1 : C → C by A1 = ΛP1. As it was shown above, the spectra of compact
operators K1 : L2 → L2 and A1 : C → C coincide. Since ‖K1‖ = ρ(K1) = ρ(A1),
the condition ‖A1‖ < 1 yields the estimate ‖K1‖ < 1. Therefore by virtue of
Corollary 5.6 the operator H1 is strictly positive if ‖A1‖ < 1. At that case the Fred-
holm H = H1 +H2 is also strictly positive definite and, consequently, is invertible.
The estimate (5.76), as applied to the problem (5.79), guarantees the inequality
‖A1‖ < 1 and has the form

∫ ω

0
p+(s)σh(s)

[

2− h(s)
ω

]

ds ≤ 1. (5.81)

Thus, the latter inequality is sufficient for the existence of the minimum of the
functional (5.70) with restriction x(0)− x(ω) = α in the case h(t) = g(t).

Theorem 5.10 is suitable to the problem (5.79). Indeed, rewrite this problem
in the form

F(x) = I(x)− F1(x) �→ min,

x(0)− x(ω) = α,
(5.82)
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where

I(x) = 1
2

∫ ω

0

[
x2(ω)
ω

+ ẋ2(s)
]
ds,

F1(x) = 1
2

∫ ω

0

(
T1x

)2
(s)ds, T1x =

√
p+Shx.

(5.83)

First we consider the problem

I(x) �→ min,

x(0)− x(ω) = α.
(5.84)

By the above scheme (in the case p(t) ≡ 0) we obtain

L0x = δx − P0x = ẋ +
x(ω)
ω

− x(ω)
ω

+ x(ω) = ẋ + x(ω),

H0z = L0Λz = δΛz − P0Λz = z − 1
ω

∫ ω

0
z(s)ds

def= z − K0z,

A0x = ΛP0x =
∫ ω

0
Λ(t, s)

[
x(ω)
ω

− x(ω)
]
ds = x(ω)− ωx(ω).

(5.85)

As was shown above, the spectra of K0 : L2 → L2 and A0 : C → C coincide. If
ω < 1, ‖K0‖ = ρ(A0) < 1 since ‖A0‖ = 1 − ω < 1. Therefore the operator H0

is positive definite and has the inverse H−1
0 if ω < 1. Consequently, the boundary

value problem

L0x = f , x(0)− x(ω) = 0 (5.86)

is uniquely solvable for each f ∈ L2. The Green operator W = Λ(I − K0)−1 of
the problem is isotonic. The equation L0x = 0 has the positive solution u0 =
1 + 1/ω − t/ω. Thus all the conditions of the general Theorem 5.10 are fulfilled
and, consequently, we can formulate the following.

Theorem 5.12. Let ω < 1. Then the following assertions are equivalent.
(a) The problem (5.79) has the unique solution in the space W1

2.
(b) There exists v ∈ W1

2 such that

v(t) > 0, (Lv)(t) ≥ 0, t ∈ [0,ω], (5.87)

and, besides, v(0) ≥ v(ω), v(0)− v(ω) +
∫ ω

0 (Lv)(s)ds > 0.
(c) The spectral radius of the operator A1 : C → C is less than 1.
(d) The homogeneous equation Lx = 0 has a solution u such that u(t) > 0,

t ∈ [0,ω], u(0) > u(ω).
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Here A1 = ΛP1,

(
P1x

)
(t) =

∫ ω

0
p+(s)Λ

[
h(s), t

](
Shx
)
(s)ds + x(ω)

(
1
ω
− 1

)
,

Lx = δx − P1x.
(5.88)

In the paper [231] it was shown that the problem (5.59) in the case of p(t) ≡ 1
has the unique minimum if

ω < arcsin
4
5
. (5.89)

From the estimate (5.50) for p(t) ≡ 1, we obtain only ω ≤ 2/3. The inequality
(5.89) can be established putting

v(t) = cos t + sin t
1− cosω

sinω
(5.90)

in the assertion (b) of Theorem 5.12. Then under condition (5.89), we have

v(t) > 0, (Lv)(t) = 1− sinω − (1− cosω)2

sinω
> 0, t ∈ [0,ω]. (5.91)

If ω = arcsin(4/5), the function v is a solution to the homogeneous problem Lx =
0, x(0)− x(ω) = 0. Thus, the estimate (5.89) is the best possible one.

Example 5.13. Kudryavtsev (see [123, 124]) considered the problem

1
2

∫ 1

0

{[
s(1− s)ẍ(s)

]2 − p(s)x2(s)
}
ds �→ min,

x(0) = α1, x(1) = α2.
(5.92)

The author saw a difficulty of the problem in the fact that the Euler equation is
singular. We will consider a more general problem

1
2

∫ 1

0

{[
s(1− s)ẍ(s)

]2 − p(s)
(
Shx
)
(s)
(
Sgx
)
(s)
}
ds �→ min,

x(0) = α1, x(1) = α2
(5.93)

with measurable h and g and p ∈ L2. For the space D we will choose the analog of
the space Dπ constructed above in Section 4.2. Replacing the space L by L2 we will
denote the space by D2

π . Thus the space D2
π consists of the functions x : [0, 1] → R1

with the following properties.
(1) x is absolutely continuous on [0, 1].
(2) The derivative ẋ is absolutely continuous on each [c,d] ⊂ (0, 1).
(3) The product t(1− t)ẍ(t) is square integrable.
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The space D2
π is defined by D2

π = ΛL2 ⊕ YR2, where

(Λz)(t) =
∫ 1

0
Λ(t, s)z(s)ds, (Yβ)(t) = (1− t)β1 + tβ2, β = col

{
β1,β2},

Λ(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

t − 1
1− s if 0 ≤ s ≤ t ≤ 1,

− t
s

if 0 ≤ t < s ≤ 1.

(5.94)

We will suppose that Λ(t, s) = 0 outside the square [0, 1] × [0, 1]. It should be
noticed that Λ(t, s) is the Green function of the boundary value problem

t(1− t)ẍ(t) = z(t), x(0) = β1, x(1) = β2 (5.95)

in the space D2
π and, besides, Λ(t, s)s(1− s) = G0(t, s), where G0(t, s) is the Green

function of the problem

ẍ = z, x(0) = x(1) = 0 (5.96)

in the space W2
2 of the functions with square integrable the second derivative,

G0(t, s) =
⎧
⎨

⎩

−s(1− t) if 0 ≤ s ≤ t ≤ 1,

−t(1− s) if 0 ≤ t < s ≤ 1.
(5.97)

Thus {Λ,Y}−1 = [δ, r], where

(δx)(t) = t(1− t)ẍ(t), rx = {x(0), x(1)
}
. (5.98)

According to the general scheme, we have

T11 = T21 = δ, Q11 = Q21 = Q∗11 = Q∗21 = I ,
(
T12x

)
(t) = −p(t)

(
Shx
)
(t),

(
T22x

)
(t) = (Sgx

)
(t),

(
Q12z

)
(t) = −p(t)

∫ 1

0
Λ
[
h(t), s

]
z(s)ds,

(
Q22z

)
(t) =

∫ 1

0
Λ
[
g(t), s

]
z(s)ds,

(
Q∗12z

)
(t) = −

∫ 1

0
p(s)Λ

[
h(s), t

]
z(s)ds,

(
Q∗22z

)
(t) =

∫ 1

0
Λ
[
g(s), t

]
z(s)ds, θ0(t) ≡ 0,

H = I +
1
2

[
Q∗12Q22 +Q∗22Q12

] = I − K ,

(5.99)
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where

(Kz)(t) =
∫ 1

0
K(t, s)z(s)ds,

K(t, s) = 1
2

∫ 1

0
p(τ)

{
Λ
[
h(τ), t

]
Λ
[
g(τ), s

]
+ Λ

[
g(τ), t

]
Λ
[
h(τ), s

]}
dτ,

Lx = 1
2

2∑

i=1

(
Q∗1iT2i +Q∗2iT1i

)
x

def= δx − Px,

(5.100)

where

(Px)(t) = 1
2

∫ 1

0
p(s)

{
Λ
[
h(s), t

](
Sgx
)
(s) + Λ

[
g(s), t

](
Shx
)
(s)
}
ds. (5.101)

Λ as the operator acting from L2 into C is compact (see [229]). The operators
T12 : C → L2 and T22 : C → L2 are bounded. Therefore the operators Q12 = T12Λ :
L2 → L2, Q22 = T22Λ : L2 → L2, and, consequently, K : L2 → L2 are compact. The
problem (5.15) has the form

Lx = 0, x(0) = α1, x(1) = α2. (5.102)

This is equivalent to the equation

ΛLx
def= x − Ax = u (5.103)

in the space C. Here u(t) = (1− t)α1 + tα2, A = ΛP : C → C is compact. Thus, the
problem (5.102) is uniquely solvable if and only if I − A has the inverse.

The equalities z = δx, x = Λz establish the one-to-one mapping between the
set of solutions x ∈ C of the equation λx = Ax and the set of solutions z ∈ L2 of
the equation λz = Kz. Therefore, the spectra of the compact operators A : C → C
and K : L2 → L2 coincide.

The inequality ‖K‖ < 1 guarantees by virtue of Corollary 5.6 the existence of
the unique point of minimum. We have: ‖K‖ = ρ(K) = ρ(A) ≤ ‖A‖C→C. Since
|Λ(t, s)| ≤ 1, ρ(A) < 1 if

∫ 1

0

∣
∣p(s)

∣
∣{σh(s) + σg(s)

}
ds ≤ 2. (5.104)

This test of the existence of the unique minimum may be sharpened in the
case that h(t) = g(t).

Let p = p+ − p−, p+(t) ≥ 0, p−(t) ≥ 0, h(t) = g(t). First we consider the
problem

F(x) = 1
2

∫ 1

0

{[
s(1− s)ẍ(s)

]2 − p+(s)
(
Shx
)2

(s)
}
ds �→ min,

x(0) = α1, x(1) = α2,
(5.105)
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and apply Theorem 5.10. Denote

I(x) = 1
2

∫ 1

0

[
s(1− s)ẍ(s)

]2
ds, T1x =

√
p+

2
Shx. (5.106)

Under such a notation

F(x) = I(x)−
∫ 1

0

(
T1x

)2
(s)ds. (5.107)

All the conditions of Theorem 5.10 are fulfilled in the event of the problem (5.105).
Indeed, T1 is isotonic. Let L0 = δ, W = Λ. The equation L0x = 0 has a positive
solution.

In the case of (5.105) the operator L defined by (5.100) has the form

(Lx)(t) = t(1− t)ẍ(t)− (P+x
)
(t), (5.108)

where

(
P+x

)
(t) =

∫ 1

0
p+(s)Λ

[
h(s), t

](
Shx
)
(s)ds. (5.109)

Let us set v(t) = t(1− t) in the assertion (b) of Theorem 5.10. Then

(Lv)(t) ≤ 0 (5.110)

if

∫ 1

0
p+(s)σh(s)ds ≤ 2. (5.111)

Indeed,

Λ(s, t)s(1− s) = G0(s, t), (5.112)

where G0(t, s) is defined by (5.97). The estimate

0 > G0(s, t) > −t(1− t), t, s ∈ (0, 1), t �= s, (5.113)

holds. Therefore

Λ
[
h(s), t

]
h(s)

[
1− h(s)

] ≥ −t(1− t) (5.114)

and, consequently,

(Lv)(t) ≤ −2t(1− t) + t(1− t)
∫ 1

0
p+(s)σh(s)ds, t ∈ [0, 1]. (5.115)
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This inequality is strict on a set of positive measure. By Theorem 5.10 (the impli-
cation (b)⇒(a)), the problem (5.105) under the condition (5.111) has a unique so-
lution in Dπ and, besides (the implication (b)⇒(c)), ρ(A+) < 1, where A+ : C → C
is defined by A+ = ΛP+.

Let us turn back to the problem (5.93) and assume that h(t) = g(t). Rewrite
the problem in the form

F(x) +
∫ 1

0

(
T2x

)2
(s)ds �→ min,

x(0) = α1, x(1) = α2,
(5.116)

where

T2x =
√
p−

2
Shx. (5.117)

Let H be the operator defined by (5.12) for the problem (5.116). Then H =
H0 +H2, where

H0 = I − (T1Λ
)∗
T1Λ

def= I − K+ (5.118)

is the operator defined by (5.99) for the problem (5.105). The operator H2 =
(T2Λ)∗T2Λ is compact and positive definite. Under the assumption (5.111) we
have ρ(A+) < 1 by virtue of Theorem 5.10 (the implication (b)⇒(c) at v(t) =
t(1− t)). Consequently, as above, ‖K+‖ < 1. From this, by Corollary 5.6, the oper-
ator H0 is strictly positive definite. Therefore the Fredholm operator H = H0 +H2

is also strictly positive definite and, consequently, invertible. Thus the condition
(5.111) guarantees by virtue of Lemma 5.5 the existence of the unique solution of
the problem (5.93) in the event h(t) = g(t).

The approach to the problem of minimization of functionals on the base of
the theory of abstract functional differential equations was developed by the Perm
Seminar in 1987–1993. Pioneering results in such a direction were published in
[75] and discussed in the survey [19].

The general assertions about the existence of a minimum of square function-
als under linear boundary conditions in D � L2 × Rn were given in the surveys
[20, 21] (see also [39]).

The case omitted in this chapter, when the number of linear boundary condi-
tions of the minimization problem differs from n, was thoroughly studied in [89]
(see also [39, 94]).

The assertions of Section 5.3.1 were proved in the unpublished lecture by
Hargelia at the Perm Seminar in 1999.





6
Constructive study of linear problems
(using computer algebra in the study of
linear problems)

6.1. Introduction

In the theory of functional differential equations, the equations possessing the
property that a solution set of the equation admits a finite-dimensional param-
eterization are of special interest. Such a parameterization provides a way to re-
duce many of the problems of functional differential equations to the problems of
finite-dimensional analysis. The principal problem with the practical implemen-
tation of this idea is the lack of an exact and explicit description of the finite-
dimensional object to analyze. The situation is more simple in case we are in-
terested in rough properties of the original problem (say, the unique solvabil-
ity of a Fredholm boundary value problem), which are preserved under small
perturbations. In this case we can use an approximate description of a solution
set if the approximation is reasonably accurate. The basis of the constructive study
of linear problems we are concerned with in this chapter is the special technique
of an approximate description of the solution set to the linear functional
differential equation with a guaranteed error bound. This technique is used in
parallel with the special theorems, the conditions of which can be verified in
the course of the reliable computing experiment due to the modern mathemat-
ical packages (Maple, Mathematica, e.g.). Notice that sometimes (e.g., when
known sufficient conditions of the solvability of the boundary value problem
are inapplicable) the constructive approach can give only a chance to obtain the
result.

In Section 6.2, a constructive scheme of testing the abstract linear bound-
ary value problem for the unique solvability is proposed. Next some details of
computer aided implementation are described as applied to the boundary value
problems in the space of absolutely continuous functions (Section 6.3); in the
space of piecewise absolutely continuous functions (the case of impulse boundary
value problems)—Section 6.4; and to a class of singular boundary value problems
(Section 6.5). Sections 6.6, 6.7 are devoted to some other problems, the efficient
study of which uses the modern computer-assisted technique.
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6.2. General theorem on the solvability of the boundary
value problem

Following the notations and the terms of Chapter 1, consider the linear boundary
value problem for the abstract functional differential equation

Lx = f , lx = α (6.1)

with linear operators L : D → B and l = [l1, . . . , ln] : D → Rn, assuming as usual
that an isomorphism D � B×Rn is defined by the operators

J = {Λ,Y} : B×R
n �→ D, J−1 = [δ, r] : D �→ B×R

n. (6.2)

In this chapter, we suppose the principal boundary value problem

Lx = f , rx = α (6.3)

to be uniquely solvable for any f ∈ B, α ∈ Rn. Recall (see Theorems 1.11, 1.16)
that in such a case we have dim ker L = n, and a necessary and sufficient condition
for the unique solvability of problem (6.1) is

det lX �= 0, (6.4)

where X = (x1, . . . , xn) is a fundamental vector of the homogeneous equation

Lx = 0, lX
def= (lix j), i, j = 1, . . . ,n. Here and in what follows we deal with the

fundamental vector such that

LX = 0, rX = E, (6.5)

where E is the identity n×n matrix (see Theorem 1.16 and (1.53)). Since in actual
practice approximate elements of the matrix lX are only available, reliable testing
of the criterion (6.4) requires specialized theorems, techniques, and algorithms.

The techniques of the study of problem (6.1) for the unique solvability, which
are proposed below, are based on the following simple consideration. If we could
find an invertible n× n matrix Γ such that

‖lX − Γ‖ < 1
∥
∥Γ−1

∥
∥ , (6.6)

then the matrix lX is invertible too, and hence problem (6.1) is uniquely solvable.
We will look for Γ in the form Γ = lXa, where l : D → Rn is a vector functional
close to l; a matrixXa with the columns from D satisfies the equality rXa = E, gives

for an operator L : D → B close to L a sufficiently small defect Δ
def= LXa, and

hence is an approximation for the fundamental vector X . The proximity of l and
l, L and L as well as the smallness of Δ, which guarantee the unique solvability of
(6.1), are defined by Theorem 6.1 given below.
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Denote by xai , i = 1, . . . ,n, the columns of Xa, Δi
def= Lxai , G0 : B → D is

the Green operator of the principal boundary value problem (6.3). In this chapter,
the norm | · | in Rn is defined by |α| = max1≤i≤n |αi| for α = col{α1, . . . ,αn}; for
n × n matrix A = {ai j} we define ‖A‖ = max1≤i≤n

∑n
j=1 |ai j|; for α,β ∈ Rn the

inequality α ≤ β means αi ≤ βi, i = 1, . . . ,n; α
def= col{|α1|, . . . , |αn|}; A

def=
{|ai j|}.

Let us define constants λ, g0, Ma, μai , νai , δai , i = 1, . . . ,n, by the inequalities

λ ≥ ‖l‖, g0 ≥
∥∥G0

∥∥, Ma ≥ ∥∥(lXa
)−1∥∥,

μai ≥
∣
∣(l − l)xai

∣
∣, νai ≥

∥
∥(L−L)xai

∥
∥

B, δai ≥
∥
∥Δi

∥
∥

B.
(6.7)

Theorem 6.1. Let operators L and l and a vector Xa be such that the matrix lXa is
invertible, and

n∑

i=1

μai + λg0

n∑

i=1

(
νai + δai

)
<

1
Ma

. (6.8)

Then the boundary value problem (6.1) is uniquely solvable for any f ∈ B, α ∈ Rn.

Proof. Take the estimate

∥∥lX − lXa
∥∥ ≤ ∥∥(l − l)Xa

∥∥ +
∥∥l
(
X − Xa

)∥∥ ≤
n∑

i=1

μai + λ
n∑

i=1

∥∥xi − xai
∥∥

D. (6.9)

Next

xi − xai = G0
{

(L−L)xai − Δi
}

, i = 1, . . . ,n, (6.10)

which implies that

∥
∥xi − xai

∥
∥

D ≤ g0
(
νai + δai

)
. (6.11)

Thus under the conditions of the theorem,

∥
∥lX − lXa

∥
∥ <

1
∥
∥(lXa)−1

∥
∥ (6.12)

and, by the theorem on invertible operator (see, e.g., [100, Theorem 3.6.3]), (6.4)
holds. �

Actual constructing of a matrix lXa and reliable testing inequality (6.8) have
become possible with the development of modern computer-assisted techniques
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and appropriate software. These techniques place certain requirements upon op-
erators L and l. Because of this, we enter below the special classes of the so-called
computable operators and functions. In the framework of this classes, it has been
possible to formulate analogs of Theorem 6.1 such that their conditions can be
checked by the computer in the course of the reliable computing experiment that
follows the scheme:

(1) constructing operators L and l approximating L and l, respectively;
(2) constructing an approximate fundamental vector Xa of the equation

Lx = 0;
(3) constructing the matrix lXa;
(4) checking the invertibility of matrix lXa;
(5) constructing the inverse matrix (lXa)−1;
(6) finding constants involved in inequality (6.8);
(7) checking inequality (6.8).

In the case that the realization of this scheme does not establish the fulfillment
of (6.8) (say, lXa is not invertible or (6.8) does not hold) the sequence of proce-
dures (1)–(7) is executed again with a higher accuracy of the approximation to op-
erators L, l and vector X . The computing experiment as a whole consists in many
times repeating the procedure (1)–(7) with successive increase in the accuracy of
the mentioned approximation. It is either finished with the result (establishing the
fulfillment (6.8)) or terminated with no result. Let us be concerned briefly with
the conditions providing that the computing experiment gives the result, theoret-
ically, for any uniquely solvable problem (6.1) (the detailed consideration of such
conditions with the proofs and corresponding estimates is given in the mono-
graph Rumyantsev [196]). Denote by {Lk}, {lk}, {Xa

k }, {Δk} the sequences of the
approximating operators, the approximate fundamental vectors and the defects,
respectively. If Lk → L and lk → l uniformly as k → ∞ and Δk → 0 as k → ∞ in
components in B, then the existence k0, such that for L = Lk0 , l = lk0 , Xa = Xa

k0
,

Δ = Δk0 inequality (6.8) holds, follows immediately from the theorem on invert-
ible operator. Conditions for the uniform convergences Lk → L and lk → l can be
too stringent for some concrete spaces B and classes of operators L, l. From the in-
equalities (6.7), (6.8) we notice that under the condition of the strong convergence
Lk → L, lk → l it is sufficient for the existences L, l, and Xa, which satisfy (6.3),
that Xa

k → X in components in D. In view of Lemma 4.1.3 of Azbelev et al. [32],
the latter condition is fulfilled under the condition that the principal boundary
value problems

[
Lk, r

]
x = { f , 0}, k = 1, 2, . . . , (6.13)

are uniquely solvable, and for each f ∈B their solutions vk are uniformly bounded:
supk ‖vk‖D <∞. Some conditions of the uniform boundedness of solutions to the
sequence of the Cauchy problems in the case of the space of absolutely continuous
functions are formulated in Section 4.3, Azbelev et al. [32]. Conditions for the
strong convergence of the composition operators sequence are given by Theorems
C.10–C.15.
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6.3. BVP in the space of absolutely continuous functions

6.3.1. Notation and definitions

Let Ln = Ln[0, 1] be the space of summable functions z : [0, 1] → Rn, let ‖z‖Ln =∫ 1
0 |z(s)|ds, let Dn = Dn[0, 1] be the space of absolutely continuous functions x :

[0, 1] → Rn, and let ‖x‖Dn = ‖ẋ‖Ln + |x(0)|. For a fixed set of points 0 = t0 <
t1 < · · · < tm+1 = 1, we denote by DSn(m) the space DS[0, t1, . . . , tm, 1] (see
Section 3.2); next

(Vz)(t) =
∫ t

0
z(s)ds, t ∈ [0, 1]. (6.14)

For any linear bounded operator L : Dn → Ln with the principal part Q :
Ln → Ln, define the linear bounded operator L̃ : DSn(m) → Ln by the equality

(L̃y)(t) = (Qẏ)(t) + A(t)y(0), (6.15)

where A(t) = (LE)(t).
For any linear bounded vector functional l : Dn → Rn with the representation

lx = Ψx(0) +
∫ 1

0
Φ(s)ẋ(s)ds, (6.16)

whereΨ is constant n×nmatrix, the elements of n×nmatrixΦ are measurable and
essentially bounded on [0, 1], the linear bounded vector functional l̃ : DSn(m) →
Rn we define by

l̃ y = Ψy(0) +
∫ 1

0
Φ(s) ẏ(s)ds. (6.17)

We suppose in what follows that the space DSn(m) = DSn[0, t1, . . . , tm, 1] is
constructed in relation to the system of rational points ti, i = 1, . . . ,m. Denote

Ei =
[
ti−1, ti

)
, i = 1, . . . ,m; Em+1 = [tm, 1]; E0 = (−∞, 0); (6.18)

χi is the characteristic function of the set Ei.

Definition 6.2. A function y ∈ DSn(m) is said to possess the property C (is com-
putable) if its components as well as the components of functions ẏ and V y take
rational values at any rational value of the argument.

For example, functions of the form

y(t) =
m+1∑

i=1

χi(t)pi(t), (6.19)
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where the components of the vector functions pi : [0, 1] → Rn, i = 1, . . . ,m + 1,
are polynomials with rational coefficients, possess the property C.

Denote by P n
m the set of all y ∈ DSn(m) having the form (6.19).

Definition 6.3. A function h∈P n
m, h= col{h1, . . . ,hn}, is said to possess the prop-

erty Δq if, for every j = 1, . . . ,m + 1, there exists a vector

q = col
{
q1, . . . , qn

}
, 0 ≤ qi ≤ j, i = 1, . . . ,n, (6.20)

such that hi(t) ∈ Eqi , i = 1, . . . ,n, as t ∈ E j .

The property Δq takes place, for example, for functions h ∈ P n
m with the

components hi, i = 1, . . . ,n, satisfying the inequality hi(t) ≤ t, t ∈ [0, 1], and
being piecewise constant rational-valued functions.

Definition 6.4. A linear bounded operator L : Dn→Ln is said to possess the prop-
erty C (is computable) if the operator L̃ : DSn(m) → Ln constructed by formula
(6.15) maps any element of P n

m in an element of this set.

In the case Lx = ẋ − Px, the operator L is computable under the condition
that the columns of P are functions of the form (6.19). The operator L,

(Lx)(t) = ẋ(t)− P(t)xh(t), t ∈ [0, 1], (6.21)

is computable if, for instance, the columns of P have the form (6.19) and the func-
tion h ∈ P 1

m possesses the property Δq.

Definition 6.5. A linear bounded vector functional l : Dn→Rn is said to have the
property C (is computable) if the vector functional l̃ : DSn(m) → Rn defined by
(6.19) takes, for every y ∈ P n

m, the value l̃ y being the vector with the rational
components.

6.3.2. Boundary value problem for the system of ordinary
differential equations

Consider the boundary value problem

(Lx)(t)
def= ẋ(t)− P(t)x(t) = f (t), t ∈ [0, 1],

lx
def= Ψx(0) +

∫ 1

0
Φ(s)ẋ(s)ds = α.

(6.22)

Here P(t) = {pi j(t)}n1, pi j ∈ L1; f ∈ Ln; Ψ = {ψij}n1 ; and Φ(t) = {ϕij(t)}n1,
ϕij : [0, 1] → R1, are piecewise continuous functions with possible discontinuities
of the first kind at fixed points τ1, . . . , τm, 0 < τ1 < · · · < τm < 1, and continuous
on the right at these points; α ∈ Rn.
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The problem (6.94) is approximated in the following way. Let each of the
points τj , j = 1, . . . ,m, be in correspondence with a pair of rational points t2 j−1, t2 j
such that t2 j−1 < τj < t2 j and 0 = t0 < t1 < · · · < tm−1 < tm = 1. Denote, as above,
Ei = [ti−1, ti), i = 1, . . . ,m − 1, Em = [tm, 1]; χi is the characteristic function of
Ei, i = 1, . . . ,m. Further we define the space DSn[0, t1, . . . , tm−1, 1] = DSn(m − 1)
over the system of the points t1, . . . , tm−1. Denote J1 = {1, 3, . . . , 2m + 1}, J2 =
{2, 4, . . . , 2m}.

On the sets Ei, i ∈ J1, the functions φkj are approximated by the polynomials
iφajk with rational coefficients; on the sets Ei, i ∈ J2, functions iφajk are taken as

zero. By iφvjk we denote the rational error bounds of the approximation:

iφvjk ≥
∣
∣φjk(t)− iφajk(t)

∣
∣, t ∈ Ei, i ∈ J1,

iφvjk ≥
∣∣φjk(t)

∣∣, t ∈ Ei, i ∈ J2.
(6.23)

Let us approximate functions pjk over the sets Ei, i = 1, . . . ,m, by polynomi-
als i pajk with rational coefficients and denote by i pvjk rational error bounds of the
approximation:

i pvjk ≥
∫ ti

ti−1

∣
∣pjk(s)− i pajk(s)

∣
∣ds, i = 1, . . . ,m. (6.24)

Denote Pia(t) = {i pajk(t)}n1, Φi
a(t)= {iφajk(t)}n1, Piv = {i pvjk}n1 , Φi

v = {iφvjk}n1. Define
matrices Pa and Φa by the equalities

Pa(t) =
m∑

i=1

Pia(t)χi(t), Φa(t) =
m∑

i=1

Φi
a(t)χi(t). (6.25)

Next, let us approximate numbers ψjk by rational numbers ψajk and define
rational error bounds ψvjk of the approximation: ψvjk ≥ |ψjk − ψajk|. Denote Ψa =
{ψajk}n1, Ψv = {ψvjk}n1. Thus, the boundary value problem

(Lx)(t) ≡ ẋ(t)− Pa(t)x(t) = f (t), t ∈ [0, 1],

lx ≡ Ψax(0) +
∫ 1

0
Φaẋ(s)ds = α,

(6.26)

approximates problem (6.22).
By the construction, L : Dn → Ln is linear bounded operator with the in-

vertible principal part and the property C; l : Dn → Rn is linear bounded vector
functional with the property C as well.

Construct an approximate fundamental matrix Xa of the system

ẋ(t)− Pa(t)x(t) = 0, t ∈ [0, 1], (6.27)

in the following way.
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The fundamental matrix X of system (6.27) is the solution of the Cauchy
problem Ẋ = Pa(t)X(t), t ∈ [0, 1], X(0) = E being the collection of the following
problems:

ẏi(t)− Pa(t)yi(t) = 0, t ∈ [0, 1], yi(0) = ei, (6.28)

i = 1, . . . ,n, where ei is the ith column of the identity matrix. We define approxi-
mate solution yia of problem (6.28) by the equality

yia(t) =
m∑

i=1

j yia(t)χj(t), (6.29)

where j yia(t), t ∈ E j , is an approximate solution of the Cauchy problem

j ẏi(t)− P j
a(t) jyi(t) = 0, t ∈ E j ,

jyi
(
t j−1

) = j−1yia
(
t j−1

)
+ ε

j
i ,

(6.30)

0yia(0) = ei, ε1
i = 0, i = 1, . . . ,n, j = 1, . . . ,m, jyia(t) = 0 when t /∈ E j .

Note that the putting of a deviation vector, ε
j
i , enables us to take as an initial

value of the solution at every next interval E j a rational number, which has lower
number of figures in decimal notation than the number j−1yia(t j−1) does.

The components of the approximate solution, j yia(·) = col{ j1yia(·), . . . ,
j
nyia(·)}

are defined as the segments of the Taylor series of the exact solution:

j
qyia = j−1

q yia
(
t j−1

)
+ ε

j
i +

ν∑

r=1

q
rc

j
i

(
t − t j−1

)r
, q = 1, . . . ,n. (6.31)

The coefficients
q
rc

j
i are found by the indefinite coefficients method. The desired

matrix Xa is defined by the equality

Xa(t) =
m∑

j=1

X
j
a(t)χj(t) (6.32)

with

X
j
a(·) = { jy1

a(·), . . . , jyna (·)}. (6.33)

By the construction, yia ∈ P n
m−1, i = 1, . . . ,m, and

yia(t) =
∫ t

0
ẏia(s)ds +

m−1∑

j=1

ε
j
i χ[t j ,1](t) + ei. (6.34)
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Let X be the fundamental matrix of the equation ẋ − Px = 0 and let xi be its
ith column. Construct a matrix Xv such that

Xv(t) ≥
∫ t

0
Ẋ(s)− Ẋa(s) ds, t ∈ [0, 1]. (6.35)

Denote ωi(t) = xi(t) − yia(t), t ∈ [0, 1], i = 1, . . . ,n. Then ωi ∈ DSn(m − 1),
ωi(0) = 0, i = 1, . . . ,n, ωi(t j) − ωi(t j − 0) = εj , j = 1, . . . ,m − 1. The error ωi,
i = 1, . . . ,n, satisfies the equation

ω̇i(t)− P(t)ωi(t) =
[
P(t)− Pa(t)

]
yia(t) + μi(t), t ∈ [0, 1], (6.36)

where μi(·) = col{μ1
i (·), . . . ,μni (·)} is the defect

μi(t) = − ẏia(t) + Pa(t)yia(t). (6.37)

Let t ∈ E j , j = 1, . . . ,m. The following estimates hold:

∫ t

t j−1

μi(s) ds

≤ col

{

tΔj

(∫ t j

t j−1

∣
∣μ1

i (s)
∣
∣2
ds
)1/2

, . . . , tΔj

(∫ t j

t j−1

∣
∣μni (s)

∣
∣2
ds
)1/2

}

def= jβi1, tΔj =
√
t j − t j−1,

yia(t) ≤ jyia
(
t j−1

)
+
∫ t

t j−1

j ẏia(s) ds ≤ jyia
(
t j−1

)
+ jxiN ,

(6.38)

where

jxiN ≥ col

{

tΔj

(∫ t j

t j−1

∣
∣ j

1 ẏ
i
a(s)

∣
∣2
ds
)1/2

, . . . , tΔj

(∫ t j

t j−1

∣
∣ j
nẏia(s)

∣
∣2
ds
)1/2

}

. (6.39)

Hence

∫ t

t j−1

P(s)− P j
a(s) yia(s) ds ≤ P

j
v

{
jyia
(
t j−1

)
+ jxiN

}
def= jβi2,

∫ t

t j−1

P(s) ωi(s) ds ≤
∫ t

t j−1

P(s)
∫ s

t j−1

ω̇i(τ) dτ ds

+
{
P
j
N + P

j
v
}
j−1∑

q=1

(
qxiv + ε

q
i

)
,

(6.40)
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where

qxiv ≥
∫ tq

tq−1

ω̇i(s) ds, q = 1, . . . , j − 1, P
j
N =

{
jpNkq

}n
1,

jpNkq ≥ tΔj

(∫ t j

t j−1

∣
∣ jpakq(s)

∣
∣2
ds
)1/2

, k, q = 1, . . . ,n.

(6.41)

Let jβi3 and jβi4 be vectors with the rational components such that

jβi3 ≥
{
P
j
N + P

j
v
}
j−1∑

q=1

(
qxiv + ε

q
i

)
,

jβi4 ≥ jβi1 + jβi2 + jβi3.

(6.42)

The obtained estimates and equation (6.36) imply

∫ t

t j−1

ω̇i(s) ds ≤
∫ t

t j−1

P(s)
∫ s

t j−1

ω̇i(τ) dτ ds + jβi4. (6.43)

Thus

∫ t

t j−1

∣
∣ω̇i(s)

∣
∣ds ≤

∫ t

t j−1

∥
∥P(s)

∥
∥
∫ s

t j−1

∣
∣ω̇i(τ)

∣
∣dτ ds +

∣
∣ jβi4

∣
∣. (6.44)

Due to the Gronwall-Bellman lemma we obtain conclusively

∫ t

t j−1

∣
∣ω̇i(s)

∣
∣ds ≤ ∣∣ jβi4

∣
∣ exp

{∫ t j

t j−1

∥
∥P(s)

∥
∥ds

}
. (6.45)

Denote by
j
0x

i
v a rational number which majorizes the right-hand side of this in-

equality, define an n-dimensional vector jxiv = col{ j0xiv, . . . , j0xiv} and the matrix

X
j
v = { jx1

v , . . . , jxnv
}
. (6.46)

Then the desired matrix Xv is defined by

Xv(t) =
m∑

j=1

χj(t)X
j
v . (6.47)

Define the matrix Ca with the rational elements by the equality

Ca = Ψa +
m∑

j=1

∫ t j

t j−1

Φ
j
a(s)Ẋ

j
a(s)ds. (6.48)
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To invert the matrix Ca, one can apply the compact Gauss scheme (see, e.g.,
Bakhvalov [45]) in the frames of the rational arithmetic that allows constructing
exactly C−1

a for any invertible Ca.

The estimate lX − Ca ≤ Cv, holds, where

Cv = Ψv +
m∑

j=1

{
Φ

j
MX

j
v + Φ

j
vX

j
N + Φ

j
vX

j
v
}

, (6.49)

X
j
N =

{
jx1
N , . . . , jxnN

}
, Φ

j
M =

{
jϕMkq

}
, (6.50)

jϕMkq ≥
∣
∣ jϕakq

(
t j−1

)∣∣ + tΔj

(∫ t j

t j−1

∣
∣ jϕ̇akq(s)

∣
∣2
ds
)1/2

≥ ∣∣ jϕakq(t)
∣
∣, t ∈ E j . (6.51)

Problem (6.22) is uniquely solvable if Ca is invertible and

∥
∥Cv

∥
∥ <

1
∥∥C−1

a

∥∥ . (6.52)

Therefore the following analog of Theorem 6.1 is proved.

Theorem 6.6. Let computable operators L, l in the approximate problem (6.26) and
matrix Xa with the computable elements defined by (6.32) be such that the matrix
Ca defined by (6.48) is invertible and the inequality (6.52) is fulfilled, where Cv is
defined by (6.49). Then boundary value problem (6.22) is uniquely solvable for any
f ∈ Ln and α ∈ Rn.

Now Scheme (1)–(7) takes the following form:
(1) constructing an approximate problem (6.26) with computable operators

L and l;
(2) constructing matrices Xa and Xv defined by equalities (6.32) and (6.47);
(3) constructing the matrix Ca defined by (6.48) and inverting it;
(4) constructing a matrix Cv defined by (6.49) and checking the test (6.52).

Example 6.7. Let us investigate the following boundary value problem for the solv-
ability:

ẋ(t)−

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−2 2t ln
(

1 +
1

10
t
)

0

0
1
9
t − 2

8
9
t

t · exp
(
− 1

8
t
)

0 −2− t

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

x(t) = f (t), t ∈ [0, 1],

(6.53)



184 Constructive study of linear problems

1
ln 2

x1(0) + x2(0) = α1, x2(1)−√10 x3(0) = α2, (6.54)
∫ 1

0
cos

(
1
5
s
)
x3(s)ds = α3. (6.55)

Here x(t) = col{x1(t), x2(t), x3(t)}.

Let 0 = t0 < t1 = 1 (the points τj are absent). Take

1pa12(t) = 2t
(

1
10
t − 1

200
t2 +

1
3 · 103

t3 − 1
4 · 104

t4 +
1

5 · 105
t5
)

,

1pv12 =
1

24 · 106
,

1pa31(t) = t − 1
8
t2 +

1
128

t3 − 1
3072

t4 +
1

98304
t5,

1pv31 =
1

27525120
.

(6.56)

The rest of the elements of the coefficient matrix do not need to be approximated
and the corresponding elements of Pv are equal zero.

Boundary conditions (6.54) can be written in the form

Ψx(0) +
∫ 1

0
Φ(s)ẋ(s)ds = α, (6.57)

where

Ψ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
ln 2

1 0

0 1 −√10

0 0 5 sin
1
5

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, Φ(t) =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0 0

0 1 0

0 0 5
{

sin
1
5
− sin

(
1
5
t
)}

⎤

⎥
⎥
⎥
⎥
⎥
⎦
.

(6.58)

Take

ψa11 =
1442695
1000000

, ψv11 = 5 · 10−8,

ψa23 = −
3162278
1000000

, ψv23 = 4 · 10−7,

ψa33 =
74501
75000

, ψv33 =
1

78750000
,

1ϕa33(t) = −t +
1

150
t3 − 1

7500
t5 +

74501
75000

, 1ϕv33 = 10−7.

(6.59)
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With a computer program realizing the constructive scheme for the study of
boundary value problem (6.22) the unique solvability of (6.53), (6.54) is estab-
lished. In this example we have

5 · 10−3 <
1

∥
∥C−1

a

∥
∥ < 6 · 10−3, 2 · 10−4 <

∥∥Cv
∥∥ < 3 · 10−4. (6.60)

6.3.3. Boundary value problem for the differential system
with concentrated delay

Consider the boundary value problem

(Lx)i(t)
def= ẋi(t) +

n∑

j=1

pi j(t)x j[hi j(t)] = f i(t), t ∈ [0, 1],

xi(ξ) = 0 if ξ �∈ [0, 1], i = 1, . . . ,n;

lx
def= Ψx(0) +

∫ 1

0
Φ(s)ẋ(s)ds = α.

(6.61)

Here

pi j ∈ L1, f i ∈ L1, Ψ = {ψij
}n

1;

Φ(t) = {ϕij(t)
}n

1 , ϕij : [0, 1] �→ R
1, hi j : [0, 1] �→ R

1
(6.62)

are piecewise continuous functions with possible breaks of the first kind at fixed
points τ1, . . . , τm, 0 < τ1 < · · · < τm < 1, being continuous on the right at these
points; hi j(t) ≤ t; α ∈ Rn.

The approximating of problem (6.61) is done in the following way. Add to the
set of points τ1, . . . , τm the zeros of the functions hi j , i, j = 1, . . . ,n, and assume in
what follows that the set 0 < τ1 < · · · < τm < 1 includes the break points of the
functions ϕij , hi j and the zeros of hi j as well. Next, as in Section 6.3.2, we construct
a collection of rational points ti, 0 = t0 < t1 < · · · < tm−1 < tm = 1, taking into
our consideration the sets Ei and their characteristic functions χi, i = 1, . . . ,m. The
space DSn(m− 1) is defined by the system t1, . . . , tm−1. Denote by Z1 the union of
the sets Ei which do not include points τ1, . . . , τm, Z2 which is the union of the sets
Ei including the break points of functions ϕjk, hjk, j, k = 1, . . . ,n, Z3 is the union
of the sets Ei including the zeros of functions hjk j, k = 1, . . . ,n.

On the sets Ei ⊂ Z1, we define ihajk(t) ≡ −1 if hjk(t) < 0, t ∈ Ei. If hjk(t) ≥ 0,

t ∈ Ei, then functions hjk are approximated by polynomials ihajk with rational

coefficients. On the sets Ei ⊂ Z2 ∪ Z3, we define functions ihajk being identically

zero. Denote by ihvjk rational-valued error bounds

ihvjk ≥
∣
∣hjk(t)− ihajk(t)

∣
∣, t ∈ Ei, i = 1, . . . ,m, j, k = 1, . . . ,n. (6.63)
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Define ihajk(t) = 0 if t �∈ Ei. The functions hajk are defined by the equalities

hajk(t) =
m∑

i=1

ihajk(t)χi(t), j, k = 1, . . . ,n. (6.64)

We require that the functions hajk possess the property Δq. This requirement does
not mean any additional restrictions concerning functions hjk. Actually, the re-
quirement is fulfilled as soon as we approximate functions hjk on Ei ⊂ Z1 by
piecewise rational-valued functions ihajk.

On the sets Ei ⊂ Z1 ∪ Z3, we approximate functions ϕqr , q, r = 1, . . . ,n,
by polynomials iϕaqr with rational coefficients. On the sets Ei ⊂ Z2, we suppose
functions iϕaqr to be identically zero. Next define rational-valued error estimates
iϕvqr by the inequality

iϕvqr ≥
∣∣ϕqr(t)− iϕaqr(t)

∣∣, t ∈ Ei, i = 1, . . . ,m. (6.65)

In the same way as in Section 6.3.2, define matrices Φi
a, Φi

v, Φa, Φv, Ψa, and
Ψv; functions i paqr , p

a
qr ; constants i pvqr , q, r = 1, . . . ,n, i = 1, . . . ,m. The boundary

value problem

(Lx)i(t)
def= ẋi(t) +

n∑

j=1

pai j(t)x
j
[
hai j(t)

] = f i(t), t ∈ [0, 1],

xi(ξ) = 0 if ξ �∈ [0, 1], i = 1, . . . ,n;

(6.66)

lx
def= Ψax(0) +

∫ 1

0
Φa(s)ẋ(s)ds = α (6.67)

approximates problem (6.61). By the construction, L : Dn→Ln is a linear bounded
operator with invertible principal part and it possesses the property C; l : Dn → Rn

is a linear bounded vector functional with the property C.
An approximate fundamental matrix Xa of the homogeneous equation Lx =

0 will be constructed in the following way.
Let X be the fundamental matrix of Lx = 0 and let yk = col{y1

k , . . . , ynk} be its
the kth column, k = 1, . . . ,n. The vector function yk is the solution of the Cauchy
problem

ẏik(t) +
m∑

j=1

pai j(t)y
j
k

[
hai j(t)

] = 0, t ∈ [0, 1],

yik(ξ) = 0 if ξ �∈ [0, 1], i = 1, . . . ,n,

yik(0) = δik, i, k = 1, . . . ,n,

(6.68)
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where δik is the Kronecker symbol. Define an approximate solution yka = col{1yka ,
. . . , nyka} of problem (6.68) by the equality

yka(t) =
m∑

q=1

q yka(t)χq (t), q yka(·) = col
{q

1 y
k
a(·), . . . ,

q
n yka(·)}. (6.69)

Here qyka(t) = 0 as t �∈ Eq; if t ∈ Eq, then
q
i y

k
a is the ith component of approximate

solution to the Cauchy problem

ẏi(t) +
n∑

j=1

qpai j(t)y
j
[
qhai j(t)

] = 0, t ∈ Eq, (6.70)

y j
[
qhai j(t)

] =
⎧
⎪⎨

⎪⎩

s
jy
k
a

[
qhai j(t)

]
if qhai j(t) ∈ Es, s < q,

0 if qhai j(t) < 0,
(6.71)

yi
(
tq−1

) = q−1
i y

k
a

(
tq−1

)
+ iε

q
k , 0

i y
k
a(0) = δik. (6.72)

Let qhai j(t) ∈ Er , r < q, as t ∈ Eq. Then the superpositions y j[qhai j(t)] are

known functions and the components of qyka can be found by immediate integrat-
ing:

q
i y

k
a(t) = q−1

i y
k
a

(
tq−1

)
+ iε

q
k −

∫ t

tq−1

n∑

j=1

qpai j(s)y
j
[
qhai j(s)

]
ds, i = 1, . . . ,n. (6.73)

Let qhai j(t) ∈ Eq as t ∈ Eq, then we take for
q
i y

k
a(·), i = 1, . . . ,n, a segment of

the power series

q
i y

k
a(t) =

ν∑

j=1

i
j c
q
k

(
t − tq−1

) j
+
q−1
i y

k
a

(
tq−1

)
+ iε

q
k , (6.74)

whose coefficients i
j c
q
k are to be found by the indefinite coefficients method.

Thus the matrix Xa is defined by

Xa(t) =
m∑

q=1

χq(t)X
q
a (t), where X

q
a (t) = {qi y ja(t)

}n
1 . (6.75)

By the constructing, iy
j
a ∈ DS1(m− 1) and

i y
j
a(t) =

∫ t

0
i ẏ

j
a(s)ds +

m−1∑

q=1

iεqχ[tq ,1] (t) + δij . (6.76)
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Denote by X the fundamental matrix of the equation Lx = 0 and by xk its
kth column. Now construct a matrix Xv such that

Xv(t) ≥
∫ t

0
Ẋ(s)− Ẋa(s) ds, t ∈ [0, 1]. (6.77)

For this purpose, denote ωk(t) = xk(t) − yka(t), t ∈ [0, 1], ωk = col{ω1
k , . . . ,ωnk}.

By the definition, ωik ∈ DS1(m− 1), k, i = 1, . . . ,n, and

ωik(t) =
∫ t

0
ω̇ik(s)ds +

m−1∑

q=1

iε
q
kχ[tq ,1] (t). (6.78)

Let us define functions μik, i, k = 1, . . . ,n, by

μik(t) =
m∑

q=1

qμik(t)χq(t), (6.79)

where

qμik(t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if t �∈ Eq,

−q
i ẏ

k
a(t)−

n∑

j=1

q pai j(t)
q
j z
i
k(t) if t ∈ Eq,

q
j z
i
k(t) =

⎧
⎪⎨

⎪⎩

r
j y

k
a

[
qhai j(t)

]
if qhai j(t) ∈ Er , 0 < r ≤ q,

0 if qhai j(t) < 0 or t �∈ Eq.

(6.80)

The error ωk satisfies the system

ω̇ik(t) +
n∑

j=1

pi j(t)ω
j
k

[
hi j(t)

]
+

n∑

j=1

[
pi j(t)− pai j(t)

]
i y
k
a

[
hi j(t)

]

+
n∑

j=1

pai j(t)
{
j y

k
a

[
hi j(t)

]− j z
i
k(t)

} = μik(t), t ∈ [0, 1];

ω
j
k(ξ) = 0 if ξ �∈ [0, 1]; j y

k
a(ξ) = 0 if ξ �∈ [0, 1];

j z
i
k(t) =

m∑

q=1

q
j z
i
k(t)χq(t), k, i, j = 1, . . . ,n.

(6.81)

As it is shown in [198], the solution of this system, being of the form (6.78),
possesses the property that the function wk defined by wk(t) = ∫ ttq−1

|ω̇k(s)|ds sat-
isfies on Eq the integral inequality

wk(t) ≤
∫ t

tq−1

ϑq(s)ωk(s)ds + γk, (6.82)
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where function ϑq and constant γk are defined efficiently according to the pa-
rameters of approximate problem (6.66), (6.67). Hence, by the Gronwall-Bellman
lemma, we have

∫ t

tq−1

∣
∣ω̇k(s)

∣
∣ds ≤ γk exp

{∫ tq

tq−1

ϑq(s)ds
}

, t ∈ Eq. (6.83)

Denote by qxkv a rational-valued majorant to the right-hand side of inequality
(6.83), by X

q
v the n× n matrix with the kth column

col
{
qxkv , . . . , qxkv

}
. (6.84)

Then the desired matrix Xv is defined by the equality

Xv(t) =
m∑

q=1

χq(t)X
q
v , t ∈ [0, 1]. (6.85)

Let X
q
N = {qi x jN}n1, where constant

q
i x

j
N is a rational-valued majorant of

{(
tq − tq−1

)
∫ tq

tq−1

∣
∣q
i ẏ

j
a(s)

∣
∣2
ds
}1/2

. (6.86)

By matrices X
q
v and X

q
N we define n× n matrix Cv as follows: each its element is a

rational majorant of the corresponding element of the matrix

Ψv +
m∑

q=1

{
Φ
q
MX

q
v + Φ

q
v
[
X
q
N + X

q
v
]}
. (6.87)

By the constructing, Cv ≥ lX − Ca , where Ca is defined by the equality

Ca = Ψa +
m∑

q=1

∫ tq

tq−1

Φ
q
a(s)Ẋ

q
a (s)ds. (6.88)

Problem (6.61) is uniquely solvable when the matrix Ca is invertible and the con-
dition

∥
∥Cv

∥
∥ <

1
∥
∥C−1

a ‖
(6.89)

holds.
Thus the following analog of Theorem 6.1 is obtained.

Theorem 6.8. Let computable operators L and l in approximate problem (6.66),
(6.67) and the matrix Xa with computable elements defined by (6.75) be such that
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the matrix Ca defined by (6.88) is invertible and the condition (6.89) is fulfilled with
the matrix Cv defined by (6.87). Then boundary value problem (6.61) is uniquely
solvable for any f ∈ Ln and α ∈ Rn.

Example 6.9. Let us study the problem

[
ẋ1(t)

ẋ2(t)

]

+

⎡

⎢
⎣

2t − 3 4t − 3 + 2t3

2tχ2 (t)
2

t + 2
sin

t + 2
6

⎤

⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

x1
[

2
3
tχ1 (t)

]

x2
[

1
2

(
t4 − 1

2

)]

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

=
[
f 1(t)

f 2(t)

]

, t ∈ [0, 1],

(6.90)

xi(ξ) = 0, ξ �∈ [0, 1], i = 1, 2,

x1(1)− 1
10
x2(0) = α1,

1
5
x1(0) +

∫ 1

0
(2s− 1)x2(s)ds = α2

(6.91)

for the unique solvability. Here χ1 and χ2 are the characteristic functions of the
segments [0,

√
2/2) and [

√
2/2, 1], respectively (τ1 =

√
2/2).

Let 0 = t0 < t1 < t2 < t3 = 1 with t1 = 0.7071067811, t2 = t1 + 10−10. Notice
that t1 <

√
2/2 < t2. Define the parameters of the approximate problem as follows:

pa11(t) = 2t − 3, pa12(t) = 4t − 3 + 2t3,

1pa22(t) = 2pa12(t) = 0, 3pa21(t) = 2t,

pa22 =
1
6
− (t + 2)2

1296
+

(t + 2)4

65 · 5!
− (t + 2)6

67 · 7!
,

pv11 = pv12 = 1pv21 = 3pv21 = 0, 2pv21 = t22 − t21,

1pv22 = 443361 · 10−15, 2pv22 = 10−15, 3pv22 =
90199

125
· 10−12,

1ha11(t) = 1ha21(t) = 2
3
t, 2ha11(t) = 3ha11(t) = 2ha21(t) = 3ha21(t) = 0,

1hv11 = 3hv11 = 1hv21 = 3hv21 = 0, 2hv11 = 2hv21 =
2
3
t2,

ha12(t) = ha22(t) = 1
2

(
t2 +

1
2

)
(
t2 − t21

)
,
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2hv12 = 2hv22 =
1
2

(
t22 +

1
2

)(
1
2
− t21

)
,

3hv12 = 3hv22 =
3
4

(
t22 −

1
2

)
,

Ψa = Ψ =

⎡

⎢
⎢
⎣

1 − 1
10

1
5

0

⎤

⎥
⎥
⎦ , Φa(t) = Φ(t) =

⎡

⎣
1 0

0 t − t2

⎤

⎦ .

(6.92)

The unique solvability of problem (6.90), (6.91) is proved in the computer-
assisted way by the constructive scheme for the study of problem (6.61).

In this example

0.53 <
1

∥
∥C−1

a

∥
∥ < 0.54, 10−5 <

∥
∥Cv

∥
∥ < 2 · 10−5. (6.93)

6.4. BVP in the space of piecewise absolutely continuous functions

Consider the general linear boundary value problem (see (3.12))

L̃y = f , l̃ y = α (6.94)

with linear bounded operators L̃ : DSn(m) → Ln and l̃ = [l̃1, . . . , l̃n+mn] : DSn(m)
→ Rn+mn, following the notation of Section 6.3. Recall (see Section 3.2) that
DSn(m) � Ln ×Rn+mn if

J = {Λ,Y}, (Λz)(t) =
∫ t

0
z(s)ds, (Yβ)(t) = Y(t)β, (6.95)

where

Y(t) = (E, χ[t1,1] (t)E, . . . , χ[tm ,1] (t)E
)
; (6.96)

J−1 = [δ, r], δy = ẏ, r y = col
(
y(0),Δy

(
t1
)
, . . . ,Δy

(
tm
))

,

Δy
(
ti
) = y

(
ti
)− y

(
ti − 0

)
.

(6.97)

In what follows in this section, we assume that the operator Q = L̃Λ : Ln → Ln

has the bounded inverse operator Q−1. In this case the principal boundary value
problem (6.3)

L̃y = f , r y = α (6.98)

is uniquely solvable for any f ∈ Ln and α ∈ Rn+mn, and the fundamental vec-
tor Y = (y1, . . . , yn+mn) (rY = E) of the homogeneous equation L̃y = 0 is the



192 Constructive study of linear problems

solution of the problem (6.5):

L̃Y = 0, rY = E. (6.99)

Let us demonstrate that finding the elements yi of the fundamental vector is re-
duced to solving n + mn the Cauchy problems for an equation in the space Dn.
Denote

X(t) = (x1, . . . , xn+mn
) = Y(t)− Y(t). (6.100)

Clearly L̃X = −L̃Y and rX = 0. This and the representation (3.9),

L̃y = Qẏ +A0y(0) +
m∑

i=1

AiΔy
(
ti
)
, (6.101)

imply that each element xi, i = 1, . . . ,n +mn, of X is the solution of the problem

(
L̃xi

)
(t) = −ai(t), t ∈ [0, 1], xi(0) = 0, Δxi

(
tk
) = 0, k = 1, . . . ,m,

(6.102)

where ai(t) is the ith column of the matrix A(t) = (A0(t),A1(t), . . . ,Am(t)),

A0 = L̃E, Ai = L̃
(
χ[ti ,1]E

)
. (6.103)

Denoting by L : Dn → Ln the restriction of the operator L̃ : DSn(m) → Ln on the
space Dn,

Lx = Qẋ + A0x(0), (6.104)

we can define the element xi as the solution of the Cauchy problem

(
Lxi

)
(t) = −ai(t), t ∈ [0, 1], xi(0) = 0. (6.105)

After solving n +mn such problems we obtain the fundamental vector Y:

Y(t) = Y(t) + X(t). (6.106)

In view of the above consideration, the constructive study of boundary value prob-
lems for the unique solvability in the space DSn(m) requires only some minimum
and evident modification to the corresponding procedures used in the case of the
space Dn (see Section 6.4). To illustrate the said, consider in the space DSn(m) the
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boundary value problem (compare with (6.61))

(L̃y)i(t)
def= ẏi(t) +

n∑

j=1

pi j(t)yj
[
hi j(t)

] = f i(t), t ∈ [0, 1],

yi(ξ) = 0 if ξ �∈ [0, 1], i = 1, . . . ,n,

(6.107)

l̃ y
def=
∫ 1

0
Φ(s) ẏ(s)ds + Ψ0y(0) +

m∑

k=1

ΨkΔy
(
tk
) = α. (6.108)

The parameters of this problem are to be approximated within the class of com-
putable function in the same way as it was described in Subsection 6.3.3. It holds
true for the constant matrices Ψ1, . . . ,Ψm too, which are not included in the de-
scription of problem (6.61). Here criterion (6.4) has the form det l̃Y �= 0. Notice
that

l̃Y = l̃Y + l̃X =
m∑

k=0

Ψk +
∫ 1

0
Φ(s)Ẋ(s)ds, (6.109)

thus, for the constructive checking of the criterion, we can use the considerations
of Subsection 6.3.3 taking into account the case when the restriction of L̃ onto Dn

has the same form as in (6.61).

6.5. Boundary value problem for a singular equation

The key condition for the applicability of constructive Theorem 6.1 is the unique
solvability of the principal boundary value problem (6.3) for any f ∈ B and
α ∈ Rn. In case this condition is fulfilled, the main problem of the constructive
study of the general boundary value problem is the construction of an approxi-
mate fundamental vector with sufficiently high guaranteed accuracy (step 2 of the
scheme (1)–(7)). In all above-considered cases of applying the general scheme,
the principal boundary value problem was taken as the Cauchy problem. In this
section, we consider a possibility of constructive studying of the principal bound-
ary value problem different from the Cauchy problem as well as constructing an
approximate fundamental vector as applied to the equation

(Lx)(t)
def= t(1− t)ẍ(t) + p(t)

(
Shx
)
(t) = f (t), t ∈ [0, 1], (6.110)

with a given measurable function h and summable p, f . We consider equation
(6.110) in the space Dπ � L × R2 entered in Section 4.2. Dπ is the space of all
functions x : [0, 1] → R1 possessing the properties as follows:

(1) function x is absolutely continuous on [0, 1],
(2) the derivative ẋ is absolutely continuous on every [c,d] ⊂ (0, 1),
(3) the product t(1− t)ẍ(t) is summable on [0, 1].
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We use the isomorphism (4.22) J = {Λ,Y} : L×R2 → Dπ ,

(Λz)(t) =
∫ 1

0
Λ(t, s)z(s)ds, Λ(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(t − 1)
(1− s) , 0 ≤ s ≤ t ≤ 1,

− t
s
, 0 ≤ t < s ≤ 1,

(Yβ)(t) = (1− t)β1 + tβ2, β = col
{
β1,β2}.

(6.111)

In this case J−1 = [δ, r],

(δx)(t) = t(1− t)ẍ(t), rx = col
{
x(0), x(1)

}
. (6.112)

The norm in the space Dπ is defined by

‖x‖Dπ = ‖δx‖L +
∣
∣x(0)

∣
∣ +

∣
∣x(1)

∣
∣. (6.113)

Under such isomorphism, the principal boundary value problem is the problem

Lx = f , x(0) = β1, x(1) = β2. (6.114)

As is demonstrated in Section 4.2.1, the operator L : Dπ → L is Noether, and

(Qz)(t)
def= (LΛz)(t) = z(t)− (Kz)(t), (6.115)

where K : L → L is defined by

(Kz)(t) =
∫ 1

0
K(t, s)z(s)ds (6.116)

with the kernel

K(t, s) = −p(t)Λ
[
h(t), s

]
. (6.117)

Equation (6.110) can be written in the form

t(1− t)ẍ(t)−
∫ 1

0
K(t, s)

[
s(1− s)ẍ(s)

]
ds + p(t)

[
1− h(t)

]
σh(t)x(0)

+ p(t)h(t)σh(t)x(1) = f (t), t ∈ [0, 1],
(6.118)

where

σh(t) =
⎧
⎪⎨

⎪⎩

1 if h(t) ∈ [0, 1],

0 if h(t) �∈ [0, 1].
(6.119)
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Here and in what follows the function Λ(t, s) is equal to zero outside the square
[0, 1] × [0, 1]. The operator K : L → L is compact (Theorem B.1) and, hence,
Q : L → L is a canonical Fredholm operator. The invertibility of this operator is
a criterion of the unique solvability of principal boundary value problem (6.114)
for any f ∈ L1, β1,β2 ∈ R (Theorem 1.16). The standard conditions for the in-
vertibility of Q of the form ‖K‖L→L < 1 or ρ(K) < 1 can be too rough to be useful
for the study of concrete boundary value problems. Our constructive approach
enables us to extend essentially the possibilities for establishing the invertibility of
I − K .

Fix ε ∈ (0, 1). Let

K̃(t, s) =
N∑

i=1

ui(t)vi(s) (6.120)

be a degenerate kernel with measurable essentially bounded functions vi and sum-
mable ui such that

ess sup
s∈[0,1]

∫ 1

0

∣∣K(t, s)− K̃(t, s)
∣∣dt ≤ ε. (6.121)

Next, let the N ×N matrix

E − A, A− {ai j}, ai j =
∫ 1

0
vi(t)uj(t)dt, i, j = 1, . . . ,N , (6.122)

be invertible.
Denote by bi j the elements of the matrix B = (E − A)−1 and

H̃(t, s) =
N∑

j=1

N∑

i=1

ui(t)bi jv j(s). (6.123)

The function H̃(t, s) is the resolvent kernel of K̃(t, s): for each f ∈ L, the unique
solution of the equation

z(t)−
∫ 1

0
K̃(t, s)z(s)ds = f (t), t ∈ [0, 1], (6.124)

is the function

z̃(t) = f (t) +
∫ 1

0
H̃(t, s) f (s)ds. (6.125)

Let d be such that

ess sup
s

∫ 1

0

∣
∣H̃(t, s)

∣
∣dt ≤ d. (6.126)
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If the inequality

ε <
1

1 + d
(6.127)

holds, then due to the theorem on invertible operator (see, e.g., [100, Theorem
3.6.3]) the operator I − K has the bounded inverse and the principal boundary
value problem (6.117) is uniquely solvable for any f ∈ L, β1,β2 ∈ R. Notice that
inequality (6.127) can be checked with the computing experiment if the functions
ui, vi, i = 1, . . . ,N , are computable.

Assuming condition (6.127) is fulfilled, consider the question on constructing
an approximation to fundamental vector X = (x1, x2) of the equation Lx = 0
(LX = 0, rX = E) with a guaranteed error bound. The element x1 is the solution
of the problem

Lx = 0, x(0) = 1, x(1) = 0 (6.128)

and has the representation

x1(t) = (Λz1
)
(t) + (1− t), (6.129)

where z1(t) is the solution of the equation

z(t)−
∫ 1

0
K(t, s)z(s)ds = −p(t)

[
1− h(t)

]
σh(t), t ∈ [0, 1], (6.130)

σh(t) =
⎧
⎪⎨

⎪⎩

1 if h(t) ∈ [0, 1],

0 if h(t) �∈ [0, 1].
(6.131)

For x2 we have the problem

Lx = 0, x(0) = 0, x(1) = 1 (6.132)

and, therefore,

x2(t) = (Λz2
)
(t) + t, (6.133)

where z2(t) is the solution of the equation

z(t)−
∫ 1

0
K(t, s)z(s)ds = −p(t)h(t)σh(t), t ∈ [0, 1]. (6.134)
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Denoting by z̃1 (z̃2) the solution of (6.130) (of (6.134)), where the kernel K(t, s) is
replaced by K̃(t, s), we obtain due to the known estimate (see, e.g., [100, Theorem
3.6.3]), taking place under the conditions of the invertible operator theorem, the
following inequalities:

∫ 1

0

∣
∣z1(t)− z̃1(t)

∣
∣dt ≤ ε

(1 + d)2

1− ε(1 + d)

∫ 1

0

∣
∣p(t)

∣
∣(1− h(t)

)
σh(t)dt

def= ε1,

∫ 1

0

∣
∣z2(t)− z̃2(t)

∣
∣dt ≤ ε

(1 + d)2

1− ε(1 + d)

∫ 1

0

∣
∣p(t)

∣
∣h(t)σh(t)dt

def= ε2.

(6.135)

These estimates allow us to obtain a guaranteed error bound for the approxi-
mate fundamental vector (x̃1, x̃2).

Now consider the boundary value problem for equation (6.110) with the gen-
eral linear boundary conditions

lix = αi, i = 1, 2. (6.136)

The linear bounded functional li : Dπ → R has the representation

lix =
∫ 1

0
ϕi(t)t(1− t)ẍ(t)dt + ψi1x(0) + ψi2x(1), (6.137)

where function ϕi is measurable and essentially bounded on [0, 1], ψi,1,ψi,2 =
const.

A criterion of the unique solvability of (6.110), (6.136) is the invertibility of
the matrix {lix j}, i, j = 1, 2. Estimates (6.135) together with the possibility of
constructing functions z̃1 and z̃2 allow us to check efficiently this criterion. Indeed,
the presentation (6.137) implies

lix j =
∫ 1

0
ϕi(t)zj(t)dt + ψij . (6.138)

Denote

θ = {ϑi j}, ϑi j =
∫ 1

0
ϕi(t)z̃ j(t)dt + ψij , i, j = 1, 2. (6.139)

The estimates (6.135) imply

∣∣ϑi j − lix j
∣∣ ≤ εj · qi, (6.140)

where qi ≥ ess supt∈[0,1] |ϕi(t)|.
If the matrix θ is invertible and

max
{
q1, q2

}(
ε1 + ε2

)
<

1
∥
∥θ−1

∥
∥ , (6.141)
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then the matrix {lix j} of problem (6.110), (6.136) is invertible too, that is, this
problem is uniquely solvable.

Notice that the computer experiment realizing the above scheme allows us
to recognize the unique solvability for any uniquely solvable problem such that
its kernel K(t, s) can be approximated with such an accuracy as we wish by the
kernels K̃(t, s) with computable functions ui, vi and the functions ϕ1, ϕ2 can be
approximated by computable functions with any required accuracy in the uniform
metric.

Example 6.10. Consider problem (6.110), (6.136) with the functional li defined by
(6.137) and p(t) ≡ 10,

h(t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

t − 1
4

, t ∈ [0, 0.25), ϕ1(t) = χ[0.26,0.49]∪[0.51,0.74] (t)

100
8
t − 3, t ∈ [0.25, 0.26), ϕ1(t) = χ[0.26,0.49]∪[0.51,0.74] (t),

1
4

, t ∈ [0.26, 0.49), ϕ2(t) = χ[0.51,0.74] (t)

25t − 12, t ∈ [0.49, 0.51), ϕ2(t) = χ[0.51,0.74] (t),

3
4

, t ∈ [0.51, 0.74), ψ11 = 6, ψ12 = −0.6,

100
8
t − 17

2
, t ∈ [0.74, 0.75), ψ11 = 6, ψ12 = −0.6,

t +
1
4

, t ∈ [0.75, 1], ψ21 = −4.5, ψ22 = 13.6.

(6.142)

We will follow the above scheme of the study. Define the kernel K̃(t, s) by (6.120),
where

u1(t) = −10χ[1/4,1/2] (t), u2(t) = −10χ[1/2,3/4] (t),

v1(s) = − 3
4(1− s)χ[0,1/4] (s)−

1
4s
χ[1/4,1] (s),

v2(s) = − 1
4(1− s)χ[0,3/4] (s)−

3
4s
χ[3/4,1] (s).

(6.143)

Here ε, the error bound of the approximation to K(t, s) (6.114) defined by (6.121),
is no greater than 0.2. The resolvent kernel H̃(t, s) is defined by (6.123), where
b11 = b22 = 1.123, b12 = b21 = −1.554, and d < 1.1. Next

z̃1(t) = −10[1− h(t)]χ[1/4,3/4] (t) + 1.7χ[1/4,1/2] (t) + 26.7χ[1/2,3/4] (t),

z̃2(t) = − 10h(t)χ[1/4,3/4] (t) + 16.6χ[1/4,1/2] (t)− 8.4χ[1/2,3/4] (t),
(6.144)
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and ε1 + ε2 ≤ 7.604 (see (6.135)). The matrix θ (6.139) is defined by

θ =
(

10.232 −1.014
1.066 9.943

)

. (6.145)

Thus

θ−1 = 1
10.232 · 9.943 + 1.066 · 1.014

(
9.943 1.014
−1.066 10.232

)

, (6.146)

and ‖θ−1‖ < 0.113, 1/‖θ−1‖ > 8.5.
Since in this example q1 = q2 = 1, inequality (6.141)

ε1 + ε2 ≤ 7.604 < 8.5 <
1

∥∥θ−1
∥∥ (6.147)

holds and, consequently, the boundary value problem under consideration is
uniquely solvable for any f ∈ L and α1,α2 ∈ R.

In conclusion it may be said that in this example, ‖K‖L→L > 3.

6.6. The Cauchy matrix and a posteriori error bounds

Efficiency in realizing the scheme (1)–(7) depends essentially on fineness of guar-
anteed error bounds for the approximate fundamental vector. For a posteriori
error bounds obtained by computing (or estimating) the defect, this fineness is
defined either by the accuracy in solving the corresponding operator (most of-
ten, integral) inequality for the error or by the exactness of the estimate for the
norm of the Green operator G0 to the principal boundary value problem (6.3)
(see Theorem 6.1).

Consider the possibility of constructing the mentioned a posteriori error
bounds as applied to the equation

Lx = f , (6.148)

with linear bounded operator L : Dn → Ln (in this section Ln = Ln[0,T], Dn =
Dn[0,T], (Λz)(t) = ∫ t0 z(s)ds, (Yα)(t) = Eα, δx = ẋ, rx = x(0)) having the princi-
pal part Q : Ln → Ln of the form

(Qz)(t) = z(t)−
∫ t

0
K(t, s)z(s)ds, (6.149)

where the elements ki j(t, s) of the kernel K(t, s) are measurable in the triangle
0 ≤ s ≤ t ≤ T and satisfy the inequalities

∣∣ki j(t, s)
∣∣ ≤ μ(t), μ ∈ L1, i, j = 1, . . . ,n. (6.150)
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Recall that in this event equation (6.148) covers as the special cases the equations
with concentrated or distributed delay (see Section 2.2). The operator Q has the
bounded inverse Q−1:

(
Q−1z

)
(t) = z(t) +

∫ t

0
H(t, s)z(s)ds, (6.151)

where H(t, s) is the resolvent kernel for K(t, s). The principal boundary value
problem (here the Cauchy problem)

Lx = f , x(0) = α (6.152)

is uniquely solvable for any f ∈ Ln and α ∈ Rn. Problem (6.5) for the fundamental
vector X = (x1, . . . , xn) has the form

LX = 0, X(0) = E. (6.153)

Thus the column xi is the solution of the problem

Lx = 0, x(0) = ei, (6.154)

where ei is the ith column of the identity n × n matrix. The solution x of the
problem (6.152) has the form

x(t) = X(t)α +
∫ t

0
C(t, s) f (s)ds, (6.155)

where C(t, s) is the Cauchy matrix possessing the following properties (see Subsec-
tion 2.2.3):

C′t (t, s) = H(t, s), 0 ≤ s ≤ t ≤ T , (6.156)

C′t (t, s) =
∫ t

s
C′t (t, τ)K(τ, s)dτ + K(t, s), 0 ≤ s ≤ t ≤ T , (6.157)

C(t, s) = E +
∫ t

s
C′τ(τ, s)dτ, 0 ≤ s ≤ t ≤ T. (6.158)

Let Xa = (xa1, . . . , xan) be an approximation of the fundamental vector:

Lxai = Δi, xai (0) = ei. (6.159)

A simple way of constructing the estimate of the error yi = (xi − xai ) is as follows.
For zi = ẏi we have

zi(t) =
∫ t

0
K(t, s)zi(s)ds + Δi(t), (6.160)
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that implies

∣
∣zi(t)

∣
∣ ≤

∫ t

0

∥
∥K(t, s)

∥
∥ · ∣∣zi(s)

∣
∣ds +

∣
∣Δi(t)

∣
∣, (6.161)

and, by the theorem on integral inequality, we obtain

∣
∣zi(t)

∣
∣ ≤ m(t)

∫ t

0
exp

(∫ t

s
m(τ)dτ

)∣
∣Δi(s)

∣
∣ds +

∣
∣Δi(t)

∣
∣, (6.162)

where m(t) = ‖{μi j(t)}‖, μi j(t) = μ(t), i, j = 1 . . . ,n. Hence

∣
∣yi(t)

∣
∣ ≤

∫ t

0
m(τ) exp

(∫ τ

0
m(ξ)dξ

)∫ τ

0

∣
∣Δi(s)

∣
∣ds dτ +

∫ t

0

∣
∣Δi(s)

∣
∣ds, t ∈ [0,T].

(6.163)

The presence of exponential factor in the right-hand side of (6.163) indicates
that even for modest values n and T (say, n = 10, T = 5) estimate (6.163) can be
highly overstated with respect to actual values of error.

Consider now an alternate way of constructing an error bound. This way is
based on constructing an approximation C̃(t, s) of the Cauchy matrix C(t, s) such
that the norm ‖C − C̃‖Ln→Ln∞ is no greater than a given εC ; here C, C̃ : Ln → Ln∞
are linear integral Volterra operators with kernels C(t, s) and C̃(t, s), respectively.
In this event, for |yi(t)| we have the estimate

∣
∣yi(t)

∣
∣ ≤

∫ t

0

∥
∥C̃(t, s)

∥
∥ · ∣∣Δi(s)

∣
∣ds + εC ·

∫ T

0

∣
∣Δi(s)

∣
∣ds, t ∈ [0,T]. (6.164)

This estimate is essentially more accurate than (6.163) if it is possible to construct
a sufficiently good approximation C̃(t, s). We will describe an efficiently realizable
way of constructing such an approximation under the condition that the kernel
K(t, s) admits a piecewise constant approximation being as accurate as we wish.
This way can be extended to more wide classes of kernels.

Split the segment [0,T] on N + 1 equal parts by the points 0 = t0 < t1 < · · · <
tN+1 = T and denote ti+1 − ti = �.

Next, on every square

�i j
def= (

ti, ti+1
)× (t j−1, t j

)
, i = 1, . . . ,N , j = 1, . . . , i, (6.165)

we replace the matrix K(t, s) by the constant matrix Kij and assume constant n×n
matrices ΔKij to be known such that

∣∣K(t, s)− Kij
∣∣ ≤ ΔKij , (t, s) ∈ �i j , i = 1, . . . ,N , j = 1, . . . , i. (6.166)
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Here the symbol |A| for a matrix A = {ai j}means the matrix {|ai j|}. Denote

ηi(t) =
⎧
⎨

⎩

1, t ∈ [ti, ti+1
]
,

0, t �∈ [ti, ti+1
]
,

i = 0, 1, . . . ,N.

Γ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

E 0 0 · · · 0

−�K22 E 0 · · · 0

−�K32 −�K33 E · · · 0

...
...

...
. . .

...

−�KN2 −�KN3 −�KN4 . . . E

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, Γ−1 = {Bij
}

, i, j = 1, . . . ,N ,

K̃(t, s) = Kij , (t, s) ∈ �i j , i = 1, . . . ,N ; j = 1, . . . , i.
(6.167)

The resolvent kernel H̃(t, s) for K̃(t, s) can be found in the explicit form (see, e.g.,
Maksimov et al. [151]):

H̃(t, s) =
N∑

i=1

ηi(t)
i∑

k=1

Ξikηk−1(s), (6.168)

where

Ξik =
i∑

j=k
Bi jKjk. (6.169)

Define the matrices C̃′t (t, s) and C̃(t, s) by the equalities

C̃′t (t, s)
def= H̃(t, s), C̃(t, s) = E +

∫ t

s
H̃(τ, s)dτ. (6.170)

Also define the linear operators K , K̃ , H̃ ,ΔK : Ln → Ln as integral operators with
the kernels K(t, s) K̃(t, s), H̃(t, s) and [K̃(t, s)− K(t, s)], respectively.

The inequality

q
def= ∥∥ΔK(I + H̃)

∥∥
Ln→Ln < 1 (6.171)

allows us, applying the theorem on invertible operator, to obtain the estimate

‖C − C̃‖Ln→Ln∞ ≤ ‖H − H̃‖Ln→Ln ≤ q

1− q‖I + H̃‖Ln→Ln . (6.172)

Thus under (6.171) we can replace the constant εC in (6.164) by the right-hand side
of (6.172). Notice that constants q and ‖I + H̃‖Ln→Ln can be calculated efficiently
with computer.
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Example 6.11. Consider the Cauchy problem

ẋ(t)− p(t)xh(t) = 1, t ∈ [0, 5],

x(0) = 0,
(6.173)

where p(t) = η1(t)− 2η2(t)− 2η3(t) + 3η4(t)− η6(t)− η7(t) + 4η8(t) + 4η9(t),

h(t) = 0.4η1(t) + 0.9η2(t) + 0.1η3(t) + 0.7η4(t)

− η5(t) + 0.2η6(t) + η7(t) + 2η8(t) + 3η9(t),

ηi(t) = χ[0.5i;0.5(i+1)] (t), i = 1, . . . , 9.

(6.174)

Let xa(t) be an approximate solution of (6.173) giving the defect Δ(t) with the
estimate

∣
∣Δ(t)

∣
∣ ≤ ε, t ∈ [0, 5]. (6.175)

Here a posteriori estimate (6.163) has the form

∣
∣xa(t)− x(t)

∣
∣ ≤ 5

9

(
e9 − 1

)
ε, t ∈ [0, 5]. (6.176)

The estimate obtained with (6.172) is as follows:

∣
∣xa(t)− x(t)

∣
∣ ≤ 165ε, t ∈ [0, 5] (6.177)

(in this case the estimate ‖H̃‖L1→L1 ≤ 10 is used, it is obtained in the way as it was
described above).

6.7. Other applications of the constructive approach

Considering the problems in this section, we restrict ourselves to brief description
of the scheme for reducing an original problem to a finite-dimensional one and to
discussing some details of the realization of the constructive approach, and present
some illustrative examples.

6.7.1. Boundary value problems with boundary inequalities

Consider the problem

L̃y = f , l̃ y ≤ β, β ∈ R
N , (6.178)

following the notations and the assumptions of Section 6.4 with respect the op-

erator L̃ : DSn(m) → Ln and the components l̃i : DSn(m) → R1 of the vector

functional l̃ : DSn(m) → RN . Point out that here the number of inequalities, N , in
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the boundary conditions is fixed and does not connect with the dimension n and
the number m of the possible break-points.

The general solution of equation L̃y = f has the form

y(t) = Y(t)α + g(t), (6.179)

where α ∈ Rn+mn, Y = (y1, . . . , yn+mn) (rY = E) is the fundamental vector of the
homogeneous equation L̃y = 0, and g is the solution of the principal boundary
value problem

L̃y = f , r y = 0. (6.180)

In the view of considerations of Sections 6.3, 6.4, and 6.6 we suppose N× (n+
mn) matrices M, M and vectors d,d ∈ RN to be known such that

M ≤ l̃Y ≤M, (6.181)

d ≤ l̃g ≤ d. (6.182)

Theorem 6.12. Let there exist a vector c ∈ Rn+mn with nonnegative components such
that the system of linear inequalities

Mγ ≤ β +Mc − d (6.183)

has a nonnegative solution γ ∈ Rn+mn. Then problem (6.178) has a solution y ∈
DSn(m) being the solution of the principal boundary value problem

L̃y = f , r y = γ − c. (6.184)

Proof. Let γ ∈ Rn+mn, γ ≥ 0 be such that

Mγ ≤ β +Mc − d. (6.185)

This implies due to (6.181), (6.182) that

l̃Y · γ ≤ β + l̃Y · c − l̃g,

l̃Y · (γ − c) ≤ β − l̃g.
(6.186)

Substituting α = γ − c in (6.179), we conclude that

y(t) = Y(t) · α + g(t) (6.187)

satisfies boundary conditions (6.1). Since rg = 0, we have

r y = rα = r(γ − c). (6.188)
�
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To investigate system (6.183), one can use the standard possibilities of Maple.

Example 6.13. Consider on the segment [0, 5] the system

ẏ1(t) = −λ(t)× y1(t) + μ(t)× K(t)× ν0,

ẏ2(t) = 0.041y1(t)− 0.231y2(t) +
(
2.7L(t)− 0.73KV(t)− 273.3t + 3664.3

) · ν0,

ẏ3(t) = 0.0443y1(t)− 0.1041y3(t)

+
(
0.5727L(t)− 0.45888KA(t) + 0.9853t − 220

) · ν0,

ẏ4(t) = 0.02957y1(t) + 0.1823y2(t) + 0.346y3(t)

− 0.643y4(t)− (329.17 + 25.68t) · ν0,

ẏ5(t) = 0.0834y1(t) + 0.0938y2(t) + 0.01304y3(t)

− 0.04845y5(t)− (5.636t + 88.643) · ν0,
(6.189)

where ν0 = 0.001, λ(t) = 0.03 + 0.2t, μ(t) = 0.98 + 0.3t,

K(t) = 356.36 + 32.997t − 0.223t2, L(t) = 561.86 + 8.13t − 0.497t2,

KV(t) = 19.45 + 4.81t, KA(t) = 0.58 + 6.13t,
(6.190)

with 23 boundary conditions

0 ≤ y4(5) ≤ 1, 1 ≤ y5(5) ≤ 2, y2(5) ≤ 1, y3(5) ≤ 1,
∫ 5

0
2.635y1(s)ds ≤ 50, 0.5 ≤ y1(0) ≤ 5, 0.5 ≤ y2(0) ≤ 5,

0.5 ≤ y3(0) ≤ 0.8, 0.5 ≤ y4(0) ≤ 5, 0.5 ≤ y5(0) ≤ 5,

Δyi(2) ≤ 0, Δyi(3) ≤ 0, Δyi(4.8) ≤ 0, i = 1, 2.

(6.191)

For this problem in the space DS5[0, 2, 3, 4.8, 5] the unique solvability is es-
tablished and there are found the initial values of all components of a solution
(admissible trajectory):

y1(0) = 0.5, y2(0) = 0.5, y3(0) = 0.5, y4(0) = 0.5, y5(0) = 0.5,
(6.192)

as well as the values of all jumps:

Δy1(2) = −1.21, Δy1(3) = −0.4, Δy1(4.8) = −0.8,

Δy2(2) = −8.2, Δy2(3) = −4.4, Δy2(4.8) = −6.1.
(6.193)
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Notice that the problem (6.189), (6.191) is a model of the so-called problem
of impulsive control for an ecological situation (see [148]), where y1 is the volume
of equipment funds of the region’s industry, y2 is the substance dispersion level of
the water resources, y3 is the substance dispersion level of atmosphere, y4 is the
sick rate of respiration organs (of population), and y5 is the sick rate of digestion
organs. All values are presented in some conventional units of measurement.

6.7.2. The control problem

Turn back to the control problem considered in Subsection 2.2.4:

(Lx)(t)
def= ẋ(t) +

∫ t

0
dsR(t, s)x(s) = v(t) + (Bu)(t), t ∈ [0,T], (6.194)

x(0) = α, lx
def= Ψx(0) +

∫ T

0
Φ(s)ẋ(s)ds = β, (6.195)

assuming that the parameters of the problem admit a sufficiently accurate approx-
imation within the class of computable operators and functions. It is required to
find a control u : [0,T] → Rr , u ∈ Lr2 (Lr2 is the space of r-vector functions square
summable on [0,T]) such that the boundary value problem (6.194), (6.195) with
such u has the solution x ∈ Dn. As is shown in Subsection 2.2.4, a criterion of the
solvability of the control problem is the invertibility of the n× n matrix

M =
∫ T

0
[B∗θ](τ)[B∗θ]�(τ)dτ. (6.196)

Here B∗ : (Ln)∗ → (Lr2)∗ is the adjoint operator to B : Lr2 → Ln,

θ(s) = Φ(s) +
∫ T

s
Φ(τ)C′τ(τ, s)dτ, (6.197)

C(t, s) is the Cauchy matrix of the operator L, and ·� is the symbol of transposi-
tion.

A matrix Ma approximating M with the accuracy Mv,

M −Ma ≤Mv, (6.198)

can be constructed on the base of approximations of operator B∗, matrix Φ(s) and
matrix C(t, s) by a computable operator B∗a , matrix Φa(s) with computable ele-
ments, and matrix C̃(t, s), respectively. Therewith we can construct C̃(t, s) approx-
imating C(t, s) with a guaranteed error bound in the way described in Section 6.5.
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The invertibility of M under the estimate (6.198) with invertible Ma is pro-
vided by the inequality

∥
∥Mv

∥
∥ <

1
∥∥M−1

a

∥∥ . (6.199)

For the case lx
def= x(T), some details of the constructive study of (6.194),

(6.195) as well as illustrative examples can be found in [118].
The constructive study of the control problem for the solvability can be done

easier in the case (Lx)(t)
def= ẋ(t) − P(t)x(t), (Bu)(t)

def= B(t)u(t), and lx
def= x(T),

with respect to the classical setting of the control problem.
Consider some details of the constructive study of such a problem as applied

to the system

ẋ(t)− P(t)x(t) = v(t) + B(t)u(t), t ∈ [0, 1], (6.200)

where the elements of n×nmatrix P and function v are summable on [0, 1], the el-
ements bi j : [0, 1] → R1 of n×n matrix B are piecewise continuous functions with
possible breaks of the first kind at the fixed points τ1, . . . , τm and being continuous
from the right at these points. In such a case the matrix M has the form

M =
∫ 1

0
C(1, s)B(s)B�(s)C�(1, s)ds. (6.201)

The Cauchy matrix C(t, s) of the system

ẋ(t)− P(t)x(t) = 0, t ∈ [0, 1], (6.202)

has the form C(t, s) = X(t)X−1(s), where X is the fundamental matrix of (6.202).
Thus the invertibility of M (6.201) is equivalent to the invertibility of the matrix

W =
∫ 1

0
Γ(s)Γ�(s)ds, Γ(s) = X−1(s)B(s). (6.203)

Denote Y(s) = X−1(s). In the way described in Subsection 6.3.3 we define the
system of rational points 0 = t0 < t1 < · · · < tm = 1; the matrices Pia, Piv; the
matrices Yi

a, Yi
v, Y

i
N (similarly to the matrices Xi

a, Xi
v, X

i
N ); and the matrices Bia, Biv,

BiM (similarly to the matrices Φi
a, Φi

v, Φ
i
M); i = 1, . . . ,m.

Next, define matrices

Γia(t) = Yi
a(t)Bia(t),

Γiv(t) =
{
Yi
a

(
ti−1
)

+ Yi
N

}
Biv + Yi

v

{
BiM + Biv

}
,

(6.204)

such that Γiv ≥ Γ(t)− Γia(t) , t ∈ [ti−1, ti), i = 1, . . . ,m.
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Finally define matrices

Wa =
m∑

i=1

∫ ti

ti−1

Γia(s)
[
Γia(s)

]�
ds,

Wv =
m∑

i=1

ΓiN
[
Γiv
]�

+ Γiv
[
ΓiN
]�

+
(
ti − ti−1

)
Γiv
[
Γiv
]�

,

(6.205)

such that

Wv ≥ W −Wa . (6.206)

The control problem for the system (6.200) is solvable if matrix Wa is invert-
ible and

∥
∥Wv

∥
∥ <

1
∥∥W−1

a

∥∥ . (6.207)

Example 6.14. With the computer program realizing the proposed scheme, the
solvability of the control problem is established for system (6.200), where

n = 3, r = 2, E1 = [0; 0, 5), E2 = [0, 5; 0, 75),

E3 = [0, 75; 1], E4 = [0; 0, 75), E5 = [0, 5; 1],

p11(t) = p22(t) = p33(t) = t, t ∈ [0, 1],

p12(t) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1
5
t2, t ∈ E1,

1
12
t, t ∈ E2,

0, t ∈ E3,

p23(t) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1
8
t, t ∈ E1,

−1
8
t, t ∈ E2,

0, t ∈ E3,

p13(t) =

⎧
⎪⎪⎨

⎪⎪⎩

0, t ∈ E4,

1
10
t, t ∈ E3,

p21(t) =

⎧
⎪⎪⎨

⎪⎪⎩

0, t ∈ E1,

−1
7
t, t ∈ E5,

p31(t) =

⎧
⎪⎪⎨

⎪⎪⎩

−1
5
t, t ∈ E1,

0, t ∈ E5,
p32(t) =

⎧
⎪⎪⎨

⎪⎪⎩

0, t ∈ E1,

−1
6
t, t ∈ E5,

g12(t) = g21(t) = g32(t) = 0, g31(t) = t3, t ∈ [0, 1],
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g11(t) =
⎧
⎪⎨

⎪⎩

t +
1
2

, t ∈ E1,

−t2, t ∈ E5,
g22(t) =

⎧
⎪⎨

⎪⎩

1
2
t, t ∈ E4,

t5, t ∈ E3.

(6.208)

In this example,

5 · 10−2 <
1

∥
∥W−1

a

∥
∥ < 6 · 10−2, 7 · 10−5 <

∥
∥Wv

∥
∥ < 8 · 10−5. (6.209)

6.7.3. The study of asymptotic properties of the solutions
to the delay systems

Following the paper [160, 161], consider the Cauchy problem for the system of
differential equations with concentrated delay

ẋ(t)− P(t)x[h(t)] = f (t), t ∈ [0,∞),

x(ξ) = ϕ(ξ) if ξ < 0,
(6.210)

x(0) = α. (6.211)

We assume that the elements of n×n matrix P and n-vector function f : [0,∞) →
Rn are T-periodic (T > 0) and summable on the period, function h : [0,∞) → R1

has the form h(t) = t−Δ(t), 0 ≤ Δ(t) ≤ T , whereΔ : [0,∞) → [0,T] isT-periodic,
piecewise continuous with possible breaks of the first kind at fixed points τ1, . . . , τm
and continuous on the right at these points; initial function ϕ : [−T , 0) → Rn is
such that the function

ϕh(t) =
⎧
⎨

⎩
0 if h(t) ≥ 0,

ϕ[h(t)] if h(t) < 0,
(6.212)

is measurable and essentially bounded on [0,∞).

Definition 6.15. The solution x(t,α) of problem (6.210), (6.211) is said to be sta-
bilizable to a T-periodic function y : [0,∞) → Rn if

lim
N→∞

max
t∈[NT ,(N+1)T]

∣∣x(t,α)− y(t)
∣∣ = 0. (6.213)

Below, a scheme of the study of system (6.210) for the stabilizability of its
solution to a T-periodic function is described.

Denote by C(t, s) the Cauchy matrix of the system

(Lx)(t)
def= ẋ(t)− P(t)xh(t) = f (t), t ∈ [0,T], (6.214)
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where

xh(t) =
⎧
⎨

⎩
x[h(t)] if h(t) ∈ [0,T],

0 if h(t) < 0.
(6.215)

Define the operators A and B acting in the space C[0,T] of continuous func-
tions z : [0,T] → Rn by the equality

(Az)(t) = C(t, 0)z(T), (6.216)

(Bz)(t) =
∫ t

0
C(t, s)P(s)zη(s)ds, (6.217)

where η(t) = h(t) + T .
As is shown in [160], in case the spectral radius ρ(A + B) of A + B is less than

one, every solution x(t,α) of (6.210) is stabilizable to the T-periodic function y
being the T-periodic extension on [0,∞) of the solution z(t) of the equation

z = (A + B)z + g, (6.218)

with g(t) = ∫ t0 C(t, s) f (s)ds.
At first consider the case h([0,T]) ⊂ [0,T]. As it takes place, B = 0, and the

condition ρ(A) < 1 is equivalent to the following condition. The spectral radius of
the monodromy matrix X(T) ≡ C(T , 0) : Rn → Rn is less than one. The way pro-
posed in Section 6.3.3 allows us to construct an approximate monodromy matrix

Xa(T) = {xai j}n1 and a matrix Xv(T) = {xvi j}n1 such that Xv(T) ≥ X(T)− Xa(T) .
Write the characteristic equation for X(T):

λn + c1λ
n−1 + · · · + cn = 0, (6.219)

where the constant (−1)ici, i = 1, . . . ,n, is equal to the sum of all the ith order
principal minors of X(T). As is known, the condition ρ(X(T)) < 1 is equivalent
to the condition that |λi| < 1 for all roots λi, i = 1, . . . ,n, of equation (6.219). In
[217] one can find a way of constructing efficient criteria of the fulfillment of the
inequalities |λi| < 1, i = 1, . . . ,n. For example as n = 3, such criterion has the form

c1 + c2 + c3 + 1 > 0, 1− c1 + c2 − c3 > 0,

3 + 3c3 − c2 − c1 > 0, 1− c2
3 + c3c1 − c2 > 0.

(6.220)

With the inequalities xai j − xvi j ≤ xi j ≤ xai j + xvi j and due to interval arithmetic (see,
e.g., Alefeld and Herzberger [2]) we can find numbers cai , cvi , such that cai − cvi ≤
ci ≤ cai + cvi , and hence check condition (6.220).
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Example 6.16. With a special program implementing the scheme proposed above,
there is established the stabilizability of all solutions of the system

⎡

⎢
⎣

ẋ1(t)
ẋ2(t)
ẋ3(t)

⎤

⎥
⎦ +

⎡

⎢
⎢
⎢
⎣

0.5 + 0.505
[− (t − k)

]
0 −0.5(t − k)

−0.25(t − k) 0.25(t − k) 0

0 −1
3

(t − k) 1− 1
3

(t − k)

⎤

⎥
⎥
⎥
⎦

×

⎡

⎢
⎢
⎣

x1
[
(t − k)2 + k

]

x2(t)

x3
[
(t − k)2 + k

]

⎤

⎥
⎥
⎦ = 0, t ∈ [k, k + 1), k = 0, 1, . . . .

(6.221)

Remark 6.17. In [48] it is shown that the conditions h([0,T]) ⊂ [0,T] and
ρ(X(T)) < 1 imply the existence of positive numbers N and α such that

∥
∥C(t, s)

∥
∥ ≤ N exp

{− α(t − s)}, 0 ≤ s ≤ t <∞. (6.222)

Consider one further case when the inequality ρ(A + B) < 1 can be efficiently
checked. Let h(t) ≡ c ∈ (−T , 0) on the set H = {t ∈ [0,T] : h(t) �∈ [0,T]}. As it
takes place, we have for the operator B defined by (6.217) the representation

(Bz)(t) =D(t)z(d), (6.223)

where D(t) = ∫ t0 C(t, s)P(s)χH (s)ds, χH is the characteristic function of H , d =
c + T ; and the equation (6.218) takes the form

z(t) = C(t, 0)z(T) + D(t)z(d) + g(t), t ∈ [0,T]. (6.224)

In this event the condition ρ(A + B) < 1 is fulfilled, if the spectral radius of the
2n× 2n matrix

F =
⎛

⎝
C(T , 0) D(T)

C(d, 0) D(d)

⎞

⎠ (6.225)

is less than one. The elements of the matrices C(T , 0) and C(d, 0) can be approx-
imated in the way described above. To approximate the elements of D(T) and
D(d), we can use the approximation of the Cauchy matrix (see Section 6.6). Thus
one can consider that, for each element of F , there is found a sufficiently small
interval with the rational end-points that include this element. Further it makes it
possible to check the condition ρ(F ) < 1 in the way used above in the case B = 0.

The proposed scheme of the study can be naturally extended to the case of
system with a finite number of delays and a prehistory concentrated at a finite
number of points:

(Bz)(t) =D1(t)z
(
d1
)

+ · · · + Dν(t)z
(
dν
)
, (6.226)

di ∈ [0,T].
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Notice conclusively that the effectively computable estimates of the rate of
stabilization,

θ(N ,α) = max
t∈[NT ,(N+1)T]

∣
∣x(t,α)− y(t)

∣
∣, (6.227)

(see Definition 6.15) are given in [161].
The questions of theoretical validating the computer-assisted study of various

classes of equations (ordinary differential, partial differential, integral, operator
equations) occupy an important place in the current literature. See, for instance,
the book by Kaucher and Miranker [110], first published 1984, and [68, 85, 158,
159, 173, 174]. The presentation in this chapter is based on the works [147–151,
192, 195–197].



7
Nonlinear equations

7.1. Introduction

Let, as previously, D be a Banach space that is isomorphic to the direct product
B×Rn, and let isomorphism J−1 : D → B×Rn be defined by J−1x = [δ, r]x.

The study of the equation δx = Fx with nonlinear operator F defined on the
space D or on a certain set of this space meets a lot of difficulties and any rich in
content theory is possible to develop only for special narrow classes of such equa-
tions. The second part of the book [32] in Russian is devoted to the boundary value
problems for nonlinear equations. We will restrict ourselves below to a survey of
the results of the mentioned book and by the proofs of some assertions which are
most actual from our point of view.

The first section of the chapter is devoted to equations with monotone op-
erators. The theorems of solvability of quasilinear problems in the section are
based on the reduction of the boundary value problem to the equation x = Hx
with monotone (isotonic or antitonic) operatorH on the appropriate semiordered
space. Some suitable choice of such a space permits investigating certain singular
boundary value problems. The schemes and constructions of this section are based
on the results of Chapters 1, 2, and 4.

In case F : D → B is continuous compact, the equation δx = Fx allows us
to apply some theorems of functional analysis. This is why such equations may be
studied by certain standard methods. It should be noted that some equations quite
different at first sight may have one and the same set of solutions. By various trans-
formations, keeping the set of solutions, one can come from a given equation to
another which is equivalent to the initial one. The reduction of the given equation
to the equivalent one, but more convenient for investigation, is an ordinary mode
for studying new equations. Such a mode however demands solving some compli-
cated auxiliary equations. Nevertheless the aim of investigation may be attained by
only establishing the fact of the solvability. In other words, it suffices sometimes
to establish only the fact of the reducibility of the equation to the desired form.
Due to such circumstance, the class of “reducible” equations as well as the prob-
lem of “reducibility” of equations have a special place in the theory of functional
differential equations.
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The equation δx = Fx is called reducible on a set M of the space D if there
exists a continuous compact operator F0 : M → B such that the equations δx = Fx
and δx = F0x are equivalent (the sets of solutions of δx = Fx and δx = F0x, which
belong to M, coincide). The problem of reducibility is discussed in Section 7.3.

An approach to the problem of a priori estimates of solutions is described
in Section 7.4. This approach is based on the notion of a priori inequality. Some
theorems on the solvability of nonlinear boundary value problems for reducible
functional differential equations are obtained in Section 7.5 making use of the
mentioned a priori estimates.

Section 7.6 is devoted to the problem of minimization of nonlinear function-
als that generalize the square functionals considered in Chapter 5.

The ideas on the reducibility of equations find applications in the theory of
stochastic functional differential equations. Some results on such a question are
presented in Section 7.7 written by A. V. Ponosov.

7.2. Equations with monotone operators

7.2.1. Theorems on “forks”

On a semiordered set X of a linear space, consider the equation

x = Hx. (7.1)

Assume that the operator H : X → X permits the representation Hx = P(x, x),
where P(x, x) : X×X → X does not decrease with respect to the first argument and
does not increase with respect to the second one (P(α,β) is isotonic with respect
to α and antitonic with respect to β). Let there exist a pair u, v ∈ X that composes
a “fork:”

u < z, u ≤ P(u, z), z ≥ P(z,u). (7.2)

Denote

[u, z] = {x ∈ X : u ≤ x ≤ z}. (7.3)

The order interval [u, z] is a convex set. From (7.2) it follows that the operator H
maps the interval [u, z] into itself:

u ≤ P(u, z) ≤ P(x, x) = Hx ≤ P(z,u) ≤ z. (7.4)

If X is a Banach space under a norm such that [u, z] is bounded and closed, the
complete continuity (i.e., both continuity and compactness) of H : [u, z] → X
guarantees, by Schauder theorem, that there exists a solution x ∈ [u, z] of x = Hx.

It is useful for applications of the given “fork scheme” that a wide class of
operators H permits a decomposition H = H1 +H2 with isotonicH1 and antitonic
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H2 (see, e.g., [36, 44, 132]). For such an operator H , inequalities (7.2) take the
form

u < z, u ≤ H1u +H2z, z ≥ H1z +H2u. (7.5)

In particular, if H is antitonic, (7.2) takes the form

u < z, u ≤ Hz, z ≥ Hu. (7.6)

Consider for illustration the problem on positive solution of the equation

x = Kx + f (7.7)

with antitonic K .

Theorem 7.1. Let f (t) ≥ 0, K f ≥ 0, K(0) = 0, f +K f ≥ 0, and K : [ f +K f , f ] →
X be continuous compact and antitonic. Then the equation x = Kx+ f has a positive
solution x ∈ [ f + K f , f ].

Proof. Due to the scheme given above, it suffices to put z = f , u = f + K f ,
Hx = Kx + f . �

Let us estimate by Theorem 7.1 the length of the interval where there is de-
fined a positive solution of the Cauchy problem

ẍ(t) + p(t)xγ(kt) = 0, x(0) = 0, ẋ(0) = α > 0,

γ > 0, 0 < k ≤ 1,
(7.8)

with summable p(t) ≥ 0. The Cauchy problem in W2 is equivalent to the equation
x = Kx + f in the space C of continuous functions, where

(Kx)(t) =
∫ t

0
(s− t)p(s)xγ(ks)ds, f (t) = αt. (7.9)

By Theorem 7.1, the latter equation has a positive solution on (0, b) if

αγ−1kγ
∫ t

0
(t − s)sγ p(s)ds ≤ t, t ∈ (0, b). (7.10)

For γ = 2 this inequality holds on (0, b) if

∫ b

0
p(s)ds ≤ 27

4b2αk2
. (7.11)

In case γ = 1 there exists a positive solution on (0, b), if

∫ b

0
p(s)ds ≤ 4

bk
. (7.12)
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The latter inequality in case k = 1 is a well known test by Lyapunov-Zhukovskii
for nonoscillation of the equation ẍ(t) + p(t)x(t) = 0.

Below we give a simple variant of the theorem by Tarskii-Birkhof-Kantorovich
(see [109]) in the form that is convenient for our purposes.

Theorem 7.2. Let there exist a pair u, z ∈ X such that

u < z, u ≤ Hu, z ≥ Hz. (7.13)

Let, further, the operator H : [u, z] → X be continuous compact and isotonic. Then
the successive approximations {xi}, xi+1 = Hxi, x0 = z (x0 = u) converge to the
solution x (x) of the equation x = Hx; x̄, x belong to [u, z], and for each solution
x ∈ [u, z], the inequality x ≤ x ≤ x̄ holds.

Proof. The operator H maps the interval [u, z] into itself. Therefore there exists at
least one solution x ∈ [u, z]. Let x be such a solution. The sequence {xi}, xi+1 =
Hxi, x0 = z is decreasing and bounded below by x since H maps [x, z] into itself.
The sequence {xi} is compact and monotone. Therefore there exists x̄ = limi→∞ xi.
Since x̄ is a solution, the inequality x̄ ≥ x for any solution x ∈ [u, z] is proved.

The proof for x is analogous. �

7.2.2. Reduction of the boundary value problem to an equation
with isotonic (antitonic) operator

Let X and B be semiordered Banach spaces, and u, z ∈ X, u < z. We say that an
operator F : [u, z] → B satisfies the condition L1

[u,z] (L2
[u,z]) if the representation

Fx = T1x +M1x
(
Fx = T2x +M2x

)
(7.14)

is possible, where M1 : [u, z] → B (M2 : [u, z] → B) is isotonic (antitonic) and
T1 : X → B (T2 : X → B) is linear.

Consider the boundary value problem

Lx = Fx, lx = α (7.15)

with linear operator L : D → B, linear bounded vector functional l : D → Rn,
and nonlinear operator F : D → B. Let D � B × Rn and let D, B be semiordered
Banach spaces.

If F satisfies condition Li
[u,z], problem (7.15) might be rewritten in the form

Lix =Mix, lx = α, (7.16)

where Li = L− Ti. Let the linear problem

Lix = ϕ, lx = α (7.17)
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be uniquely solvable for any ϕ ∈ B and α, and let the Green operator Gi of the
problem be isotonic (antitonic). Problem (7.16) is equivalent to the equation

x = GiMix + g (7.18)

in the space D. Here g is a solution to the semihomogeneous problem

Lix = 0, lx = α. (7.19)

Under proper assumptions the operator

H
def= GiMi + g (7.20)

will be isotonic (antitonic).
Let [u, z] = {x ∈ C : u(t) ≤ x(t) ≤ z(t), t ∈ [a, b]} and let N[u, z] → L be a

Nemytskii operator defined by

(Nx)(t) = f
(
t, x(t)

)
. (7.21)

In many cases the Nemytskii operator satisfies the condition L1
[u,z] (L2

[u,z]) with an
operator T1 : [u, z] → L (T2 : [u, z] → L) of the form

(
T1x

)
(t) = p1(t)x(t)

((
T2x

)
(t) = p2(t)x(t)

)
, (7.22)

where p1 ∈ L (p2 ∈ L). In such a case we will say that N : [u, z] → L satisfies the
condition L1

[u,z] (L2
[u,z]) with the coefficient p1 (p2). It will be so, for instance, if

p1(t) ≤ ∂

∂y
f (t, y)

(
∂

∂y
f (t, y) ≤ p2(t)

)
(7.23)

for y ∈ [mint∈[a,b] u(t), maxt∈[a,b] z(t)].
Indeed, let

∂ f (t, y)
∂y

≥ p1(t), t ∈ [a, b], y ∈ [m,M]. (7.24)

The function M1(t, y)
def= f (t, y)− p1(t)y does not decrease in y:

∂M(t, y)
∂y

= ∂ f (t, y)
∂y

− p1(t) ≥ 0. (7.25)

Therefore N : [u, z] → L satisfies the condition L1
[u,z] with the coefficient p1.

If a Nemytskii operator is Lipschitz with the coefficient p ∈ L, then it satisfies
both of the conditions L1

[u,z] and L2
[u,z] with p1 = −p and p2 = p, respectively. Re-

mark that a Nemytskii operator that satisfies simultaneously the conditions L1
[u,v]

and L2
[u,v] with p1 and p2 is Lipschitz (see [125]).
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The Nemytskii operator is a factor in many constructions of the operator F.
For instance, if [u, z] ⊂ C and F : [u, z] → L has the form

(Fx)(t) = f
(
t, xh(t)

)
, (7.26)

then F = NSh. If the function

M1(t, y)
def= f (t, y)− p1(t)y

(
M2(t, y)

def= f (t, y)− p2(t)y
)

(7.27)

does not decrease (increase) in the second argument for y ∈ [min{u(t), t ∈
[a, b]}, max{z(t), t ∈ [a, b]}], then F : [u, z] → L, defined by (7.26), satisfies
the condition L1

[u,z] (L2
[u,z]). Namely,

(Fx)(t) = p1(t)xh(t) +M1(t, xh(t)
)
,

(
(Fx)(t) = p2(t)xh(t) +M2(t, xh(t)

))
.

(7.28)

7.2.3. Nagumo-like theorems

Let B be a Banach space of measurable functions z : [a, b] → R1, let the space D of
x : [a, b] → R1 be isomorphic to B×Rn, and also D ⊂ C.

Suppose D, such that any Green operator G : B → D, as an operator acting
into the space C of continuous functions (G : B → C), is compact. By Remark 1.24,
this assumption is fulfilled if the compactness of the Green operator G : B → C
for a certain problem is established. For instance, if D is the space Wn of functions
x : [a, b] → R1 with absolutely continuous derivatives of the order up to (n − 1),
then in case n ≥ 2, the compactness property is fulfilled for the Cauchy operator
C : Lp → C, 1 ≤ p ≤ ∞,

(Cz)(t) =
∫ t

a

(t − s)n−1

(n− 1)!
z(s)ds (7.29)

(i.e., for the Green operator of the Cauchy problem x(n) = z, x(k)(a) = 0, k =
0, . . . ,n − 1). In case n = 1, the operator C : L → C is not compact (see [229]).
Therefore none of the Green operators G : L → C is compact if n = 1.

Let u, z ∈ D, u(t) < z(t), t ∈ [a, b], [u, z] = {x ∈ C : u(t) ≤ x(t) ≤ z(t), t ∈
[a, b]}, and let F : [u, z] → B be continuous and bounded. Consider the boundary
value problem

(Lx)(t) = (Fx)(t), lx = α, (7.30)

where L : D → B is a linear bounded operator, l : D → Rn is a linear bounded
vector functional. Denote

ωu(t) = (Lu)(t)− (Fu)(t),

ωz(t) = (Lz)(t)− (Fz)(t).
(7.31)
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Theorem 7.3. Let the following conditions be fulfilled.
(1) ωu(t) ≤ 0, ωz(t) ≥ 0 (ωu(t) ≥ 0, ωz(t) ≤ 0), t ∈ [a, b].
(2) The operator F : [u, z] → B satisfies the condition L1

[u,z] (L2
[u,z]) with the

continuous and bounded M1 : [u, z] → B (M2 : [u, z] → B).
(3) The boundary value problem

L1x
def= Lx − T1x = f , lx = 0

(
L2x

def= Lx − T2x = f , lx = 0
)

(7.32)

is uniquely solvable and its Green operator G1 (G2) is isotonic (antitonic).
(4) For the solutions gu, g, gz of the homogeneous equation L1x = 0 (L2x =

0), satisfying the boundary conditions lx = lu, lx = α, and lx = lz, respec-
tively, the inequalities

gu(t) ≤ g(t) ≤ gz(t), t ∈ [a, b], (7.33)

hold.
Then the problem (7.30) has a solution x ∈ [u, z]. If the solution is not unique,

then there exists a pair of solutions x, x ∈ [u, z] such that any solution x ∈ [u, z] of
(7.30) satisfies the inequalities

x(t) ≤ x(t) ≤ x(t), t ∈ [a, b]. (7.34)

Proof. It suffices to consider the case of the condition L2
[u,z], another case is similar.

Let the condition L2
[u,z] be fulfilled. By the scheme proposed in the foregoing

subsection, problem (7.30) is equivalent to the equation x = Hx in the space D.
Here Hx = G2M2x + g. We will consider this equation on [u, z] ⊂ C (it is possible
as any one of continuous solutions of this equation belongs to D). The operator
H : [u, z] → B is isotonic and continuous compact. Since z = G2M2z + G2ωz + gz
and u = G2M2u + G2ωu + gu, we have z ≥ Hz, u ≤ Hu. Addressing Theorem 7.2
completes the proof. �

Remark 7.4. Proof of Theorem 7.3 makes use of the compactness and continuity
ofG2M2 : C → C. This property ofG2M2 ensures by the above assumption that the
Green operator of every boundary value problem in the space D is compact as the
operator acting into C. Such assumption is needless when the operatorM2 : C → B
is continuous and compact.

Remark 7.5. If in addition to conditions (1)–(4) of Theorem 7.3 the condition
L1

[u,z] (L2
[u,z]) is fulfilled and the Green operator G1 (G2) of the problem

L2x = f , lx = 0
(
L1x = f , lx = 0

)
(7.35)

is also antitonic (isotonic), then the solution x ∈ [u, z] is unique.



220 Nonlinear equations

Indeed, from the assumption of the existence of the ordered pair x, x of solu-
tions we obtain that the right-hand side and the left-hand side of the equality

x − x = G2(M2x −M2x
) (

x − x = G1(M1x −M1x
))

(7.36)

have different signs.

Example 7.6. Consider the problem

...
x (t) = −2x2

h(t) + 60, x(0) = x(1) = ẋ(1) = 0, t ∈ [0, 1], (7.37)

in the space W3
p , 1 ≤ p ≤ ∞. The function h : [0, 1] → R1 is assumed to be

measurable.

Assertion 7.7. Problem (7.37) has a unique solution x ∈ W3
p such that 0 ≤ x(t) ≤

10t(1− t)2.

Proof. Let us put u(t) = 0, z(t) = 10t(1 − t)2 and examine the fulfillment of the
conditions of Theorem 7.3. We have

ωu(t) = −60 < 0, ωz(t) = 2z2(t) ≥ 0. (7.38)

Denote f (y) = −2y2 + 60, Fx = f (xh). Since df /dy ≥ −4M for y ∈ [0,M], where
M = maxt∈[0,1] z(t) = 40/27, the operator F : [u, z] → L∞ satisfies the condition
L1

[u,z]:

(Fx)(t) = p1xh(t) +M1(t, xh(t)
)
, (7.39)

where p1 = −4M, the function M1(t, y) does not decrease in y.
For the problem

(
L1x

)
(t)

def= ...
x (t)− p1xh(t) = ϕ(t), x(0) = x(1) = ẋ(1) = 0, (7.40)

condition (2.214) is fulfilled. Hence this problem is uniquely solvable and its Green
operator is isotonic. Next, gu = g = gz = 0. Thus, by Theorem 7.3, problem
(7.37) has a solution x ∈ [u, z]. By Remark 7.5, this solution is unique. Indeed,
F is antitonic. Hence L2x ≡ ...

x . The problem

(
L2x

)
(t)

def= ...
x (t) = ϕ(t), x(0) = x(1) = ẋ(1) = 0 (7.41)

is uniquely solvable and its Green function

G2(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
2
s(1− t)2 if 0 ≤ s ≤ t ≤ 1,

1
2
t(1− s)(2s− t − ts) if 0 ≤ t < s ≤ 1,

(7.42)

is nonnegative. �
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Example 7.8. In the elasticity theory, the problem

ẍ(t) +
3
t
ẋ(t) = − 2

x2(t)
, ẋ(0) = 0, x(1) = α > 0, t ∈ [0, 1]. (7.43)

arises. Conditions of the solvability of this problem are established by Stuart (see,
e.g., [100]). Making use of Theorem 7.3, we present here a refinement of Stuart’s
result given by Alves [5].

On the base of the results of Section 4.4, the problem should be considered in
the space D � Lp ×R1, 1 < p <∞, the elements of which are defined by

x(t) =
∫ 1

0
(t − s)z(s)ds + β, {z,β} ∈ Lp ×R

1. (7.44)

Thus D = {x ∈ W2
p : ẋ(0) = 0}.

Assertion 7.9. Problem (7.43) has a unique solution x ∈ D satisfying the inequali-
ties

α ≤ x(t) ≤ 1
4α2

(
1− t2) + α, t ∈ [0, 1]. (7.45)

Proof. Denoting

(Lx)(t) = ẍ(t) +
3
t
ẋ(t), (Fx)(t) = − 2

x2(t)
, (7.46)

write the problem (7.43) in the form

Lx = Fx, x(1) = α. (7.47)

Make use of Theorem 7.3. Putting u(t) = α, z(t) = (1/4α2)(1− t2) + α, we have

u(t) ≤ z(t), ωu(t) = 2
α2

> 0, ωz(t) = − 2
α2

+
2

z2(t)
< 0. (7.48)

The Nemytskii operator F : [u, z] → Lp satisfies the condition L2
[u,z] with p2 =

4/α3 as dF(y)/dy ≤ 4/α3 for y ≥ α. Consider the auxiliary linear problem

(
L2x

)
(t)

def= ẍ(t) +
3
t
ẋ(t)− 4

α3
x(t) = ϕ(t), x(1) = 0. (7.49)

For v(t) = (1/4α2)(1− t), we have statement (c) of Theorem 4.20. Namely,

(
L2v

)
(t) = − 1

α2
− 1
α5

(
1− t2) < 0, v(1)−

∫ 1

0

(
L2v

)
(t)dt > 0. (7.50)
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Hence, problem (7.49) is uniquely solvable and its Green operator G2 is antitonic.
Since, besides, gu = g = gz, all the conditions of Theorem 7.3 are fulfilled. So
problem (7.43) has a solution x ∈ D such that u(t) ≤ x(t) ≤ z(t).

Operator F : [u, z] → Lp is isotonic and, hence, it satisfies the condition L1
[u,z]

with p1 = 0. The Green function G1(t, s) of problem L1x = ϕ, x(1) = 0 was
constructed in Section 4.4:

G1(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− s3

2t2
(
1− t2) if 0 ≤ s ≤ t ≤ 1,

− s
2

(
1− s2) if 0 ≤ t < s ≤ 1.

(7.51)

This function takes no positive value. Thus the solution is unique by Remark 7.5.
�

An analogous proof of the solvability of the problem

ẍ(t) +
1
t
ẋ(t) = βexp

(
− 1
x(t)

)
, ẋ(0) = 0, x(1) = 0 (7.52)

in the space D = {x ∈ W2
p : ẋ(0) = 0} is presented in [5]. Such a problem arises

in the study of processes in chemical reactor.
Consider the problem

π(t)ẍ(t) = f
[
t, x(t)

]
, x(a) = α1, x(b) = α2, t ∈ [a, b], (7.53)

where π(t) is one of the following functions: π(t) = t − a, π(t) = b − t, π(t) =
(t − a)(b − t). We take as the space D the space similar to Dπ (see Section 4.2.1)
replacing in its definition the space L by the space Lp, 1 < p <∞. Denote this space
by D

p
π . By Remark 1.24, the Green operator Gp : Lp → D

p
π of any boundary value

problem in the space D
p
π , as an operator mapping into the space C, is compact.

This follows from the fact that, for instance, the Green operator G0 : Lp → C of
problem πẍ = z, x(a) = x(b) = 0 is compact [229]. Recall that the Green function
of this problem is defined by (4.21). Note that the operator G0 is antitonic.

Assume that there exists a pair u, z ∈ D
p
π such that

u(t) < z(t), t ∈ (a, b),

u(a) ≤ α1 ≤ z(a), u(b) ≤ α2 ≤ z(b),

π(t)ü(t)− f
[
t,u(t)

] def= ωu(t) ≥ 0,

π(t)z̈(t)− f
[
t, z(t)

] def= ωz(t) ≤ 0, t ∈ [a, b].

(7.54)

Recall that [u, z] = {x ∈ C : u(t) ≤ x(t) ≤ z(t), t ∈ [a, b]}.
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Theorem 7.10. Let the Nemytskii operator F : [u, z] → Lp, 1 < p < ∞, defined by
(Fx)(t) = f [t, x(t)] be continuous, bounded, and satisfies the condition L2

[u,z] with
p2. Then there exists a solution x ∈ [u, z] of (7.53).

Proof. By the condition L2
[u,z], we can write the equation πẍ = f (t, x) in the form

(
L2x

)
(t)

def= π(t)ẍ(t)− p2(t)x(t) =M2[t, x(t)
]
, (7.55)

where M2(t, y) does not increase in y. Therefore

L2[z − u] =M2(t, z)−M2(t,u) + ωz − ωu def= ϕ, (7.56)

where ϕ(t) ≤ 0. Thus v = z − u satisfies the equality

(
L2v

)
(t) = ϕ(t) ≤ 0. (7.57)

Note that without loss of generality we can put ϕ(t) �≡ 0. Indeed, otherwise,
v satisfies the homogeneous equation πẍ − p2x = 0. In this case we take another
coefficient p2

0 (p2
0(t) ≥ p2(t)) of the condition L2

[u,z] such that v ceases to be a
solution of the homogeneous equation.

For the problem

L2x = f , x(a) = x(b) = 0, (7.58)

the statement (a) of Theorem D.2 with W = G0 holds. Therefore this problem is
uniquely solvable and its Green operator G2 is antitonic, this with Theorem 7.3
completes the proof. �

Example 7.11. Consider the problem

ẍ(t) = q(t) ln x(t), x(0) = α1, x(1) = α2, t ∈ [0, 1], (7.59)

0 ≤ αi ≤ 1, i = 1, 2, under the assumption that coefficient q is summable on [0, 1]
and ess inf t∈[0,1] q(t) = α > 0.

We consider problem (7.59) in the space D
p
π , 1 < p <∞, π(t) = t(1− t).

Assertion 7.12. For every α1, α2 problem (7.59) has a unique solution x ∈ D
p
π such

that

βt(1− t) ≤ x(t) ≤ 1, t ∈ [0, 1], (7.60)

where β satisfies the inequality 2β + ln(β/4) ≤ 0.
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Proof. Let us write (7.59) in the form

(Lx)(t)
def= t(1− t)ẍ(t) = (Nx)(t), x(0) = α1, x(1) = α2, (7.61)

where

(Nx)(t) = t(1− t)q(t) ln x(t), (7.62)

and apply Theorem 7.10. Putting u(t) = βt(1− t) and z(t) ≡ 1, we have

ωu(t) = −2β − q(t) ln
[
βt(1− t)] ≥ −

(
2β + ln

β

4

)
≥ 0, ωz(t) ≡ 0. (7.63)

The Nemytskii operator N : [u, z] → Lp satisfies the condition L2
[u,v] with p2(t) =

(1/β)q(t). Indeed, the operator M2 : [u, z] → Lp defined by

(
M2x

)
(t) = q(t)t(1− t) ln x(t)− 1

β
q(t)x(t), (7.64)

is antitonic, as for x1, x2 ∈ [u, z], x1(t) ≤ x2(t), t ∈ [0, 1], we have

(
M2x2

)
(t)− (M2x1

)
(t) = q(t)

{
t(1− t) ln

x2(t)
x1(t)

− 1
β
x1(t)

[
x2(t)
x1(t)

− 1
]}

≤ 1
β
q(t)

[
u(t)− x1(t)

][x1(t)
x2(t)

− 1
]
≤ 0, t ∈ (0, 1).

(7.65)

By Theorem 7.10, problem (7.59) has a solution x ∈ [0, z]. This solution is unique
due to Remark 7.5, as N is isotonic and the Green operator G1 of the problem

t(1− t)ẍ(t) = ϕ(t), x(0) = x(1) = 0 (7.66)

is antitonic. �

7.3. Reducibility of equations

Mathematical description of many problems is often realized in the form of func-
tional equation, for instance, differential one. Equations arising in applications
are, as a matter of fact, a kind of a picture composed by means of mathematical
symbols. Any investigation of functional equation demands a definition of the no-
tion of solution. In other words, we are forced to define the functional space in
which the equation must be considered. As such a space we offer the Banach one
D � B × Rn. This space might be considered as a generalization of the space of
absolutely continuous functions. The above theory of linear equations Lx = f
in the space D � B × Rn assumes the operator L : D → B to be Noether of the
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index n. This assumption guarantees the existence of a finite-dimensional param-
eterization of the set of all solutions and provides reducibility of the equation to
the form δx = Px+ f with a compact operator P : D → B. In the case of nonlinear
equation δx = Fx we also assume that the equation may be reduced to an equiva-
lent δx = F0x with continuous compact F0 : D → B. As we will demonstrate below,
the reducibility of the nonlinear equation may be guaranteed, as in the linear case,
by the property of the set of all solutions to admit a finite-dimensional parameter-
ization. In the general case the necessary and sufficient condition for reducibility
is local compactness of the set of all solutions.

7.3.1. Reducibility in the space D of absolutely continuous functions

The next example may explain the essence of reducibility.
Consider the linear equation

ẋ = Fx
def= (

Sg + K
)
ẋ + Ax(a) + f (7.67)

with compact operator K : L → L and a composition operator Sg : L → L (see
Appendix C). Since nonzero operator Sg : L→L is never compact (Theorem C.9),
the operator F : D → L cannot be compact. Suppose there exists the bounded
inverse (I − Sg)−1. Applying this operator to both sides of (7.67) rewritten in the
form

(
I − Sg

)
ẋ = Kẋ + Ax(a) + f , (7.68)

we obtain the equivalent equation

ẋ = K0ẋ + A0x(a) + f0 (7.69)

with compact operator K0 = (I − Sg)−1K . Thus (7.67) is reducible on the space
D. If in addition the operator I − K0 is also invertible, we may apply (I − K0)−1 to
both sides of the equation

(
I − K0

)
ẋ = A0x(a) + f0, (7.70)

and obtain a very simple integrable equation

ẋ = A1x(a) + f1 (7.71)

with a finite-dimensional operator.
A similar hierarchy of equivalent equations (the given equation ẋ = Fx, the

equation ẋ = F0x with continuous compact F0, the equation ẋ = F1x with finite-
dimensional F1) might be established in some nonlinear cases. As an example,
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we construct the first step of such a hierarchy for the equation

ẋ(t) = f
(
t, x
[
h(t)

]
, ẋ
[
g(t)

])
, t ∈ [a, b],

x(ξ) = ϕ(ξ), ẋ(ξ) = ψ(ξ) if ξ �∈ [a, b].
(7.72)

With the notation of Section 2.2 (see (2.23)) this equation may be rewritten in the
form

ẋ(t) = (Fx)(t)
def= f1

(
t,
(
Shx
)
(t),

(
Sg ẋ
)
(t)
)

(7.73)

under natural assumptions on operators Sh :D → L and Sg :L→L (see Appendix C).
Suppose that the auxiliary functional equation

y(t) = f1
(
t,u(t),

(
Sg y

)
(t)
)

(7.74)

is uniquely solvable in L for every u ∈ L. Then there exists the operator H : L → L
such that the solution of the auxiliary equation has the representation y = Hu
and, hence, (7.72) is equivalent to the equation

ẋ = F0x
def= HShx. (7.75)

The operator Sh : D → L is compact (see Appendix C), therefore F0 : D → L is
continuous compact if, for instance, H is continuous.

Let the boundary value problem

ẋ = Fx, lx = α (7.76)

be correctly solvable (uniquely solvable with the solution depending continuously
on α). Then the equation ẋ = Fx is reducible. Indeed, denote by ϕ(t,α) the deriva-
tive of the solution of the problem (7.76). Then we obtain the equivalent equation

ẋ(t) = (F0x
)
(t)

def= ϕ(t, lx) (7.77)

with continuous compact F0 : D → L. Let us demonstrate that in this case the
general solution of ẋ = Fx depends on arbitrary constant vector α ∈ Rn.

As is shown in Section 2.2 (equality (2.32)), for any linear bounded vector
functional l : D → Rn with linearly independent components it is possible to
construct the linear bounded operator Wl : L → {x ∈ D : lx = 0} such that it has
the bounded inverse and is represented by

(
Wlz

)
(t) =

∫ b

a
W(t, s)z(s)ds. (7.78)
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Let

lx ≡ Ψx(a) +
∫ b

a
Φ(s)ẋ(s)ds, (7.79)

then

W(t, s) =
⎧
⎪⎨

⎪⎩

E −U(t)Φ(s) for a ≤ s ≤ t ≤ b,

−U(t)Φ(s) for a ≤ t < s ≤ b.
(7.80)

Here the n × n matrix U with the columns from D is such that detU(a) �= 0,
lU = E. The substitution

x(t) = (Wlz
)
(t) +U(t)α (7.81)

establishes the one-to-one mapping between the set of solutions x ∈ D of problem
(7.76) and the set of solutions z ∈ L of the equation

z = Ωαz, (7.82)

where Ωα : L → L is defined by

(
Ωαz

)
(t) =

∫ b

a
U̇(t)Φ(s)z(s)ds− U̇(t)α− F{Wlz +Uα

}
(t). (7.83)

Let us write the solution of (7.82) in the form z(t) = θ(t,α). Then the general
solution of the equation ẋ = Fx has the form

x(t) =
∫ b

a
W(t, s)θ(s,α)ds +U(t)α. (7.84)

Thus the correct solvability of the problem (7.76) guarantees the property that the
set of all the solutions of the equation ẋ = Fx admits an n-dimensional parame-

terization. If lx
def= x(a), then

Wlz =
∫ t

a
z(s)ds (7.85)

and the general solution takes the form

x(t) =
∫ t

a
θ(s,α)ds + α. (7.86)

Let us dwell on two examples.
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The Cauchy problem ẋ = Fx, x(a) = α for the equation

ẋ(t) = (Fx)(t)
def= f

[
t, xh(t), ẋg(t)

]
, t ∈ [a, b], (7.87)

is correctly solvable if h(t) = t − τ1, g(t) = t − τ2, where τ1 and τ2 are positive
constants and the superposition f [t,u(t), v(t)] is summable for any measurable
and essentially bounded u : [a, b] → Rn and summable v : [a, b] → Rn. It follows
from the fact that in this event the “step-by-step method” of construction of the
solution to the Cauchy problem is applicable.

Let us return to problem (7.76) under the assumption that the linear problem

ẋ = z, lx = 0 (7.88)

is uniquely solvable. Let, further, G be the Green operator of this problem, and
g = ‖G‖L→D. Problem (7.76) is equivalent to the equation

x = GFx + r (7.89)

in the space D. If there exists a constant k such that

∥
∥Fx1 − Fx2

∥
∥

L ≤ k
∥
∥x1 − x2

∥
∥

D (7.90)

for any pair x1, x2 ∈ D, then the inequality gk < 1 permits applying the Banach
principle. In this case the equation ẋ = Fx is reducible and the set of the solutions
permits the n-dimensional parameterization.

In [32], one can find some tests of reducibility of the equation ẋ = Fx in the
space D of absolutely continuous functions.

A specific place in applications is occupied by the equations with retarded
argument

ẋ(t) = f
(
t, xh(t)

)
, h(t) ≤ t, (7.91)

and their generalization in the form

ẋ(t) = (Fx)(t) (7.92)

with Volterra operator F (Volterra operator is understood in sense of the defi-
nition by Tikhonov [215]). Sometimes such equations are called equations with
aftereffect.

Let X and Y be sets of measurable functions x : [a, b] → Rn and y : [a, b] →
Rn. The operator Φ : X → Y is called Volterra, if for each c ∈ (a, b] and any
x1, x2 ∈ X such that x1(t) = x2(t) a.e. on [a, c] the equality (Φx1)(t) = (Φx2)(t)
holds a.e. on [a, c].

To avoid difficulties connected with generalizations we will restrict ourselves
to (7.92) in the space D � L×Rn of absolutely continuous x : [a, b] → Rn.
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As in the linear case (see Section 2.2.3), the Volterra property of F permits
considering (7.92) and its solutions on any [a, c] ⊂ [a, b] and ignoring the values
x(t) and (Fx)(t) for t > c. In other words, an absolutely continuous function,
x : [a, c] → Rn, is called the solution to (7.92) if ẋ(t) = (Fx)(t) a.e. on [a, c].

The foundations of the theory of ordinary differential equation are theorems
on local solvability of the Cauchy problem, on extendability of the solution of this
problem and about connectedness and compactness of the set of solutions. All
these theorems keep in the general case of “Volterra-reducible” equations.

Definition 7.13. Equation (7.92) is called Volterra-reducible if there exists a con-
tinuous compact Volterra operator F0 : D → L such that for each c ∈ (a, b], the set
of solutions on [a, c] of (7.92) and the set of solutions on [a, c] of the equation

ẋ = F0x (7.93)

coincide.

If the Cauchy problem

ẋ = Fx, x(a) = α (7.94)

for (7.92) is uniquely solvable and the solution is continuous in α (in this case
we say that the problem is correctly solvable), the equation ẋ = Fx is Volterra-
reducible. Equation (7.72) under natural assumptions is Volterra-reducible if
h(t) ≤ t and there exists a constant τ > 0 such that t − g(t) ≥ τ. To prove it,
it suffices to repeat the transformations of (7.72) used in Section 7.3.1 and to note
that the existence of the continuous Volterra operator H : L → L is ensured by the
nilpotency of Sg : L → L.

In [32] some conditions are given which guarantee Volterra reducibility of
(7.92).

Let us give the basic theorems on properties of the Volterra-reducible equa-
tions.

Theorem 7.14. Let (7.92) be Volterra-reducible on [a, b]. Then for each α ∈ Rn,
there exists a c ∈ (a, b] such that the set of solutions to the Cauchy problem

ẋ = Fx, x(a) = α (7.95)

defined on [a, c] is nonempty.

Proof. The substitution x(t) = α +
∫ t
a z(s)ds reduces the problem ẋ = F0x, x(a) =

α for the reduced equation to the equation z = Ωz with a continuous compact
Volterra operator Ω : L → L defined by

(Ωz)(t) =
(
F0

(
α +

∫ (·)

a
z(s)ds

))
(t). (7.96)
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Denote B
γ
b = {z ∈ L[a, b] : ‖z‖L[a,b] ≤ γ}. All the elements of precompact set

ΩB
γ
b have the equipotentially absolutely continuous norms. Therefore there exists

a c ∈ (a, b] such that

∫ c

a

∣
∣y(s)

∣
∣ds ≤ γ, y ∈ ΩB

γ
b . (7.97)

The operator Ω : L[a, c] → L[a, c] maps the set B
γ
c into itself. Reference to the

Schauder principle completes the proof. �

Theorem 7.15. Let (7.92) be Volterra-reducible on [a, b] and let x be a solution of
(7.95) defined on [a, c] ⊂ [a, b). Then there exists a c1 ∈ (c, b] such that problem
(7.95) has on [a, c1] at least one solution x1 such that x1(t) = x(t) on [a, c].

Proof. As in the proof of Theorem 7.10, reduce (7.95) to equivalent equation z =
Ωz. Define the operator Ωc : L[a, b] → L[a, b] by

Ωcz = Ωzc, (7.98)

where

zc(t) =
⎧
⎪⎨

⎪⎩

ẋ(t) if t ∈ [a, c],

z(t) if t ∈ (c, b].
(7.99)

The operator Ωc is completely continuous. Fix γ > 0 and denote

B
γ
b =

{
z ∈ L[a, b] : ‖z‖L[a,b] ≤ γ + ‖ẋ‖L[a,c]

}
. (7.100)

All the elements of precompact set ΩcB
γ
b have the equipotentially absolutely con-

tinuous norms. Therefore there exists a c1 > c such that

∫ c1

c

∣
∣y(s)

∣
∣ds ≤ γ, y ∈ ΩcB

γ
b . (7.101)

The operator Ωc maps B
γ
c1 into itself. By the Schauder principle, there exists a so-

lution to z = Ωcz defined on [a, c1]. Obviously, z(t) = ẋ(t) on [a, c]. The function
x1(t) defined on [a, c1] by x1(t) = α +

∫ t
a z(s)ds is a solution (on this segment) of

problem (7.95) and x1(t) = x(t) on [a, c]. �
The significance of the condition of Theorem 7.15 can be demonstrated by

the following example by S. A. Gusarenko. For the equation

ẋ(t) = (Fx)(t)
def= 3

√

x
[
t −

√
x(t)

]
, t ≥ 0,

x(ξ) = 0 if ξ < 0,
(7.102)
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the solution x of the problem ẋ = Fx, x(0) = α > 0 is defined only on [0,
√
α]: the

graph of x(t) stops at the point {√α,α}. In this example the operator F : D → L is
not continuous. More details on such equations are presented in [95].

Let us give a theorem of compactness and connectedness of the set of solutions
to the Cauchy problem for the Volterra-reducible equation.

Theorem 7.16 (see [58]). Let α ∈ Rn be fixed and let there exist a constant m such
that for any c ∈ [a, b], the uniform a priori estimate

‖x‖Dn[a,c] ≤ m, c ∈ (a, b], (7.103)

holds for all solutions to (7.95) defined on [a, c]. Let, further, (7.92) be Volterra-
reducible. Then the set of all defined solutions on [a, b] to (7.95) is nonempty, compact
(in itself), and connected in D.

7.3.2. Reducibility of the abstract equation

The papers [91, 92] are devoted to general assertions about reducibility of the ab-
stract equation δx = Fx. We produce below some of them.

Consider the equation

Φx = g (7.104)

with the operator Φ acting from a Banach space X into a Banach space X1; g ∈ X1.
Let Y let be a subset of a Banach space Y, let the intersection Y∩X be nonempty.

Equation (7.104) is called (Y, Y)-reducible if there exists a continuous com-
pact operator Π : Y → Y such that the set of solutions of (7.104), which belongs
to Y, coincides with the set of solutions of the equation x = Πx.

The (Y, Y)-reducible equation is called Y-reducible as well as X-reducible
which is called reducible.

Example 7.17. The equation

ẋ(t)− (Fx)(t) = 0, t ∈ [a, b], (7.105)

is C-reducible to the equation

x(t) = x(a) +
∫ t

a

(
F0x

)
(s)ds (7.106)

(C is the space of continuous functions y : [a, b] → Rn) if the operator F :
D → L may be extended to a continuous operator F : C → L whose values
on elements of any ball {y ∈ C : ‖y‖C ≤ ρ} are bounded by a summable uρ :
‖(Fy)(t)‖Rn ≤ uρ(t). C-reducible equations were studied in [145].
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Let, as above, the space D be isomorphic to the direct product B × Rn, let
J = {Λ,Y} : B ×Rn → D be an isomorphism, J−1 = [δ, r]. Rewrite the abstract
functional differential equation in the form

Φx ≡ δx − Fx = 0. (7.107)

Theorem 7.18. Equation (7.107) is D-reducible if and only if there exists a continu-
ous compact operator F0 : D → B such that the set of all solutions of the equation

δx = F0x (7.108)

coincides with the set of all solutions of (7.107).

Proof. Let (7.107) be D-reducible to the equation x = Πx with continuous com-
pact Π : D → D. Define the continuous compact θ : D → B by

θx =
(‖rx‖Rn + 2‖δx‖B

)
z

‖z‖B
(7.109)

with fixed z ∈ B, z �= 0. Define the continuous compact F0 : D → B by

F0x = δΠx + θ(x −Πx). (7.110)

The equations δx = F0x and x = Πx are equivalent. Indeed, any solution x0 of
the equation x = Πx satisfies δx = F0x. Conversely, let x0 be a solution to δx =
δΠx + θ(x −Πx). Then

∥
∥δ
(
x0 −Πx0

)∥∥
B =

∥
∥r
(
x0 −Πx0

)∥∥
Rn + 2

∥
∥δ
(
x0 −Πx0

)∥∥
B. (7.111)

Consequently ‖x0 −Πx0‖D = 0. Thus x0 is a solution to x = Πx.
Let (7.107) be equivalent to (7.108) with continuous compact F0 : D → B.

Equation (7.95) is equivalent to the equation x = Πx with continuous compact
Π : D → D defined by

Πx = ΛF0x + Yrx. (7.112)

�

Lemma 7.19. The set R of all solutions of a reducible equation is closed.

Proof. The set R of all solutions of (7.104) is also the set of all solutions of the
equation x = Πx with continuous compact Π : X → X. Let x0 = limk→∞ xk, xk ∈
R, k = 1, 2, . . . . Then

x0 = lim
k→∞

Πxk = Πx0. (7.113)

Therefore x0 ∈R. �
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Theorem 7.20. Let the space X be finite-dimensional. Then the property of being
closed of the set of all solutions to (7.104) is sufficient and necessary for reducibility of
this equation.

Proof. Let the set R be closed. Then (7.104) is reducible to the equation x = x +
ρ(x, R)z, where ρ(x, R) is the distance between the point x and the set R, z �= 0 is
a fixed element of X. �

The equation xϕ(x) = 0 with ϕ(x) = max{0,‖x‖X − 1} gives an example of
nonreducible equation with a closed set of solutions. Indeed, the ball B1 = {x ∈
X : ‖x‖X ≤ 1} is the set of solutions. The assumption of the compactness of B1

contradicts the equality B1 = ΠB1 for continuous compact Π : X → X.

Theorem 7.21. Let Y be a bounded closed set in the space Y. Then (7.104) is (Y, Y)-
reducible if and only if the set of solutions of (7.104) belonging to Y is compact in Y.

Proof. Let (7.104) be (Y, Y)-reducible to the equation x = Πx. Then the compact-
ness of the set R of solutions belonging to Y follows from the equality R = ΠR.

Let the set R be compact, x0 ∈R. Since the closed convex hull coR of the set
R is compact in Y [119], there exists a continuous compact projector P from Y
into coR [119]. Thus, we may define the operator Π : Y → coR by

Πx = x0ρ(x, R) + P x

1 + ρ(x, R)
, (7.114)

where ρ(x, R) is the distance between the point x and the set R. This operator is
continuous compact and the equality

‖Πx − x‖Y = ρ(x, R)
1 + ρ(x, R)

∥
∥x − x0

∥
∥

Y (7.115)

holds. Consequently, the set of solutions of the equation x = Πx coincides with R
and (7.104) is (Y, Y)-reducible to the equation x = Πx. �

Let B1 = {x ∈ X : ‖x‖X < 1}. Define continuous operators Γ : X → B1 and
Γ−1 : B1 → X by

Γx = x

1 + ‖x‖X
, Γ−1x = x

1− ‖x‖X
. (7.116)

Corollary 7.22. Equation (7.104) is reducible if and only if the set R of all solutions
of the equation is closed and the set ΓR ⊂ X is precompact.

Proof. If (7.104) is reducible, the fact that R is closed follows from Lemma 7.19
and the compactness of ΓR follows from the continuous compactness of the op-
erator ΓΠΓ−1 : B1 → B1 and the equality ΓR = (ΓΠΓ−1)ΓR. Let R be closed, and
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let ΓR be compact. By Theorem 7.21, there exists a continuous compact operator

Π0 : B1 �→ coΓR (7.117)

such that the set of all solutions of the equation y = Π0y coincides with ΓR. Then
(7.104) is reducible to the equation x = Γ−1Π0Γx. �

Theorem 7.21 implies some sufficient tests of reducibility of (7.104).

Test 1. Let the set Y be compact (in itself), and let the set of all solutions of (7.104)
belonging to Y be closed. Then (7.104) is (Y, Y)-reducible.

Test 2. Equation (7.104) is reducible if it has a finite set of solutions.

Test 3. Let the operator Ω : X → X be such that its kth iteration Ωk is continuous
compact. Let, further, the set of all solutions of the equation

x = Ωx (7.118)

be closed. Then this equation is reducible.

Following [1], we will say that, on a bounded set of the space X, a measure ψ
of noncompactness is defined and that the operator Ω : X → X is ψ-condensing if
ψ(ΩX) < ψ(X) for any bounded noncompact set X ⊂ X.

Test 4. Let the operator Ω : X → X be ψ-condensing. Then (7.118) is (X , X)-
reducible for any bounded closed X .

We say that the set of solutions of (7.104) admits a finite-dimensional param-
eterization if the set is homeomorphic to a closed subset of a finite-dimensional
space (two sets are called homeomorphic if there is a continuous one-to-one map-
ping between them).

Theorem 7.23. Let the set of all solutions of (7.104) admit a finite-dimensional pa-
rameterization. Then the equation is reducible.

Proof. Denote by Θ : Rm → X a homeomorphism between a closed subset U ⊂
Rm and the set R ⊂ X of all solutions of (7.104). Since the set U is closed, so the
set R is denoted by

Γx = x

1 + ‖x‖X
, Γ0α = α

1 + ‖α‖Rn
, (7.119)

the operators Γ : X → X and Γ0 : Rm → Rm. Consider a sequence {xk} ⊂ ΓR.
Since xk = ΓθΓ−1

0 αk, where {αk} ⊂ ΓU and ΓθΓ−1
0 is a homeomorphism between

Γ0U and ΓR, it is possible to extract from bounded {αk} and {xk} convergent
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sequences. Therefore the set ΓR is precompact. Hence, by Theorem 7.21, (7.104)
is reducible. �

In contrast to the linear case the nonlinear reducible equation does not
always permit a finite-dimensional parameterization, see [32].

Theorem 7.24. Let M be a closed subset of Rm and let R be the set of all the solutions
of (7.104). The following assertions are equivalent.

(a) There exists a homeomorphism between R and M.
(b) There exists a continuous vector functional ϕ : X → Rm such that ϕR ⊂M

and the system of equation

Φx = g, ϕx = α (7.120)

is correctly solvable for any α ∈M.
(c) Equation (7.104) is reducible to the equation x = θϕx with continuous

ϕ : X → Rm, θ : Rm → X, and, besides, α = ϕθα for α ∈M.

Proof. (a)⇒(b). Denote by θ a homeomorphism between R and M. Let the vec-
tor functional ϕ : X → Rm be a continuous extension of the vector functional
θ−1 : R → M. Since the solution of system (7.120) belongs to R, the system is
equivalent to

Φx = g, θ−1x = α. (7.121)

Hence system (7.120) has a unique solution x = θα for any α ∈R and the solution
continuously depends on α.

(b)⇒(c). If x ∈ R, then ϕx ∈ M. Consequently, x = θϕx. If x = θϕx, then
ϕx = ϕθϕx, ϕx ∈M, x ∈R.

(c)⇒(a). Let ϕ0 be a restriction of the vector functional ϕ to the set R. Then
θ = ϕ−1

0 : M →R is a homomorphism between R and M. �
Section 2.5 was devoted to linear abstract equations with generalized Volterra

operators. Let us consider briefly the nonlinear case of equation with abstract
Volterra operators.

Define in the Banach space X a family of linear and bounded in common
operators Pv : X → X, v ∈ [0, 1], such that

PvPu = Pmin(v,u) for v,u ∈ [0, 1],

lim
u→v P

ux = Pvx for x ∈ X, v ∈ [0, 1],

P0x = 0, P1x = x for x ∈ X.

(7.122)

The operator F : X → X is said to be B-Volterra if PvFPv = PvF for any v ∈ [0, 1].
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Consider the nonlinear equation

Φx = g (7.123)

with Φ : X → X, g ∈ X.
The element xv ∈ X, v ∈ (0, 1), is called a local solution to (7.123) if Pvxv =

xv, PvΦxv = Pvg. Equation (7.123) is called B-Volterra-reducible if it is reducible
to the equation x = Πx with B-Volterra operator Π : X → X and the sets of
local solutions of the equations x = Πx and (7.123) coincide. Local solution xv of
(7.123) is said to be continuable (extendable) if there exists a local solution xu of
(7.123) such that u ∈ (v, 1), Pvxu = xv.

We say that the property A is fulfilled if there exists a sequence of linear
bounded in common operators θk : X → X, k = 1, 2, . . . , such that

lim
k→∞

θkx = x for x ∈ X,

Pvθk = PvθkP
v−1/k for v >

1
k

,

Pvθk = 0 for v ≤ 1
k
.

(7.124)

Theorem 7.25 (see [91, 92]). Let (7.123) be B-Volterra-reducible. Then
(1) equation (7.123) has at least one local solution;
(2) any local solution of (7.123) is extendable;
(3) if the set of all local solutions of (7.123) is bounded, the set of solutions of

(7.123) is nonempty and compact;
(4) if the set of all local solutions of (7.123) is bounded and property A is ful-

filled, the set of solutions of (7.123) is connected.

7.4. A priori inequalities

Any existence theorem based on fixed point principles assumes the presence of
an a priori estimate of possible solution. It is well known that it is difficult to
establish a priori estimates even in the case of differential equations. As for the
case of functional differential equations, the difficulties increase (see, e.g., [56])
and the literature thereof). This is why we do not attempt to discuss the problem
for abstract functional differential equation. We will restrict ourselves to the space
of absolutely continuous functions and offer an approach to the problem on the
base of the concept of “a priori inequality.”

7.4.1. The concept of a priori inequality

The next argument may illustrate the idea of a priori inequality.
Let the equation ẋ = Fx be reducible to the form

ẋ(t) = ϕ
(
t, x(a)

)
. (7.125)
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As it was shown in Section 7.3.1, such a reducibility is possible if the Cauchy prob-
lem ẋ = Fx, x(a) = α is correctly solvable.

Consider the boundary value problem

ẋ = Fx, lx = β, (7.126)

where

lx
def= Ψx(a) +

∫ b

a
Φ(s)ẋ(s)ds, detΨ �= 0. (7.127)

The general solution of the equation ẋ = Fx has the form

x(t) = α +
∫ t

a
ϕ(s,α)ds. (7.128)

Applying the functional l to both sides of the latter equality we get

γ
def= Ψ−1β = α + Ψ−1

∫ b

a
Φ(s)ϕ(s,α)ds

def= α + θα. (7.129)

In such a way we have reduced problem (7.126) to the algebraic equation

α + θα = γ (7.130)

with respect to α. From this equality we have

|Qα| ≤ ∥∥Ψ−1
∥
∥
∫ b

a

∥
∥Φ(s)

∥
∥ · ∣∣ϕ(s,α)

∣
∣ds. (7.131)

Here and below in this section | · | denotes the norm in Rn with the property of
monotonicity. Namely, for α = col(α1, . . . ,αn), β = col(β1, . . . ,βn) the inequalities
|αi| ≤ |βi|, i = 1, . . . ,n, imply |α| ≤ |β|. The symbol ‖ · ‖ denotes the norm of
n× n matrix concordant with | · |.

Thus, by the presence of the estimate of the form

∣
∣ϕ(s,α)

∣
∣ ≤ m(s,α), (7.132)

we can establish solvability of (7.130). For instance, let the function m(s,α) be
bounded or be such that

lim
α→∞

m(s,α)
α

= 0 (7.133)

holds. Then (7.130) and, consequently, problem (7.126) are solvable.
As an example consider the boundary value problem

ẋ(t) = (Fx)(t)
def= f

(
t,
(
Shx
)
(t),

(
Sg ẋ
)
(t)
)
, lx = β. (7.134)
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Assume that t − h(t) ≥ const > 0, t − g(t) ≥ const > 0 (or, what is more general,
assume that the operators Sh : D → L, Sg : L → L are Volterra and nilpotent).
Under such an assumption the equation ẋ = Fx is reducible to the form ẋ(t) =
ϕ(t, x(a)), since the solution of the Cauchy problem ẋ = Fx, x(a) = α may be
constructed by the “step-by-step method.” Let, further,

lx = Ψx(a) +
∫ b

a
Φ(s)ẋ(s)ds, detΨ �= 0,

lim
‖x‖D→∞

‖Fx‖L

‖x‖D
= 0.

(7.135)

The latter assumptions guarantee the reducibility of problem (7.134) to (7.130)
and the solvability of this equation.

Definition 7.26. For the equation

ẋ = Fx, (7.136)

a canonical a priori inequality is said to be fulfilled in the ball with radius r if
there exists a function m : [a, b] × [0, r] → [0,∞) such that m(·, s) is summa-
ble at each s ∈ [0, r] and the inequality

∣
∣ẋ(t)

∣
∣ ≤ m

(
t,
∣
∣x(a)

∣
∣) (7.137)

holds for any solution x of (7.136) with |x(a)| ≤ r.

If there exists a function m : [a, b] × [0,∞) → [0,∞) such that m(·, s) is
summable at each s ∈ [0,∞) and (7.137) holds for any solution of (7.136), we say
that for (7.136), a canonical a priori inequality is fulfilled.

It should be remarked that the assumption about an a priori inequality does
not assume any existence of solutions at all and means only the fact that (7.136)
has no solutions that violate (7.137).

In case (7.136) is reducible to the canonical form

ẋ(t) = ϕ
(
t, x(a)

)
, (7.138)

the function m(t, s) is a majorant for the right-hand side of the equation

∣∣ϕ
(
t, x(a)

)∣∣ ≤ m
(
t,
∣∣x(a)

∣∣). (7.139)

Let us consider a scheme of using a priori inequalities to illustrate the connec-
tion between the presence of such an inequality, reducibility of the equation, and
solvability of the Cauchy problem.
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Let (7.136) be equivalent to the equation

ẋ = F0x (7.140)

with continuous compact F0 : D → L.

Definition 7.27. A priori inequality (7.137) fulfilled on the ball with radius r is
said to possess the property Λ if it holds for all solutions xλ, |xλ(a)| ≤ r, of the
family of the equations

ẋ = λF0x, λ ∈ [0, 1]. (7.141)

Let a canonical a priori inequality on the ball with radius r be fulfilled for so-
lutions of (7.136) and possess the property Λ. Then, by Leray-Schauder theorem,
the Cauchy problem

ẋ = Fx, x(a) = α, |α| ≤ r, (7.142)

has at least one solution x ∈ D.
Indeed, the substitution

x(t) = α +
∫ t

a
z(s)ds (7.143)

reduces (7.141) to the form

z = λF0

(
α +

∫ (·)

a
z(s)ds

)
(7.144)

with continuous compact operator Ω : L → L,

Ωz = λF0

(
α +

∫ (·)

a
z(s)ds

)
. (7.145)

By virtue of the a priori inequality, the a priori estimate

∥
∥zλ
∥
∥

L ≤
∫ b

a
m
(
s, |α|)ds (7.146)

holds for any λ ∈ [0, 1].
Hence, by Leray-Schauder theorem, the equation z = Ωz has a solution z1

and consequently

x(t) = α +
∫ t

a
z1(s)ds (7.147)

is a solution of the Cauchy problem.
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If inequality (7.137) is fulfilled on the ball of any radius and possesses property
Λ, then the Cauchy problem ẋ = Fx, x(a) = α is solvable for any α ∈ Rn.

It is difficult to check the presence of property Λ if an explicit form of the
operator F0 is unknown. We offer below an effective method to overcome this
difficulty.

7.4.2. A scheme of construction of a priori inequality and
its realization with the majorant Cauchy problem

A series of researches of the Perm Seminar about construction of a priori inequal-
ities on the base of one-sided as well as two-sided estimates of the operator F0 is
systematized in [32]. We will restrict ourselves below to the following scheme.

Let the estimate

∣
∣(Fx)(t)

∣
∣ ≤ (M(∣∣x(a)

∣
∣,
∣
∣ẋ(·)∣∣))(t) (7.148)

hold, where the operator M acts from the space R1 × L1 into the space L1 of sum-
mable scalar functions and, besides, is isotonic in each argument. Then for any
solution x to (7.136) we have

∣
∣ẋ(t)

∣
∣ ≤ (M(∣∣x(a)

∣
∣,
∣
∣ẋ(·)∣∣))(t). (7.149)

Let further the Chaplygin-like theorem be valid for the majorant equation

z =M(ν, z) (7.150)

in the space L1: if the inequality

ξ ≤M(ν, ξ) (7.151)

holds for ξ ∈ L1, then the estimate ξ(t) ≤ z(t, ν) for the solution z(t, ν) of (7.150)
is valid. Putting ξ(t) = |ẋ(t)|, we get (7.137) from (7.149). Namely

∣
∣ẋ(t)

∣
∣ ≤ m

(
t,
∣
∣x(a)

∣
∣) def= (

M
(∣∣x(a)

∣
∣, z
(·,∣∣x(a)

∣
∣)))(t). (7.152)

In case

M(ν, z)(t) = ω
(
t, ν +

∫ t

a
z(s)ds

)
, (7.153)

the substitution ζ(t) = ν +
∫ t
a z(s)ds reduces (7.150) to the Cauchy problem

ζ̇(t) = ω(t, ζ), ζ(a) = ν. (7.154)
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For such a problem, the Chaplygin theorem on a differential inequality [44] holds.
If the equation ζ̇ = ω(t, ζ) is solvable in an explicit form, the problem of construc-
tion of the a priori inequality has its solution. However the function ω is conve-
nient as a majorant to the Nemytskii operator only. The more complicated op-
erators are expected to have more complicated majorants. The difficulties arising
on the way of construction of such majorants are connected with the fact that we
are forced to deal with integro-functional inequalities instead of the well known
integral inequalities. Below we construct the estimate of all the solutions of in-
equality (7.149) on the base of a special majorant Cauchy problem. Here we will
be in need of the following auxiliary assertion. Below we denote by L1∞ the space
of measurable and essentially bounded functions z : [a, b] → R1.

Lemma 7.28. Let B : L1 → L1 be a linear isotonic Volterra operator and let the
function v ∈ L1∞ be nonnegative. Then for any nonnegative y ∈ L1, the inequality

∫ t

a
v(s)(By)(s)ds ≤

∫ t

a
κ(s)y(s)ds, t ∈ [a, b], (7.155)

holds with

κ(t) = d

dt

∫ b

a
v(s)

(
Bχ[a,t]

)
(s)ds, (7.156)

χ[a,t] is the characteristic function of the segment [a, t].

Proof. The integral
∫ t
a v(s)(By)(s)ds represents by each fixed t ∈ [a, b] a linear

functional on the space of functions summable on [a, t]. From this and the
Volterra-property of B we obtain the representation

∫ t

a
v(s)(By)(s)ds =

∫ t

a
K(t, s)y(s)ds, (7.157)

where the kernel K(t, s) is essentially bounded for each fixed t.
The inequality

K(t, s) ≤ K(b, s) (7.158)

holds for each t ∈ [a, b] a.e. on [a, t]. Indeed, assume the converse: there exist t0
and a set Δ ⊂ [a, t0] of positive measure such that

K
(
t0, s

)
> K(b, s), s ∈ Δ. (7.159)

Denote by χΔ the characteristic function of the set Δ. It is obvious that

I =
∫

Δ

(
K(b, s)− K(t0, s

))
ds < 0. (7.160)
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On the other hand,

I =
∫ b

a
K(b, s)χΔ(s)ds−

∫ t0

a
K
(
t0, s

)
χΔ(s)ds

=
∫ b

a
v(s)

(
BχΔ

)
(s)ds−

∫ t0

a
v(s)

(
BχΔ

)
(s)ds ≥ 0.

(7.161)

The contradiction proves inequality (7.158). It remains to observe that

∫ t

a
K(b, s)ds =

∫ b

a
K(b, s)χ[a,t](s)ds =

∫ b

a
v(s)

(
Bχ[a,t]

)
(s)ds. (7.162)

�
Let us note that

κ(t) = (B∗v)(t) (7.163)

since

∫ b

a
v(s)(By)(s)ds =

∫ b

a

(
B∗v

)
(s)y(s)ds. (7.164)

Consider the inequality

z ≤M(ν, z)
def= BNM1(ν, z). (7.165)

Here B : L1 → L1 is linear Volterra isotonic, the operator M1 acts from R1 × L1

into a linear space Ξ of measurable functions ξ : [a, b] → R1 and is defined by

M1(ν, z)(t) = q(t)ν + u(t)
∫ t

a
v(s)z(s)ds (7.166)

with nonnegative v ∈ L1∞, q,u ∈ Ξ, q(t) ≤ u(t) a.e. on [a, b], N : Ξ→ L1 is the op-
erator of Nemytskii, (Nξ)(t) = ω(t, ξ(t)),ω(t, ·) is continuous and nondecreasing.
The notion of the solution of inequality (7.165) on [a, c] ⊂ [a, b] for fixed ν ≥ 0
is defined as follows. The solution is nonnegative summable on [a, c] function z
such that

z(t) ≤M
(
ν, zc

)
(t) (7.167)

a.e. on [a, c]. Here zc is a summable on [a, b] function such that zc(t) = z(t) a.e.
on [a, c].

To construct the majorant Cauchy problem to inequality (7.165), we define
the function Ω : [a, b]× [0,∞) → [0,∞) by

Ω(t, y) = ω
(
t,u(t)y

)(
B∗v

)
(t). (7.168)
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Definition 7.29. The Cauchy problem

ẏ = Ω(t, y), y(a) = β (7.169)

is said to have the upper solution y(t,β) on [a, b] if y is a solution such that for
each c ∈ (a, b], any solution yc of the equation ẏ = Ω(t, y), defined on [a, c) and
satisfying the initial condition yc(a) = β, satisfies the inequality yc(t) ≤ y(t), t ∈
[a, c).

Lemma 7.30. Let problem (7.169) have an upper solution y(t,β) on [a, b]. Let, fur-
thermore, ν ≤ β, and let z be a solution on [a, c] ⊂ [a, b] to inequality (7.165). Then
the inequality

z(t) ≤ (BNξν
)
(t) (7.170)

with ξν(t) = u(t)y(t, ν) holds a.e. on [a, c].

Proof. Let z be a solution to inequality (7.165) defined on [a, c],

zc(t) =
⎧
⎪⎨

⎪⎩

z(t) if t ∈ [a, c],

0 if t �∈ [a, c].
(7.171)

It is clear that zc is the solution to inequality (7.165) defined on [a, b]. The in-
equality

η(t) ≤ u(t)
∫ t

a
v(s)(BNη)(s)ds + q(t)ν (7.172)

for η(t) =M1(ν, zc)(t) holds a.e. on [a, b].
From this, we obtain for ζ(t) = η(t)/u(t) the inequality

ζ(t) ≤
∫ t

a
v(s)

[
BN(ζ · u)

]
(s)ds + ν. (7.173)

By Lemma 7.28,

ζ(t) ≤
∫ t

a

(
B∗v

)
(s)N(ζ · u)(s)ds + ν. (7.174)

Denote the right-hand side of the latter inequality byw. It is clear thatw ∈ D1, ẇ =
Ω(t, ζ) ≤ Ω(t,w), w(a) = ν. By virtue of the theorem of Chaplygin on differential
inequality we get the estimate w(t) ≤ y(t, ν). Hence

ζ(t) = η(t)
u(t)

≤ y(t, ν), η(t) ≤ u(t)y(t, ν). (7.175)
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From this, by virtue of isotonicy of the right-hand side of (7.165), we obtain

zc(t) ≤ [BN(u(·)y(·, ν)
)]

(t) (7.176)

a.e. on [a, b]. �
Lemma 7.30 permits realizing the construction of a canonical a priori inequal-

ity for (7.136) under the assumption that F : D → L satisfies the condition

∣
∣(Fx)(t)

∣
∣ ≤ (B1NMx

)
(t) +

(
B2|ẋ|

)
(t), t ∈ [a, b], x ∈ D. (7.177)

Here B1, B2 : L1 → L1 are linear isotonic Volterra operators, the spectral radius of
B2 is less than one; the operator M acts from D into a linear space Ξ of measurable
functions ξ : [a, b] → R1 and is defined by

(Mx)(t) = q(t)
∣
∣x(a)

∣
∣ + u(t)

∫ t

a
v(s)

∣
∣ẋ(s)

∣
∣ds, (7.178)

where v ∈ L1∞ is nonnegative, q,u ∈ Ξ, q(t) ≤ u(t) a.e. on [a, b], N : Ξ→ L1 is the
operator of Nemytskii, and (Nξ)(t) = ω(t, ξ(t)), ω(t, ·) is continuous and does
not decrease.

It should be observed that in case q(t) = u(t) = v(t) = 1 the operator M
majorizes the operator M1 of the form (M1x)(t) = maxs∈[a,t] |x(s)|:

max
s∈[a,t]

∣
∣x(s)

∣
∣ ≤ ∣∣x(a)

∣
∣ +

∫ t

a

∣
∣ẋ(s)

∣
∣ds. (7.179)

Any solution of (7.136) satisfies the inequality

|ẋ| ≤ B1NMx + B2|ẋ|. (7.180)

Definition 7.31. The equation

ẏ = Ω(t, y) (7.181)

is said to be a majorant equation that corresponds to inequality (7.177) if the
function Ω : [a, b]× [0,∞) → [0,∞) is defined by

Ω(t, y) = ω
(
t,u(t)y

)[
B∗1
(
I − B∗2

)−1
v
]

(t). (7.182)

The Cauchy problem

ẏ = Ω(t, y), y(a) = β (7.183)

is said to be the majorant Cauchy problem.
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Lemma 7.30 permits solving the problem about estimation of all the solutions
of inequality (7.177) with respect to their initial values and, in such a way, to get
the a priori inequality. Namely the following assertion holds.

Lemma 7.32. Let β ≥ 0 and let the majorant Cauchy problem have the upper solu-
tion y(t,β) defined on [a, b]. Let, furthermore, x be defined on [a, c] ⊂ [a, b] solution
of inequality (7.180) such that |x(a)| ≤ β. Then, a.e. on [a, c],

∣
∣ẋ(t)

∣
∣ ≤ m

(
t,
∣
∣x(a)

∣
∣), (7.184)

with

m(t, ν) =
{(
I − B2

)−1
B1Nzν

}
(t), zν(t) = u(t)y(t, ν). (7.185)

Proof. Denote |ẋ(t)| = z(t), |x(a)| = ν. Then Mx = M1(ν, z) and we may use
Lemma 7.30. �

From Lemma 7.32 we obtain the following assertion on a priori inequality for
solutions of (7.136).

Theorem 7.33. Let the operator F satisfy the condition (7.177). Let, furthermore, β ≥
0, and let majorant Cauchy problem (7.183) have the upper solution y(t,β) defined
on [a, b]. Then for any solution of (7.136) canonical, a priori inequality (7.137) is
fulfilled on the ball with radius β. Here the function m is defined by equality (7.185).

It should be remarked that the function m(t, ν) in a priori inequality (7.137)
does not decrease in ν if the inequality is constructed on the base of the majorant
Cauchy problem.

Next consider the conditions under which a priory inequalities have the prop-
erty Λ.

Denote by Z, Z1, Z2 the linear spaces of measurable functions defined on
[a, b].

Definition 7.34. The operator F : D → L is said to satisfy condition H if there exist
the operators θ : D → Z1, Σ : L → Z2, H : θD×ΣL → L, H : θD → L such that the
operator F may be represented in the form

Fx =H(θx,Σẋ), (7.186)

the product Hθ : D → L is continuous compact, and the function y = Hz is the
unique solution to the equation

y =H(z,Σy) (7.187)

for each z ∈ θD.
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It should be noticed that (7.136) is reducible to the form (7.140) with F0 = Hθ
if F : D → L satisfies condition H . We obtain the case of the reducibility to the
canonical form if θx ≡ x(a).

Let F : D → L satisfy condition H and, besides, the inequality

∣
∣H(θx,Σy)

∣
∣ ≤ B1NMx + B2|y| (7.188)

with the operators B1, B2, N , and M defined as in (7.177) holds for each x ∈ D
and y ∈ L.

Definition 7.35. The majorant Cauchy problem (7.183) constructed according to
the operators B1, B2, N , and M is called the majorant Cauchy problem relevant to
inequality (7.188).

Theorem 7.36. Let F : D → L satisfy the conditionsH and (7.188). Let, furthermore,
the relevant majorant Cauchy problem (7.183) have the upper solution y(t,β) defined
on [a, b] for β ≥ 0. Then the canonical a priori inequality (7.137) for the solutions
to (7.136) holds, where the function m is defined by (7.185). This a priori inequality
has the property Λ.

Proof. Since

|Fx| = ∣∣H(θx,Σẋ)
∣
∣ ≤ B1NMx + B2|ẋ|, (7.189)

inequality (7.137) holds, by Theorem 7.33, for all the solutions of the equation

ẋ = λHθx (7.190)

such that |x(a)| ≤ β and λ = 1. Inequality (7.137) is obvious for λ = 0. Next let
λ ∈ (0, 1). Any solution of the equation ẋ = λHθx is a solution to the equation

ẋ = λH
(
θx,Σ

1
λ
ẋ
)

(7.191)

by the definition of the operator H . On the other hand, any solution of the latter
equation satisfies the inequality

|ẋ| ≤ λ
∣∣
∣
∣H

(
θx,Σ

1
λ
ẋ
)∣∣
∣
∣. (7.192)

Therefore,

|ẋ| ≤ λB1NMx + λB2

∣
∣∣
∣

1
λ
ẋ
∣
∣∣
∣ ≤ B1NMx + B2|ẋ|. (7.193)

This gives the required result by virtue of Lemma 7.32. �
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7.5. Nonlinear boundary value problems

A priori inequalities together with certain tests of reducibility allow us to formulate
some theorems on solvability of the boundary value problem

ẋ(t) = (Fx)(t), t ∈ [a, b]; ηx = 0 (7.194)

with continuous vector functional η : D → Rn.
The proofs of such theorems follow two schemes suggested below on the base

of a priori inequalities. The first one deals with the equation ẋ = Fx being re-
ducible to the canonical form

ẋ(t) = ϕ
(
t, x(a)

)
. (7.195)

The second scheme uses the condition H .
If the equation ẋ = Fx is reducible to the form (7.195), solvability of problem

(7.194) is equivalent to solvability of the equation

η
[
α +

∫ (·)

a
ϕ(s,α)ds

]
= 0 (7.196)

with respect to α. Rewrite the latter equation in the form

α = Bα (7.197)

with continuous B : Rn → Rn,

Bα = α− η
[
α +

∫ (·)

a
ϕ(s,α)ds

]
. (7.198)

Any solution α0 of (7.197) corresponds to the solution x of problem (7.194), which
coincides with the solution of the Cauchy problem

ẋ = Fx, x(a) = α0. (7.199)

The effectiveness of such a reduction of the infinite-dimensional problem
(7.194) to the finite-dimensional one (7.197) depends on the information given
about the function ϕ(t,α). An important information of the form

∣
∣ϕ(t,α)

∣
∣ ≤ m

(
t, |α|) (7.200)

gives a priori inequality (7.137).
Let the functional μ : L1×R1 → R1 do not decrease in the first argument, and

∣
∣x(a)− ηx∣∣ ≤ μ

(∣∣ẋ(·)∣∣,
∣
∣x(a)

∣
∣) ∀x ∈ D. (7.201)
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Then the operator B has a fixed point and consequently problem (7.194) is solvable
under any of the following conditions:

(i) the set of positive solutions to the inequality

δ ≤ μ
[
m(·, δ), δ

]
(7.202)

is bounded;
(ii) the functions m(t, ·) and μ(z, ·) do not decrease and there exists δ > 0

such that

δ ≥ μ
[
m(·, δ), δ

]
. (7.203)

Condition (7.202) is fulfilled if

lim
δ→∞

1
δ
μ
[
m(·, δ), δ

]
< 1. (7.204)

It should be noted that condition (7.203) guarantees the solvability of prob-
lem (7.194) as well as in the case when the Cauchy problem ẋ = Fx, x(a) = α is
correctly solvable for all α such that |α| ≤ δ and equality (7.137) holds on the ball
with radius δ.

Consider the second scheme of using a priori inequalities. Let F : D → L
satisfy condition H (see Definition 7.34). Then the equation ẋ = Fx is equivalent
to the equation

x(t) = x(a) +
∫ t

a
(Hθx)(s)ds (7.205)

with continuous compact Hθ : D → L and problem (7.194) is equivalent to the
equation

x = Πx
def= x(a)− ηx +

∫ (·)

a
(Hθx)(s)ds. (7.206)

The operator Π : D→D is continuous compact if the continuous vector functional
η : D → Rn is bounded on every ball. In this case the Leray-Schauder theorem may
be used. By this theorem, (7.206) has a solution if there exists a general a priori
estimate of all the solutions xλ of the family of the equations

x = λΠx, (7.206λ)

that is, if there exists d > 0 such that

∥
∥xλ
∥
∥

D ≤ d, λ ∈ [0, 1]. (7.207)

The main difficulty in getting such an estimate arises in the case when the
explicit form of the operator F : D → L is unknown.



Nonlinear boundary value problems 249

The a priori estimate of the solution of (7.206) might be obtained as follows.
Any solution x of (7.206) is a solution to the equation ẋ = Fx. Therefore

∣
∣ẋ(t)

∣
∣ ≤ m

(
t,
∣
∣x(a)

∣
∣). (7.208)

On the other hand, ηx = 0. Therefore we have in addition to (7.208) the inequality

∣∣x(a)
∣∣ ≤ μ

(∣∣ẋ(·)∣∣,
∣∣x(a)

∣∣) (7.209)

if we have the majorant μ (7.201). Thus, if x is a solution to problem (7.194), then
the norm |x(a)| satisfies the inequality

δ ≤ μ
[
m(·, δ), δ

]
. (7.210)

Condition (7.202) guarantees the existence of δ0 such that δ0 ≥ δ for any δ > 0
that satisfies inequality (7.210). In this case we have |x(a)| ≤ δ0 and

‖x‖D ≤ δ0 + sup
δ∈[0,δ0]

∥
∥m(·, δ)

∥
∥

L1 . (7.211)

Thus the required estimate (7.207) is obtained for λ = 1. Without additional as-
sumptions with respect to inequality (7.137), it is impossible to get the estimate
(7.207) for λ ∈ (0, 1) in the general case. But such an estimate may be obtained
if inequality (7.137) possesses the property Λ. Indeed, in this case the a priori in-
equality (7.208) holds for the solutions of the family ẋ = λHθx, λ ∈ (0, 1). Since
the inequality λ|x(a) − ηx| ≤ μ(|ẋ(·)|, |x(a)|) follows from (7.201) for any λ, the
initial value x(a) of the solution x of (7.206) satisfies inequality (7.210) for any λ.
Thus we obtain the a priori estimate (7.211) under condition (7.202).

In [32] there are presented some theorems on the solvability of boundary
value problems on the base of a priori inequalities. We restrict ourselves to the
following assertion.

Theorem 7.37. Let the operator F satisfy the conditions H and (7.188). Let, further-
more, the corresponding majorant Cauchy problem (7.183) have, for a β ≥ 0, the
upper solution y(t,β) defined on [a, b]. If in addition

∣
∣x(a)− ηx∣∣ ≤ β ∀x ∈ D, (7.212)

then problem (7.194) has at least one solution x ∈ D.

Proof. Problem (7.194) is equivalent to (7.206) with continuous compact Π : D →
D. The common a priori estimate ‖x‖D ≤ β + ‖m(·,β)‖L1 holds for any solution
of the equation x = λΠx for any λ ∈ [0, 1]. �

As evidenced by the foregoing in Section 7.4, the a priori inequality of the
canonical form is especially adopted for the Cauchy problem or the boundary
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value problem whose boundary conditions are some perturbations of the initial
condition. In the general case every nonlinear boundary value problem demands
to find a form of a priori inequality such that it allows us to obtain the required a
priori estimate from the boundary condition.

As an example consider the boundary value problem

√
tẍ = g(x)

def=
⎧
⎪⎨

⎪⎩

x3/2 if x ≥ 0,

0 if x < 0,
t ∈ [0, τ], (7.213)

x(0) = α, ẋ(τ) = x(τ) + d

τ
, α, d ≥ 0. (7.214)

Such a problem for the Thomas-Fermi equation arises in the statistical theory of
the atom (see [84]).

Rewrite the problem in the form

ẋ = y, ẏ = 1√
t
g(x), t ∈ [0, τ], (7.215)

x(0) = α, y(τ) = x(τ) + d

τ
. (7.216)

From the second equation of (7.215), we get

∫ τ

0

√
sẏ(s)y(s)ds =

∫ τ

0
g
(
x(s)

)
y(s)ds. (7.217)

The left-hand side of the latter equality takes the form

∫ τ

0

√
sẏ(s)y(s)ds = 1

2

√
τ y2(τ)− 1

4

∫ τ

0
y2(s)

ds√
s
≤ √τ y2(τ) (7.218)

after integration by parts. On the other hand,

∫ τ

0
g
(
x(s)

)
y(s)ds =

∫ x(τ)

α
g(ξ)dξ ≤ 2

5
x5/2(τ)− 2

5
α5/2. (7.219)

Thus

∣
∣x(τ)

∣
∣ ≤

{
α5/2 +

5
4

√
τ y2(τ)

}2/5

. (7.220)

The latter a priori inequality with the boundary condition y(τ) = (x(τ) + d)/τ
leads to the a priori estimate for |y(τ)|. Indeed,

∣∣y(τ)
∣∣ ≤

{
α5/2 + (5/4)

√
τ y2(τ)

}2/5
+ d

τ
. (7.221)
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Since the right-hand side of the latter inequality has the sublinear growth, there
exists m > 0 such that |y(τ)| ≤ m. This estimate allows us to obtain an a pri-
ori estimate for ‖y‖C[0,τ] and ‖x‖C[0,τ] and to establish the solvability of problem
(7.213), (7.214). Following this scheme of obtaining a priori estimate, we can also
obtain conditions of the solvability of the generalized Thomas-Fermi problem

q(t)ẍ = f (x), t ∈ [0, τ],

x(0) = α, ẋ(τ) = ϕ
[
x(τ)

]
+ ψ(x)

(7.222)

under the following assumptions. The function q : [0, τ] → R1 is nonnegative-
valued absolutely continuous, does not decrease, and

∫ τ
0 (dt/q(t)) < ∞; and the

continuous function f : R1 → R1 does not take negative values for x ≥ 0 and
f (x) ≡ 0 for x < 0; α > 0; the function ϕ : R1 → R1 is continuous; and the
functional ψ : W2 → R1 is continuous and bounded: |ψ(x)| ≤ γ for all x ∈ W2.

Theorem 7.38. Suppose that the equation

ξ = λ(τ − ν)
[
ϕ(ξ) + ψ(x)

]
(7.223)

has no negative solution ξ for any x ∈ W2, λ ∈ (0, 1], ν ∈ (0, τ), and the inequality

∫ T

α
f (s)ds ≥ η1(T)− η2(α) (7.224)

holds for any T ≥ 0. Here continuous ηi : [0,∞) → [0,∞), i = 1, 2, are such that all
the positive solutions ξ of the scalar inequality

η1(ξ) ≤ 1
2
q(τ)

{∣∣ϕ(ξ)
∣
∣ + γ

}2
+ η2(α) (7.225)

are bounded by one and the same positive m.
Then problem (7.222) has at least one solution x ∈ W2.

7.6. Sufficient conditions for minimum of functionals

The Euler boundary value problems for square functional on the space D � L2 ×
Rn with linear restrictions was considered in Chapter 5, where the problem was
reduced by immediate W-substitution to a problem without restriction on the
space L2. Below we consider perturbations of the square functional on D � L2×Rn



252 Nonlinear equations

and again reduce the problem by means ofW-substitution to the problem without
restrictions on the space L2.

7.6.1. The main assertion

Suppose D � L2 × Rn is the space of functions x : [a, b] → R1, J = {Λ,Y} :
L2 × Rn → D is an isomorphism, J−1 = [δ, r], ‖x‖D = ‖δx‖L2 + ‖rx‖Rn , Dα =
{x ∈ D : rx = α}. Let the functional

I(x) =
∫ b

a

{[
(δx)(s)

]2 − f
(
s,
(
T1x

)
(s), . . . ,

(
Tmx

)
(s)
)}
ds, (7.226)

with linear bounded Ti : D → L2 be defined on an open set D ⊂ D. We will
consider the problem on existence of a minimum of the functional on the set Ω =
D∩Dα, (thus we take into account the restriction rx = α). We denote this problem
by

I(x) �→ min, x ∈ Ω. (7.227)

We say that a point x0 ∈ Ω is a point of local minimum in problem (7.227)
if there exists ε > 0 such that I(x) ≥ I(x0) for all x ∈ Ω, ‖x − x0‖D < ε. Let us
construct by W-substitution

x = Λz + Yα (7.228)

an auxiliary functional

I1(z) = I(Λz + Yα) (7.229)

on the space L2. This functional possesses the following property: if I(x1) ≥ I(x2)
for the pair x1, x2 ∈ Ω, then I1(z1) ≥ I1(z2), where z1 = δx1, z2 = δx2 (and vice
versa), because of

I1
(
z1
)− I1

(
z2
) = I

(
Λz1 + Yα

)− I
(
Λz2 + Yα

) = I
(
x1
)− I

(
x2
)
. (7.230)

This implies that if x0 is a point of local minimum in problem (7.227), then z0 =
δx0 is a point of local minimum of the functional I1. And vice versa, if z0 is a
point of local minimum of the functional I1, then x0 = Λz0 +Yα is a point of local
minimum in problem (7.227).
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Further, we denote Ai = TiY , Qi = TiΛ; Q∗i : L2 → L2 is the adjoint operator
to Qi : L2 → L2,

fi
(
t, y1, . . . , ym

) = ∂

∂yi
f
(
t, y1, . . . , ym

)
,

fi j
(
t, y1, . . . , ym

) = ∂

∂yj
fi
(
t, y1, . . . , ym

)
,

(
Fix
)
(t) = fi

(
t,
(
T1x

)
(t), . . . ,

(
Tmx

)
(t)
)
,

g
i j
x (t) = fi j

(
t,
(
T1x

)
(t), . . . ,

(
Tmx

)
(t)
)
,

Rxz = 1
2

m∑

i, j=1

Q∗i
[
g
i j
x ·Qjz

]
,

Hxz = z − Rxz,

Φx = 1
2

m∑

i=1

Q∗i Fix.

(7.231)

Suppose that fi j(t, ·), i, j = 1, . . . ,m, t ∈ [a, b], are continuous in the domain
of definition; the operator Φ acting in the space L2 is defined on D , is continuous,
and is bounded; the linear operator Rx : L2 → L2 is defined and bounded at each
x ∈ D , besides, it is continuous with respect to x as a mapping from D into the
Banach space of linear bounded operators acting in the space L2.

The boundary value problem

δx = Φx, rx = α (7.232)

is called the Euler problem.

Theorem 7.39. The point x0 ∈ Ω is a point of local minimum in problem (7.227) if
(a) x0 is a solution of the Euler problem;
(b) the operator Hx0 : L2 → L2 defined by (7.231) is strongly positive definite:

there exists γ > 0 such that

∫ b

a

(
Hx0ξ

)
(s)ξ(s)ds ≥ γ‖ξ‖2

L2
(7.233)

for all ξ ∈ L2.

Consider as a preliminary the following well-known assertion (see, e.g., [4,
83]).
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Lemma 7.40. Let the functional I1 be defined in a neighborhood of the point z0 and
let it have the second derivative by Frechet at this point. The point z0 is a point of
local minimum of the functional I1 if I′1(z0) = 0 and the second differential possesses
the property of the strict positivity: there exists a positive μ such that I′′1 (z0)(ξ, ξ) ≥
μ‖ξ‖2

L2
for all ξ ∈ L2.

Proof. Let I′1(z0) = 0 and I′′1 (z0)(ξ, ξ) ≥ μ‖ξ‖2
L2

.
We have

I1
(
z0 + ξ

)− I1
(
z0
) = I′1

(
z0
)
ξ +

1
2
I′′1
(
z0
)
(ξ, ξ) + ω

(
z0, ξ

)
, (7.234)

where limξ→0(ω(z0, ξ)/‖ξ‖2
L2

) = 0. Let ε > 0 be chosen such that, for ‖ξ‖L2 < ε,

∣
∣ω
(
z0, ξ

)∣∣ ≤ 1
4
μ‖ξ‖2

L2
. (7.235)

Then

I1
(
z0 + ξ

)− I1
(
z0
) = 1

2
I′′1
(
z0
)
(ξ, ξ) + ω

(
z0, ξ

)

≥
(

1
2
μ− 1

4
μ
)
‖ξ‖2

L2
= 1

4
μ‖ξ‖2

L2
≥ 0.

(7.236)

Consequently, z0 is a point of local minimum. �
Proof of Theorem 7.39. Rewrite the functional I1 in the form

I1(z) =
∫ b

a

{
z2(s)− f

(
s,
(
Q1z

)
(s) +A1(s)α, . . . ,

(
Qmz

)
(s) + Am(s)α

)}
ds.

(7.237)

The Frechet differential at the point z0 has the form

I′1
(
z0
)
ξ

=
∫ b

a

{
2z0(s)ξ(s)−

m∑

i=1

fi
(
s,
(
Q1z0

)
(s)+A1(s)α, . . . ,

(
Qmz0

)
(s)+Am(s)α

)(
Qiξ

)
(s)
}
ds.

(7.238)

Taking into consideration the equality

∫ b

a
ξ1(s)

(
Qiξ2

)
(s)ds =

∫ b

a

(
Q∗i ξ1

)
(s)ξ2(s)ds (7.239)

at all ξ1, ξ2 ∈ L2, we obtain

I′1
(
z0
)
ξ =

∫ b

a

{
2z0(s)−

m∑

i=1

[
Q∗i Fi

(
Λz0 + Yα

)]
(s)ξ(s)

}
ds. (7.240)
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This implies that I′1(z0) = 0 if z0 is a solution to the equation

z = 1
2

m∑

i=1

Q∗i Fi(Λz + Yα), (7.241)

that is, x0 = Λz0 + Yα is a solution to boundary value problem (7.232).
Next

I′′1 (z0)(ξ, ξ)

=
∫ b

a

{
2ξ(s)−

m∑

i, j=1

[
Q∗i
(
fi j
(·,Q1z0 +A1α, . . . ,Qmz0 + Amα

) ·Qjξ
)]

(s)
}
ξ(s)ds

=
∫ b

a

{
2ξ(s)−

m∑

i, j=1

[
Q∗i
(
fi j
(·,T1

(
Λz0 +Yα

)
, . . . ,Tm

(
Λz0 +Yα

))·Qjξ
)]

(s)
}
ξ(s)ds

=
∫ b

a

{
2ξ(s)−

m∑

i, j=1

[
Q∗i
(
fi j
(·,T1x0, . . . ,Tmx0

) ·Qjξ
)]

(s)
}
ξ(s)ds

=
∫ b

a

{
2ξ(s)−

m∑

i, j=1

[
Q∗i
(
g
i j
x0 ·Qjξ

)]
(s)
}
ξ(s)ds

= 2
∫ b

a

{
ξ(s)− (Rx0ξ

)
(s)
}
ξ(s)ds = 2

∫ b

a

(
Hx0ξ

)
(s)ξ(s)ds ≥ 2γ‖ξ‖2

L2
.

(7.242)

The reference to Lemma 7.40 completes the proof. �
The estimate

∥
∥Rx0

∥
∥

L2→L2
< 1 (7.243)

guarantees the fulfillment of condition (b) of Theorem 7.39. Indeed,

∫ b

a

(
Hx0ξ

)
(s)ξ(s)ds =

∫ b

a
ξ2(s)ds−

∫ b

a

(
Rx0ξ

)
(s)ξ(s)ds ≥ ‖ξ‖2

L2
− ∥∥Rx0

∥∥
L2→L2

‖ξ‖2
L2

=
(

1− ∥∥Rx0

∥
∥

L2→L2

)
‖ξ‖2

L2
.

(7.244)

Now suppose that Rx0 may be decomposed as R+
x0
− R−x0

with positive definite
R+
x0

and R−x0
. Then

∫ b

a

(
Hx0ξ

)
(s)ξ(s)ds =

∫ b

a
ξ2(s)ds−

∫ b

a

(
R+
x0
ξ
)
(s)ξ(s)ds +

∫ b

a

(
R−x0

ξ
)
(s)ξ(s)ds

≥ ‖ξ‖2
L2
− ∥∥R+

x0

∥∥
L2→L2

‖ξ‖2
L2
=
(

1− ∥∥R+
x0

∥∥
L2→L2

)
‖ξ‖2

L2
.

(7.245)
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Consequently, the estimate

∥
∥R+

x0

∥
∥

L2→L2
< 1 (7.246)

as well guarantees the strong positivity of the operator Hx0 : L2 → L2. In the case
m = 1 we may decompose the functional g11

x0
(t) = f11(t, (T1x0)(t)) as g+

x0
−g−x0

with
g+
x0

(t) ≥ 0, g−x0
(t) ≥ 0. Then

R+
x0
z = 1

2
Q∗1
(
g+
x0
·Q1z

)
, R−x0

z = 1
2
Q∗1
(
g−x0
·Q1z

)
. (7.247)

If the explicit form of the solution x0 of the Euler problem is known, we may
guarantee by estimate (7.243) or (7.254) the existence of a local minimum (and
even calculate its value). If we know that the solution x0 of the Euler problem
exists and there is available a proper estimate of x0 (x0 ∈ ω ⊂ D), then the ex-
istence of a local minimum will be guaranteed by at least one of the estimates
supx∈ω ‖Rx‖L2→L2 < 1 or supx∈ω ‖R+

x‖L2→L2 < 1.
Thus we are in a position to formulate the following corollary from

Theorem 7.39.

Corollary 7.41. Let x0 be a solution of the Euler problem, let the set M ⊂ D be
such that x0 ∈ M, and let at least one of the estimates supx∈M ‖Rx‖L2→L2 < 1 and
supx∈M ‖R+

x‖L2→L2 < 1 be fulfilled. Then x0 is a point of local minimum in problem
(7.227).

7.6.2. Effective tests

Problem (7.232) is equivalent to the equation x = Ψx, where Ψx = ΛΦx + Yα.

Theorem 7.42. Let a set M ⊂D be nonempty, closed, and convex, and let

sup
x∈M

∥
∥Rx

∥
∥

L2→L2
< 1. (7.248)

Then the Euler problem has a unique solution x0 ∈ M, this solution is a point
of local minimum in problem (7.227) and the unique point of minimum of the func-
tional on M : I(x) > I(x0) for all x ∈M, x �= x0.

Proof. Under the conditions of the theorem the operator Ψ : M → M is contrac-
tive. Indeed, if x1, x2 ∈M, then

Ψx2 −Ψx1 = Λ
(
Φx2 −Φx1

)
,

∥∥Ψx2 −Ψx1
∥∥

D =
∥∥Φx2 −Φx1

∥∥
L2
. (7.249)
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With the Taylor formula (see [60, Chapter 1, Theorem 5.6.1]), we obtain

Φx2 −Φx1 =
∫ 1

0
Φ′(x1 + τ

(
x2 − x1

))(
x2 − x1

)
dτ

=
∫ 1

0
Φ′(x1 + τ

(
x2 − x1

))
Λδ
(
x2 − x1

)
dτ

=
∫ 1

0
Rx1+τ(x2−x1)δ

(
x2 − x1

)
dτ.

(7.250)

Therefore

∥
∥Ψx2 −Ψx1

∥
∥

D =
∥
∥
∥
∥

∫ 1

0
Rx1+τ(x2−x1)δ

(
x2 − x1

)
dτ
∥
∥
∥
∥

L2

≤ sup
x∈M

∥
∥Rx

∥
∥

L2→L2
· ∥∥x2 − x1

∥
∥

D.
(7.251)

Thus, by virtue of the Banach principle, there exists a unique solution x0 ∈ M to
the equation x = Ψx being equivalent to the Euler problem. By virtue of
Corollary 7.41, x0 is a point of local minimum in problem (7.227).

Next we prove the uniqueness of the minimum of the functional.
Let x ∈M, x �= x0. Then I(x)−I(x0) = I1(δx)−I1(δx0), ξ = δx− δx0 �= 0.

Again, using the Taylor formula, we get

I(x)− I
(
x0
) = I′1

(
δx0
)
ξ +

1
2

∫ 1

0
(1− τ)I′′1

(
δx0 + τξ

)
(ξ, ξ)dτ

=
∫ 1

0
(1− τ)

∫ b

a

{
ξ(s)− (Rx0+τ(x−x0)ξ

)
(s)
}
ξ(s)ds dτ

≥
∫ 1

0
(1− τ)dτ

(
1− sup

x∈M

∥
∥Rx

∥
∥

L2→L2

)
‖ξ‖2

L2
> 0.

(7.252)

�
In the case when the operator Ψ is defined on the space C of continuous func-

tions, the equation x = Ψx may be considered, as it was often practiced above, in
the space C. It follows from the fact that any continuous solution to this equation
belongs to D and thus it is a solution of the Euler problem.

Theorem 7.43 (Theorem 7.42 bis). Let a nonempty setM ⊂ C be closed and convex,
and let the operator Ψ : M → C be completely continuous. If Ψ maps the set M into
itself and

sup
x∈M∩Ω

∥
∥Rx

∥
∥

L2→L2
< 1, (7.253)

then there exists a unique solution x0 ∈ M of the Euler problem and this solution is
the unique point of minimum of the functional I on the set M∩Ω : I(x) > I(x0) for
all x ∈M ∩Ω, x �= x0.
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Proof. The equation x = Ψx, which is equivalent to the Euler problem, has at least
one solution x0 ∈ M by the Schauder principle. This solution is a point of local
minimum in problem (7.227) by virtue of Corollary 7.41. Similarly to the proof of
Theorem 7.42 we get the inequality I(x) > I(x0) for x ∈M∩Ω, x �= x0. From this
inequality we get as well the uniqueness of the solution of the Euler problem.

The following lemma is sometimes useful to get the estimate ‖Rx‖L2→L2 < 1
because the lemma reduces the problem to well known estimates of the spectral ra-
dius of operators in the space C. We assume below that the space D is continuously
embedded into the space C and that Ti(C) ⊂ L2, i = 1, . . . ,m.

Denote by Ay the derivative by Frechet of the operator Ψ in the point y. Thus

Ayx = 1
2
Λ

m∑

i, j=1

Q∗i
(
g
i j
y · Tix

)
. (7.254)

Assume that the linear operator Ay , for a fixed y ∈D , is acting in the space C and
is bounded. Denote by ρ(Ay) its spectral radius. �

Lemma 7.44. Let the operators Ay : C → C and Ry : L2 → L2 be completely contin-
uous. Then

∥
∥Ry

∥
∥

L2→L2
= ρ

(
Ay
)
. (7.255)

Proof. The spectra of completely continuous operators Ay and Ry coincide since
the equations x = Λz and z = δx establish the one-to-one mapping between
the set of solutions x of the equation λx = Ayx and the set of solutions z of the
equation λz = Ryz. Consequently,

ρ
(
Ay
) = ρ

(
Ry
) = ∥∥Ry

∥
∥

L2→L2
. (7.256)

The latter equality holds due to the fact that the operator Ry is selfadjoint. �
Let M = [u, v] = {x ∈ C : u(t) ≤ x(t) ≤ v(t), t ∈ [a, b]}, u, v ∈ D . Assume

the following: for any y ∈ M ∩D , (7.254) defines a linear bounded operator Ay

in the space C; the operator Ay : C → C is isotonic and besides, for any x ∈M, the
operator y → Ayx is isotonic: (Ay1x)(t) ≤ (Ay2x)(t), if y1(t) ≤ y2(t), t ∈ [a, b].
Under such assumptions there holds the following.

Theorem 7.45. Assume that the operator Ψ : M → C is completely continuous, iso-
tonic (antitonic), and the inequalities

ηu(t)
def= (Ψu)(t)− u(t) ≥ 0, ηv(t)

def= v(t)− (Ψv)(t) ≥ 0

(
ηu(t)

def= (Ψv)(t)− u(t) ≥ 0, ηv(t)
def= v(t)− (Ψu)(t) ≥ 0

)
(7.257)

are fulfilled at t ∈ [a, b], and besides at least one of the functions ηu or ηv has zeros
on [a, b]. Then the set M contains a point of a local minimum in problem (7.227).
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Proof. The completely continuous operatorΨmaps the setM into itself. Therefore
a solution x0 ∈ M of the Euler problem does exist. Suppose for definiteness that
the operator Ψ is isotonic and ηv(t) > 0 on [a, b]. Then

v(t)− x0(t) > (Ψv)(t)− (Ψx0
)
(t) =

∫ 1

0

[
Ψ′
(
x0 + τ

(
v − x0

))(
v − x0

)]
(t)dτ

=
∫ 1

0

(
Ax0+τ(v−x0)

(
v − x0

))
(t)dτ ≥ (Ax0

(
v − x0

))
(t) ≥ 0.

(7.258)

Thus

v(t)− x0(t) > 0, v(t)− x0(t) >
(
Ax0

(
v − x0

))
(t), t ∈ [a, b]. (7.259)

From this it follows by Lemma A.1 that ρ(Ax0 ) < 1.
To complete the proof, we refer to Lemma 7.44 and Theorem 7.39.
The rest of the cases are proved similarly. �

Remark 7.46. The condition of the strict inequalities ηv(t) > 0 or ηu(t) > 0 may be
weakened by using Theorem A.3 and some specific characters of the vector func-
tional r.

7.6.3. Examples

Consider the functional

I(x) =
∫ 1

0

{[
(δx)(s)

]2 − p(s) ln
[
(Tx)(s) + 1

]− q(s)(Tx)(s)
}
ds (7.260)

with linear homogeneous restrictions rx = 0.
Assume that the space D � L2 × Rn as well as the isomorphism J = {Λ,Y}

are fixed, the space D is continuously embedded into C, the operator Λ in the
representation of the isomorphism is isotonic or antitonic, the linear operator T :
C → L∞ is bounded and isotonic, p, q ∈ L2.

The functional is defined on the set

D =
{
x ∈ D : x(t) >

−1
‖T‖C→L∞

, t ∈ [0, 1]
}

, Ω =D ∩D0. (7.261)

The Euler problem takes the form

δx = 1
2
Q∗
(

p

Tx + 1
+ q
)

, rx = 0. (7.262)

This problem is equivalent to the equation

x = Ψx
def= 1

2
ΛQ∗

(
p

Tx + 1
+ q
)
. (7.263)
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The operator Rx is defined by

Rxz = 1
2
Q∗
(
gx ·Qz

)
, (7.264)

where

gx(t) = − p(t)
[
(Tx)(t) + 1

]2 . (7.265)

Consider two cases: the case (A): p(t) ≥ 0, q(t) ≥ 0; the case (B): p(t) ≤ 0,
p(t) + q(t) ≥ 0.

In the case (A), we have gx(t) ≤ 0 for x(t) ≥ 0. Therefore R+
x = 0 for such

x and, if there exists a nonnegative solution of the Euler problem, then this so-
lution is a point of local minimum in problem (7.227). Let u(t) ≡ 0, v(t) =
(1/2)[ΛQ∗(p + q)](t), M = [u, v] = {x ∈ C : u(t) ≤ x(t) ≤ v(t), t ∈ [0, 1]}.
The antitonic Ψ : C+ → C+, where C+ = {x ∈ C : x(t) ≥ 0, t ∈ [0, 1]}, maps M
into itself since u(t) ≤ v(t), u(t) ≤ (Ψv)(t), v(t) ≥ (Ψu)(t) (see Section 7.2.1). If
the operator Ψ : M → C is completely continuous, then, by virtue of the Schauder
principle, there exists a solution x0 ∈M of (7.263).

In the case (B), let u(t) ≡ 0, v(t) = (1/2)[ΛQ∗q](t), M = [u, c] ⊂ C. The
isotonic operator Ψ maps M into itself since u(t) ≤ v(t), u(t) ≤ (Ψu)(t), v(t) ≥
(Ψv)(t). From the inequality

gx(t) = − p(t)
[
(Tx)(t) + 1

]2 ≤ −p(t) for x(t) ≥ 0, (7.266)

it follows that

∥
∥Rx

∥
∥

L2→L2
≤ 1

2

∥
∥Q∗

∥
∥

L2→L2
· ∥∥gx

∥
∥

L2
· ‖Q‖L2→L2 ≤

1
2
‖Q‖2

L2→L2
· ‖p‖L2 (7.267)

for any x ∈M ∩Ω. Thus, the inequality

1
2
‖Q‖2

L2→L2
· ‖p‖→L2 < 1 (7.268)

guarantees by virtue of Theorem 7.43 the existence of a point x0 ∈M ∩Ω of local
minimum in problem (7.227) and besides I(x) > I(x0) for all x ∈M ∩Ω, x �= x0.

Let us dwell on concrete realizations of the space D and the operators δ and T.
(1) Let D be the space of absolutely continuous x : [0, 1] → R1 with the

derivative belonging to L2; δx = ẋ, rx = x(0), ‖x‖D = ‖ẋ‖L2 + |x(0)|. The space D
is continuously embedded into C. Let further (Tx)(t) = x(λt), λ ∈ (0, 1]. Thus

I(x) =
∫ 1

0

{[
ẋ(s)

]2 − p(s) ln
[
x(λs) + 1

]− q(s)x(λs)
}
ds. (7.269)
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The functional I is defined on the set D = {x ∈ D : x(t) > −1, t ∈ [0, 1]} since
‖T‖C→L∞ = 1.

We have

(Λz)(t) =
∫ 1

0
z(s)ds,

(Qz)(t) =
∫ λt

0
z(s)ds,

(
Q∗z

)
(t) =

∫ 1

0
χ(t, s)z(s)ds,

(7.270)

where χ(t, s) is the characteristic function of the set

{
(t, s) ∈ [0, 1]× [0, 1] : t ≤ λs

}
;

‖Q‖L2→L2 ≤
√
λ

2
,

(
ΛQ∗z

)
(t) =

∫ 1

0
K(t, s)z(s)ds,

K(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

λs if t ∈ [0, λ], s ∈
[

0,
t

λ

]
, if t ∈ (λ, 1], s ∈ [0, 1],

t if t ∈ [0, λ], s ∈
(
t

λ
, 1
]
.

(7.271)

The operator Ψ : C+ → C is completely continuous since the operator Q :
L2 → L2 is completely continuous. In the case (A) (p(t) ≥ 0, q(t) ≥ 0) a solution
x0 of the Euler problem exists, x0 ∈ [0, v], where

v(t) = 1
2

∫ 1

0
K(t, s)

[
p(s) + q(s)

]
ds. (7.272)

This solution is a point of local minimum in problem (7.227).
In the case (B) (p(t) ≤ 0, p(t) + q(t) ≥ 0), under the condition

∫ 1

0
p2(s)ds <

16
λ2

, (7.273)

a solution x0 of the Euler problem exists, it belongs to the segment [0, v], where

v(t) = 1
2

∫ 1

0
K(t, s)q(s)ds. (7.274)

This solution x0 is a point of local minimum in problem (7.227) and besides I(x) >
I(x0) for all x ∈ [0, v]∩Ω, x �= x0.

(2) Let D = D2
π . The space D2

π is defined in Subsection 5.3.3 (see Example
5.13).
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Assume

(δx)(t) = t(1− t)ẍ(t), rx = {x(0), x(1)
}
. (7.275)

Then (see Subsection 4.2.1, Remark 4.2)

(Λz)(t) =
∫ 1

0
Λ(t, s)z(s)ds, (7.276)

where

Λ(t, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−1− t
1− s if 0 ≤ s ≤ t ≤ 1,

− t
s

if 0 ≤ t < s ≤ 1,

Λ(t, s) ≤ 0,
∣
∣Λ(t, s)

∣
∣ ≤ 1.

(7.277)

The element x ∈ D2
π has the representation

x(t) =
∫ 1

0
Λ(t, s)π(s)ẍ(s)ds + (1− t)x(0) + tx(1), (7.278)

where π(s) = s(1− s). Define the norm in D2
π by

‖x‖D2
π
= ∥∥πẍ∥∥L2

+
∣
∣x(0)

∣
∣ +

∣
∣x(1)

∣
∣. (7.279)

The space D2
π is continuously imbedded into the space C. It follows from the in-

equality

∣
∣x(t)

∣
∣ ≤

∫ 1

0

∣
∣Λ(t, s)

∣
∣
∣
∣π(s)ẍ(s)

∣
∣ds + (1− t)∣∣x(0)

∣
∣ + t

∣
∣x(1)

∣
∣

≤ ‖πẍ‖L2 +
∣
∣x(0)

∣
∣ +

∣
∣x(1)

∣
∣ = ‖x‖D2

π
.

(7.280)

Define the operator T by

(Tx)(t) = (Shx
)
(t)

def=
⎧
⎪⎨

⎪⎩

x
[
h(t)

]
if h(t) ∈ [0, 1],

0 if h(t) �∈ [0, 1],
(7.281)

where h : [0, 1] → R1 is measurable and such that T �= 0; ‖T‖C→L∞ = 1. Thus

I(x) =
∫ 1

0

{[
s(1− s)ẍ(s)

]2 − p(s) ln
[(
Shx
)
(s) + 1

]− q(s)
(
Shx
)
(s)
}
ds.

(7.282)
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The functional I is defined on the set D = {x ∈ D2
π : x(t) > −1, t ∈ [0, 1]}. In

the case

(Qz)(t) =
∫ 1

0
Λ
[
h(t), s

]
z(s)ds,

(
Q∗z

)
(t) =

∫ 1

0
Λ
[
h(s), t

]
z(s)ds (7.283)

(we suppose Λ(t, s) = 0 outside [0, 1] × [0, 1]). The operator Q : L2 → L2 is
completely continuous,

(
ΛQ∗z

)
(t) =

∫ 1

0
K(t, s)z(s)ds, (7.284)

with

K(t, s) =
∫ 1

0
Λ(t, τ)Λ

[
h(s), τ

]
dτ. (7.285)

In the case (A) a solution x0 of the Euler problem exists, x0 ∈ [0, v], where

v(t) = 1
2

∫ 1

0
K(t, s)

[
p(s) + q(s)

]
ds. (7.286)

This solution is a point of local minimum in problem (7.227).
In the case (B) under the condition

∫ 1

0
p2(s)σ(s)ds < 4, (7.287)

where

σ(s) =
⎧
⎪⎨

⎪⎩

1 if h(s) ∈ [0, 1],

0 if h(s) �∈ [0, 1],
(7.288)

a solution x0 of the Euler problem exists, x0 ∈ [0, v],

v(t) =
∫ 1

0
K(t, s)q(s)ds; (7.289)

this solution is a point of local minimum in problem (7.227) and besides I(x) >
I(x0) for all x ∈ [0, v]∩Ω, x �= x0.

The schemes of forks and L1, L2-quasilinearization were used seemingly for
the first time by researchers at the Izhevsk seminar in the middle of the 1950s (see,
e.g., [43, 81, 111]).

The ideas of the reducibility as well as a priori inequalities were put forth in
[31] and were developed in [145].

The a priori inequalities were used in some special cases in [128, 207, 208,
232, 235].
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Rumyantsev [194, 196] extended the method of a priori inequalities onto the
problems with pulse perturbations (in the space DS(m), see Section 3.2).

The detailed proof of Theorem 7.38 can be found in [143].
The presentation of Section 7.6 follows basically [27, 28].

7.7. Reducible stochastic functional differential equations

7.7.1. Notation and preliminary results

A1 stochastic functional differential equation studied in this section is as follows:

dxt = Fxtdzt , t ∈ [0,T], (7.290)

where zt (0 ≤ t ≤ T) is an arbitrary, not necessarily continuous, semimartingale
(for all relevant definitions see, e.g., [79, 105, 107]). We will also assume that F is
a nonlinear operator depending on the trajectories x(s), 0 ≤ s ≤ t. The nature of
this dependence will be specified in examples below.

If one wants to extend the deterministic theory of reducible functional differ-
ential equation to the stochastic case, one will face the following problem: bounded
sets of solutions to stochastic differential equations are normally noncompact.
That is why one cannot expect compactness of solution sets in any equivalent
equation, and hence one will not be able to apply the deterministic technique
based on compact operators, the Schauder fixed point theorem, and so forth.

At the same time, a more detailed analysis shows (see, e.g., [177–180, 182])
that one can go over to an equivalent operator equation where the involved op-
erators have another convenient properties. These are proved to be locality and
tightness.

We will mostly use notation and terminology from [105].
Let (Ω, F , Ft,P), 0 ≤ t ≤ T , be a stochastic basis with the “usual” condi-

tions: (Ft) is a right-continuous filtration; both Ft and F contain P-null sets,

an m-dimensional semimartingale zt = (z
j
t ) j=1,...,m is defined on [0,T]; its pre-

dictable characteristics form the triplet (B,C, ν). This implies, in particular, that

Bt = (B
j
t ) j=1,...,m is a (Ft)-predictable m-dimensional stochastic process with non-

decreasing components andC = (C
jk
t ) j,k=1,...,m is a predictable nonnegative matrix,

ν is a predictable random measure on [0,T]×Rm [106].
Semimartingales constitute a class of most general (in a sense) stochastic pro-

cesses that can serve as “integrating functions” for stochastic integrals, like func-
tions of bounded variation for Stieltjes integrals. In order to be able to describe
the corresponding classes of stochastic integrands, we have to introduce a nonde-
creasing predictable process λt, 0 ≤ t ≤ T , defined by

λt =
∑

j≤m

(
C
j j
t + var

s∈[0,t]
B
j
s

)
+
∫

Rm
ν
(
[0, t]× dx){1∧ |x|2} (7.291)

1This section is written by A. V. Ponosov.
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(x ∧ y stands for min{x, y}). Denote by αt and βt the Radon derivatives of the
λt-absolutely continuous functions B and C + E with respect to λ, respectively.

Here E = (E
jk
t ) j,k=1,m, E

jk
t =

∫
Rm ν([0, t]× dx)xix jI{|x|≤1}, and xi are the coordinate

functions in Rm. That is,

B
j
t =

∫ t

0
α
j
s dλs; C

jk
t + E

jk
t =

∫ t

0
β
jk
s dλs. (7.292)

It is also convenient to introduce the following function:

Γp(t,u) = ∣∣uαt
∣
∣p +

∣
∣uβtu

T
∣
∣p, (7.293)

which will be used in the sequel.
Let us describe the functional spaces we are going to deal with. The first space

k (“constants”) contains all F0-measurable random variables. After identifying P-
equivalent functions and endowing k with the topology of convergence in prob-
ability we get a linear metric space. The second space Λp (“integrands”), defined
for 1 ≤ p < ∞, consists of row vectors H = (H1, . . . ,Hm) with predictable com-
ponents, for which

‖H‖pΛp

def=
∫ T

0

∣∣Hsαs
∣∣pdλs +

(∫ T

0

∣∣HsβsH
T
s

∣∣dλs

)1/2

<∞ a.s. (7.294)

Identifying H1 and H2 if ‖H1−H2‖Λp = 0 a.s. yields a linear space with the metric
E(‖H1 −H2‖Λp ∧ 1).

Using Jacod’s description of zt-integrable stochastic processes (see, e.g., [106])
one can easily see that for each H ∈ Λp the stochastic integral

∫ t
0 Hsdzs does exist

and for each t determines a continuous operator from the space Λp to the space k.
We define now the third space (“solutions”) by

Sp =
{
x : xt − x0 =

∫ t

0
Hsdzs, x0 ∈ k, H ∈ Λp

}
. (7.295)

If we identify indistinguishable stochastic processes (see, e.g., [105]), we get the
following.

Proposition 7.47. Under the above identifications, the isomorphism

Sp � Λp × k (7.296)

given by xt =
∫ t

0 Hsdzs + x0 holds.
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Remark 7.48. Using (7.296) we can equip the space Sp with the direct product
topology. This topology is slightly stronger than the Emery topology of the
semimartingale space S studied in [80]: being a linear subspace of S, the space
Sp is closed with respect to its own topology.

Remark 7.49. Using the deterministic terminology we can call k a “space of initial
data,” Sp a “space of solutions,” and Λp a “space of (abstract) derivatives.” It will
be shown later that these spaces play the same role in the stochastic theory as the
spaces R, Lp, and Dp (the latter space consists of absolutely continuous functions
with p-summable derivatives) do in the deterministic theory.

Remark 7.50. Being mostly dealing with vector processes we will in the sequel use
the notion Xn for the space of n-columns with components belonging to a given
space X. For example, Snp will denote the space of n-dimensional semimartingales
with components from Sp, and so forth.

An important property of the spaces Dp is that they admit a compact imbed-
ding in Lq (if p is arbitrary, and q < ∞) and in C (if p > 1). It is this property,
which, based on the theory of compact operators, provides some basic features
of deterministic functional differential equations, like solvability, continuous de-
pendence on initial data, and so forth. Unfortunately, the imbedding of the spaces
Sp in the spaces Λq is never compact. Wishing, however, to understand, as in the
deterministic theory, which properties of solutions are crucial for stochastic func-
tional differential equations, we should find out what kind of imbedding we have
in the stochastic case.

Analysis shows that compactness should be replaced by tightness. Recall that a
set Q of random points in a metric space M (i.e., mappings from Ω to M) is called
tight if for any ε > 0 there exists a compact set K ⊂ M, such that P{ω | x(ω) �∈
K} < ε as soon as x ∈ Q.

We find it also convenient to use the following notation. For a metric space M
the space M̃ consists of all (Ft)— adapted random points in M. The space M̃ will
be endowed with the metric E(‖x − y‖X ∧ 1).

Before formulating an exact result on embedding, let us notice that instead of
the space C of continuous functions we have to consider more general functional
spaces, as solutions of (7.290) can be discontinuous. That is why we introduce
the space D̃ consisting of (Ft)— adapted stochastic processes with trajectories be-
longing to the space D of right-continuous functions having left-hand limits at
any point. The space D is equipped with the sup-norm, while D̃, as above, will be
endowed with the metric E(‖x − y‖X ∧ 1).

The following theorem was proved in [177–180] for the case of Ito integrals.
Modifying slightly the proof and using standard estimates for stochastic integrals
with respect to semimartingales (see [105] or [106]), we obtain the following.

Theorem 7.51. (A) For p > 1 each set, which is bounded in Sp, is at the same time

tight in D̃.
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(B) For p ≥ 1, q < ∞ each set, which is bounded in Sp, is at the same time tight

in L̃q.

Theorem 7.51 shows that operators that map bounded sets into tight ones can
be of interest in stochastic analysis. This justifies the following.

Definition 7.52. An operator h, defined in a linear space of random points, is said
to be tight if (1) it transforms bounded sets into tight ones and (2) it is uniformly
continuous on each tight subset of its domain.

One can easily observe that ifΩ shrinks into a single point (= no randomness),
then this definition describes nothing, but usual compact operators, because in
this case tight sets equal compact sets.

Yet, the tightness property is too general for our purposes. Indeed, every non-
linear, bounded, and uniformly continuous operator defined in k is tight, while k
is an infinite-dimensional Frechét space. That is why more assumptions on opera-
tors are needed.

As it was explained in the works [177, 178, 182], it is quite natural to take into
account a “trajectorial” nature of stochastic differential equations. This intuitive
concept can be formalized in the following manner (see, e.g., [176, 177, 209]).

Definition 7.53. An operator h is said to be local if for any x, y from its domain
and for any A ∈ F , the equality x(ω) = y(ω) (ω ∈ A a.s.) implies the equality
(hx)(ω) = (hy)(ω) (ω ∈ A a.s).

Examples of local operators:
(1) the superposition operator generated by a random operator A(ω), that

is,

(hx)(ω) ≡ A
(
ω, x(ω)

)
; (7.297)

(2) stochastic integrals with respect to arbitrary semimartingales;
(3) combinations of (1) and (2), like sums, products, compositions, point-

wise limits, and so forth.
Below we suggest a theory of reducible stochastic functional differential equa-

tions based on operators, which are both local and tight.

7.7.2. Properties of reducible stochastic functional differential equations

We define Volterra reducibility in a way that is similar to one used in the determin-
istic theory. We assume that (7.290) includes a nonlinear operator F acting from
“the space of solutions” Snp to “the space of abstract derivatives” Λn

p for some p.
The choice of the spaces has been explained before. The operator F is assumed to
be Volterra: for any t ∈ (0,T], xs = ys a.s. for all s ∈ [0, t], implies Fxs = Fys a.s.
for all s ∈ [0, t].
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Definition 7.54. Equation (7.290) with a nonlinear operation F is Volterra-reduci-
ble (in Snp) to a stochastic functional differential equation

dxt = F0xtdzt, t ∈ [0,T], (7.298)

with a local, tight, and Volterra operator F : Snp → Λn
p, if for each stopping time

τ : Ω → [0,T], the sets of Sp-solutions to (7.290) and (7.298) are identical within
each random interval [0, τ).

Recall that a stopping time τ with respect to a filtration Ft is a random variable
satisfying τ−1(A∩[0, t]) ∈ Ft for any Borel subsetA of real numbers and any t ≥ 0.

Remark 7.55. We are studying here Volterra-reducible stochastic equations, only.
Therefore we will usually omit the word “Volterra” in our considerations.

In this section we are going to look at some basic properties of general re-
ducible equations (7.290).

But first of all we will give a more accurate definition of a solution to (7.298).
The challenge here, compared to deterministic equations, is to cover weak solu-
tions, that is, solutions defined on extended probability spaces, as it is well known
that the original probability space may be unsuitable.

Definition 7.56. A stochastic basis (Ω∗, F ∗, F ∗
t ,P∗) is called a (regular) splitting

of the stochastic basis (Ω, F , Ft,P) if there exists a (F ∗, F )-measurable surjective
mapping c : Ω∗ → Ω such that

(1) P∗c−1 = P;
(2) c−1(Ft) ⊂ F ∗

t (for all t);
(3) ztc is again a semimartingale on (Ω∗, F ∗, F ∗

t ,P∗) with the same local
characteristics as zt.

The third property implies, in particular, that the Wiener process remains
Wiener for any regular splitting. Also other integrators preserve their probabilistic
properties (see [106, 107] for details).

One can easily construct the new “solution space” Sn∗p and the new “space
of derivatives” Λn∗

p being nothing, but the spaces Snp and Λn
p, respectively, be-

ing related to the new stochastic basis. Clearly, Sn∗p ⊃ Snp and Λn∗
p ⊃ Λn

p. It can
also be proved that there exists the only continuous and local (in the sense of
Definition 7.53) extension F∗0 : Sn∗p → Λn∗

p of the operator F0 : Snp → Λn
p. This

extension will necessarily be tight (see [175]).

Definition 7.57. A weak solution x(t) of (7.298) is a stochastic process, which (A)
is defined on a regular splitting of the original stochastic basis, (B) belongs to the
space Sn∗p ⊃ Snp, and (C) satisfies

dxt = F∗xtd
(
ztc
)

(7.299)

on a random interval [0, τ].
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Remark 7.58. The notation ztc shows that we integrate with respect to “the same”
semimartingale zt, just redefined for the new probability space (like a function
g(u) of one variable u, which can be regarded as a v-independent function of two
variables u, v).

Now we are able to formulate basic properties of reducible stochastic func-
tional differential equations.

Theorem 7.59. Assume that (7.298) is reducible in the sense of Definition 7.54.
(1) For any initial condition x0 = κ ∈ kn, there exists at least one weak solu-

tion to (7.298) defined on a random interval [0, τ], where τ > 0 a.s. is a
stopping time (“property of local solvability”).

(2) Any weak solution of (7.298), satisfying x0 = κ, can be extended up to
either the terminal point T or an explosion time (“property of extension of
solutions”).

In the next two properties, it is assumed that all solutions of (7.298)
reach the terminal point T .

(3) Any set of solutions of (7.298), which is bounded in Snp, is also tight in Snp,

and hence tight in D̃n (“tightness property of solutions”).
(4) If the solutions of (7.298) satisfy the property of pathwise uniqueness for

any initial value κ ∈ kn, then all the solutions will be strong (i.e., they
will be defined on the original stochastic basis); moreover, the solutions will
continuously (in Snp-topology) depend on κ ∈ kn (“pathwise uniqueness
property”).

Proof. Consider the following operator equation in the space Λn
p:

H = ΦH , where ΦH
def= F

(
κ +

∫ (·)

0
Hsdzs

)
. (7.300)

By assumption, Φ is local, tight, and Volterra. We can therefore apply the fixed
point theorem for local tight operators [177, 178], which states that if an operator
h with these two properties has an invariant ball in a space of random points that
satisfies the so-called “Π-property” (see below), then h has at least one weak fixed
point.

The “Π-property” in a functional space Y says that there exists a sequence
of random finite-dimensional Volterra projections Pm : Y → Y, which strongly
converges to the identity operator in Y.

In [179] it was proved that the space Λn
p satisfies the “Π-property.” Thus, the

only thing that should be verified is the existence of an invariant ball. This can be
done by making use of the technique suggested in [181] where properties (1)–(4)
where proved for stochastic functional differential equations driven by the Wiener
process. We first find a random Volterra retraction π : Λn

p → Bn, where B is the
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“unit ball” in Λp given by

B =
{
x ∈ Λp :

∫ T

0
Γp
(
t, xt

)
dλt ≤ 1

}
, (7.301)

and Γp is defined by (7.293). Without loss of generality we may assume that n = 1.
Put

πxt = xt
(
I{(t,ω):Γp(t,ω,xt(ω))<1} + γxI{(t,ω):τ(ω)=t}

)
, (7.302)

where τ
def= inf{t :

∫ t
0 Γp(s, xs)dλs ≥ 1}, and γx ≥ 0 is chosen in such a way that

γx = 0 if τ = +∞ and

∫ τ

0
Γp
(
s,πxs

)
dλs ≤ 1. (7.303)

Let us show that such a γx does exist.
Consider the equation

au2 + bu + c = 1, (7.304)

where a = |xβtx|pΔλτ , b = |xαt|pΔλτ , c = ∫ τ0 Γp(s, xs)dλs.
Since a, b, c ≥ 0 and c ≤ 1, this equation has only one positive solution, say,

ux. Putting γx = ux1/p we have

∫ τ

0
Γp
(
s,πxs

)
dλs =

∫ τ

0
Γp
(
s, xs

)
dλs + Γp

(
τ, γxxτ

)
Δλτ

= γ
p
x b + γ

2p
x a + c = 1,

(7.305)

and therefore

∫ τ

0
Γp
(
s,πxs

)
dλs = 1 if τ <∞, (7.306)

or

∫ τ

0
Γp
(
s,πxs

)
dλs < 1 if τ = ∞ (7.307)

(of course, all the entries here may depend on the random variable ω).
Clearly, γx is a continuous function of the variable x ∈ Λp. We claim that

(i) π(Λp) ⊂ B, and (ii) πx = x if x ∈ B, (iii) x(k) → x implies πx(k) → πx.
To see this, we notice that (i) follows directly from (7.303), (ii) can be deduced
from the following implications: {∫ T0 Γp(s, xs)dλs < 1} ⇒ {τ = +∞} ⇒ {γx =
0 and [0, τ)∩ [0,T] = [0,T]} ⇒ {πxt = xt}, while (iii) follows from continuity of
the integration and continuity of γx with respect to x.
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Let us continue to study (7.298). Consider the operator equation

H = πΦH (7.308)

in the space Λn
p. By the above-mentioned fixed point theorem for local tight oper-

ators from [177–180], there exists at least one weak solution of the latter equation,
belonging, in general, to the extended space Λn∗

p .
Putting τ = inf{t : ‖(πΦ)∗H∗I[0,t]‖Λn∗

p ≥ 1} gives a predictable stopping time
with the property P∗{τ > 0} = 1, because

lim
t→+0

∥
∥(πΦ)∗H∗I[0,t]

∥
∥
Λn∗
p
= 0. (7.309)

As τ is predictable, there exists another stopping time η, for which 0 < η < τ.
Then we have π(Φ∗H∗)I[0,η] = F∗H∗I[0,η]. Now taking into account that Φ is
local (in the sense of Definition 7.53) and Volterra, we obtain

Φ∗(H∗I[0,η]
) = (Φ∗H∗)I[0,η] = π

(
Φ∗H∗)I[0,η] = H∗I[0,η], (7.310)

so that x∗t = κ +
∫ t

0 H
∗
s d(zsc) becomes a weak solution of (7.298), defined on the

random interval [0,η]. This proves property (1).
To prove property (2) we, by induction, construct a sequence of weak so-

lutions x(k)
t ≡ x0 +

∫ t
0 H

(k)
s d(zsc(k)) defined on some random intervals [0,η(k)), re-

spectively. Here c(k) : Ω(k) → Ω stands for the kth splitting mapping corresponding

to a weak solution H(k)
t of the equation

H = Φ(k)H
def= π(k)Φ

(
HI[η(k−1),T] +H(k−1)I[0,η(k−1))

)
, (7.311)

π(k) being the Volterra retraction onto the set {Γp(t,Ht) ≤ k}. We also put Ω(0) =
Ω, F (0) = F , F (0)

t = Ft, P(0) = P for the sake of convenience.
At least one weak solution H(k) of (7.311) does exist due to the fixed point

theorem for local tight operators, and we, as before, can define a stopping time
η(k) if we put

η(k) def= inf
{
t :
∥
∥Φ(k)H∗I[0,t]

∥
∥
Λn∗
p
≥ k

}
. (7.312)

Using the definition of Φ(k) we have

H(k)
∣∣

[0,η(k−1)) = H(k−1)c(k,k−1), (7.313)

where c(k,k−1) : Ω(k) → Ω(k−1) relates two splittings to each other, and

(
Ω(k), F (k), F (k)

t ,P(k)
)

(7.314)

is the splitting, where the process H(k) is defined.
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The sequence of the constructed splitting forms therefore a projective family
of probability spaces. Its projective limit, called in the sequel {Ω̄, F̄ , F̄t, P̄}, in-

herits the property of regularity. Putting η = supk{η(k)}, H̄|[0,η(k))
def= H(k)c̄(k), and

x̄t
def= κ+

∫ t
0 H̄sd(zsc̄(0)), where the projections c̄(k) : Ω̄→ Ω(k) (k ≥ 0) are projective

limits of the sequence c(r,k) : Ω(r) → Ω(k) as r → ∞, we get a predictable stopping
time and solutions of (7.300) and (7.298), respectively. Moreover, it immediately
follows from the definition of Φ(k) that

P̄
{∥∥H̄I[0,η)

∥
∥
Λn
p
= +∞} + P̄{η = T} = 1, (7.315)

and therefore

P̄
{∥∥x̄I[0,η)

∥∥
D̃n
p
= +∞} + P̄{η = T} = 1. (7.316)

This completes the proof of property (2).
The proofs of the third and the fourth properties are similar to those given in

[181] and are omitted here. �

Corollary 7.60. Stochastic functional differential equation (7.290) is reducible to the
so-called “canonical form”

dxt = f
(
t, x0

)
dzt (7.317)

if (A) equation (7.290) is reducible in the sense of Definition 7.54, (B) its (weak)
solutions are pathwise unique, and (C) for any bounded set B of initial data X0 and
any positive ε, there is a constant c = c(B, ε) such that each local solution of (7.290)
satisfies the following a priori estimate:

P∗
{‖x‖Sn∗p > c

}
< ε. (7.318)

7.7.3. Specific classes of reducible stochastic functional differential
equations driven by semimartingales

7.7.3.1. Ordinary stochastic differential equations
driven by semimartingales

Consider the equation

dxt = f
(
t, xt−

)
dzt, (7.319)

where xt−
def= lims→t−0 x(s) (the limit always exists for all x ∈ Snp, see, e.g., [79]).

Assume that
(A1) f : [0,T] × Ω × Rn → Rm×n is continuous in x ∈ Rn, predictable in

(t,ω) ∈ [0,T] × Ω, and takes values in the space of matrices with m
columns and n rows (further denoted by Rm×n);
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(A2) for any R > 0 there is a stochastic process ϕRt , which is integrable with
respect to λt and satisfies

Γp
(
t, f (t, x)

) ≤ ϕRt a.s.
(∀t ∈ [0,T], |x| ≤ R

)
, (7.320)

where Γp(t,u) is given by (7.293).

Remark 7.61. As before, we omit the random variable ω, when describing stochas-
tic processes. Strictly speaking, however, the function f in (7.319) as well as similar
functions below are assumed to depend on ω, that is, f = f (t,ω, x), and so forth.

Remark 7.62. By definition, |αs| ≤ 1, |βs| ≤ 1, so that (7.320) is implied by the
following more simple inequality:

∣∣ f (t, x)
∣∣2p ≤ ϕRt a.s.

(∀t ∈ [0,T], |x| ≤ R
)
. (7.321)

However, the latter estimate may be too restrictive in applications. For example,
Ito equations with a p-integrable drift coefficient and a 2p-integrable diffusion
coefficient do not, in general, satisfy (7.321), but it can be shown that they fit in
(7.320).

Theorem 7.63. Under assumptions (A1)-(A2), (7.319) is reducible in the sense of
Definition 7.54.

Remark 7.64. Clearly, the case p = 1 gives the least restrictive estimate, and at the
same time the biggest space of solutions, namely Sn1. The smaller solution space is
needed, the stronger estimates are required.

Proof of Theorem 7.63. The operator F, (Fxt)(ω) = f (t,ω, xt−(ω)), is random, and
the generating function f (t,ω, x) is continuous in x. Therefore, F is local, Volterra,
and uniformly continuous on tight subsets as the operator from D̃n to Λn

p (the
latter is ensured by (A2)). Clearly, the same is true for F considered as an operator
from Snp to Λn

p, because Snp has a stronger topology. Due to Theorem 7.39 bounded

subsets of the space Snp (p > 1) are tight in D̃n. It is also straightforward that F

maps tight subsets of D̃n into tight subsets of Λn
p. Hence, F is tight as an operator

from Snp to Λn
p for p > 1.

For p = 1 we observe that for each R > 0 the operator FRxt = f (t,πR(xt−))
can be extended to the space L̃n2 as a continuous random operator taking values in
Λn
p. Here πR is the retraction of Rn onto the ball {x ∈ Rn : |x| ≤ R}. Repeating

the above argument for the case p > 1 and applying part B of Theorem 7.51, we
get the tightness of FR as the operator from Sn1 to Λn

1 . It remains now to notice that
any bounded subset of Sn1 satisfies the condition

∀ε > 0 ∃Rε such that P
{‖x‖Dn > Rε

}
< ε, (7.322)

and the result follows. �
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Remark 7.65. A slight modification of the above proof shows that Theorem
7.59 remains valid for the case of the so-called “Dolean-Protter equation”

dxt = g
(
t, xt−

)
dzt (7.323)

with g : [0,T]×Ω×Dn → Rn satisfies conditions similar to (A1)-(A2), where one
has to replace Rn by Dn and f by g assuming g to be of Volterra type.

7.7.3.2. Stochastic delay equations

Consider the equation

dxt = f
(
t, xt−,Txt

)
dzt , (7.324)

xs = ϕs, s < 0. (7.325)

Here Txt =
∫ t
−∞ dsR(t, s)xs.

Assume that
(B1) f : [0,T]×Ω×Rn×Rn → Rm×n is continuous in (x, y) ∈ Rn×Rn and

predictable in (ω, t) ∈ [0,T]×Ω;
(B2) for any R > 0 the following estimate holds:

Γp
(
t, f (t, x, y)

) ≤ ϕRt + c|y|q (c ≥ 0, p, q ≥ 1), (7.326)

where ϕRt is the same as in (A2), y ∈ R, t ∈ [0,T], |x| ≤ R, and Γp is
given by (7.293);

(B3) the kernel R : [0,T] × [−∞,T] × Ω → Rn×n is B ⊗ P -measurable
(where B and P stand for the σ-algebra of Borel and predictable sets,
respectively; we put Fs = F0 for s < 0 by definition) and satisfies the
following condition:

∫ T

0

[
var

s∈[0,T]
Ri j(t, s,ω)

]2q

dλt(ω) <∞ a.s.; (7.327)

(B4) ϕ is B ⊗F0-measurable and locally bounded on (−∞, 0)×Ω stochastic
process.

Theorem 7.66. Under assumptions (B1)–(B4), (7.324), supplied with the “prehis-
tory condition” (7.325), is reducible in the sense of Definition 7.54.

Proof. Notice that due to (B1)–(B4) the operator g defined by

g
(
t, xt−

) = f
(
t, xt−,

∫ t

0
dsR(t, s)xs + ψt

)
(7.328)

satisfies (A1)-(A2), where Rn is replaced by Dn. Here ψt =
∫ 0
−∞ dsR(t, s)ϕs. Ac-

cording to Remark 7.49 we may apply Theorem 7.59. �
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7.7.3.3. Integrodifferential equations

Consider the equation

dxt = f
(
t, xt,Uxt

)
dzt. (7.329)

Here U is a nonlinear stochastic integral operator of the form

Uxt = ψ +
∫ t

0
H
(
t, s, xs

)
dzt. (7.330)

Such equations driven by the Wiener process were studied in [155] under Lipschitz
conditions.

We assume that
(C1) f satisfies (B1);
(C2) Γp(t, f (t, x, y)) ≤ ϕRt for any R > 0, where (p ≥ 1, ϕR is the same as in

(A1), t ∈ [0,T], x, y ∈ Rn, |x|, |y| ≤ R, and Γp is given by (7.293);
(C3) the functions Hij : [0,T]× [0,T]×Rn → R (i = 1, . . . ,n, j = 1, . . . ,m)

are absolutely continuous in t, while their first derivatives with respect
to t are B ⊗P -measurable in (t, s,ω) and continuous in x;

(C4) the following estimates hold for any R > 0:

∣
∣Hij(s, s,ω, x)

∣
∣ ≤ QR(t, s,ω);

∥∥
∥
∥
∂Hij

∂t
(t, s,ω, x)

∥∥
∥
∥ ≤ KR(t, s,ω),

∫ T

0
dλs

(
Q2
R(s,ω) +

∫ T

s
K2
R(τ, s,ω)dτ

)
<∞ a.s.;

(7.331)

(C5) ψ : [0,T]×Ω→ Rn is predictable and locally bounded.
Conditions (C3)–(C5) can be weakened if z has independent increments (see,

e.g., [106] for the definition):
(C3a) Hij are B ⊗P -measurable in (t, s,ω) and continuous in x;
(C4a) |Hij(t, s,ω, x)| ≤ QR(t, s,ω) (|x| ≤ R, R > 0) and

∫ T

0

∫ T

0

∣
∣QR(t, s)

∣
∣qdλt dλs <∞ a.s. (7.332)

for some q > 2;
(C5a) ψ is predictable and q-summable in t.

But then we have to replace (C2) with
(C2a) Γp(t, f (t, x, y)) ≤ ϕRt + c|x|q (c ≥ 0 a.s., |x| ≤ R, R > 0).

Theorem 7.67. Under assumptions (C1)–(C5) or, if zt has independent increments,
under assumptions (C1), (C2a)–(C5a), (7.329) is reducible in the sense of Definition
7.53.
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Proof. Making use of the proofs of Theorems 7.66 and 7.67, we notice that it is
sufficient to show that the integral operator

Axt =
∫ t

0
H
(
t, s, xs

)
dzs (7.333)

is uniformly continuous on tight subsets of the space D̃n and takes values in L̃n∞(λ)
(for conditions (C3)-(C4), or in L̃nq(λ) (for conditions (C3a)-(C4a). Both cases can
be treated in a similar way, so we prove the first statement.

The semimartingale zt can be represented as a sum:

zt = Bt + βt + ztI{|Δz|>1}(t), (7.334)

where Bt is the first local characteristic of zt, while the second term is a local mar-
tingale (see [106], or [79]).

The integral operator

A1xt =
∫ t

0
H
(
t, s, xs

)
d
(
BT + ztI{|Δz|>1}(t)

)
(7.335)

will then be a random Stieltjes integral operator driven by a process which is abso-
lutely continuous with respect to λt. The integrand satisfies the following estimate:

∣∣Hij(t, s, x)
∣∣ ≤ ∣∣Hij(s, s, x)

∣∣ +
∣
∣∣
∣

∫ t

s

∂Hi j

∂τ
(τ, s, x)dτ

∣
∣∣
∣

≤ QR(s) +
∫ t

s
KR(τ, s)dτ ∈ L1(λ) a.s.

(7.336)

Hence, the operator A1 maps D̃n to L̃n∞(λ), being uniformly continuous on tight
subsets of its domain.

The integral operator

A2xt =
∫ t

0
H
(
t, s, xs

)
dβs (7.337)

can be represented as follows (see, e.g., [184]):

A2xt =
∫ t

0
H
(
s, s, xs

)
dβs +

∫ t

0
dτ
∫ τ

0
H′
τ

(
τ, s, xs

)
dβs. (7.338)

For any predictable stopping time Tn ≤ T we have

E sup
t≤Tn

∣
∣A2xt

∣
∣2≤ 2E sup

t≤Tn

(∫ t

0
H
(
s, s, xs

)
dβs

)2

+ 2E sup
t≤Tn

(∫ t

0
dτ
∫ τ

0
H′
τ

(
τ, s, xs

)
dβs

)2

.

(7.339)
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Using standard technique of estimating stochastic integrals with respect to semi-
martingales, we obtain

E sup
t≤Tn

∣
∣A2xt

∣
∣2 ≤ K1

(

E
∫ Tn

0
Q2
R(s)dλs +

(∫ Tn

0
QR(s)dλs

)2
)

+ K2E
∫ Tn

0
dλs

∫ T

s
K2
R(τ, s)dτ,

(7.340)

so that P{supt≤T |A2xt|2 ≥ Kε} < ε for arbitrary ε > 0 and sufficiently large Kε.
On the other hand, the process ξt =

∫ t
0 H(t, s, xs)dβs admits a Ft− ⊗B-measurable

version, hence it is equivalent to a predictable process. We have just proven that
A2(L̃n∞(λ)) ⊂ L̃n∞(λ).

A similar reasoning implies the estimate

E sup
t≤Tn

∣
∣A2xt − A2yt

∣
∣2 ≤ C

(
E
∫ Tn

0

[
H
(
s, s, xs

)−H(s, s, ys
)]2

dλs

+ E
∫ Tn

0
dλs

∫ T

s

[
H′
τ

(
τ, s, xs

)−H′
τ

(
τ, s, ys

)]2
dτ
)
.

(7.341)

Consider now the random integral operator defined by

I
(
xt, yt

)
(ω) =

∫ t

0
G
(
s,ω, xs, ys

)
dλs, (7.342)

where the kernelG is equal to either
∫ T
s (H′

τ(τ, s, x)−H′
τ(τ, s, y))2dτ, or [H(s, s, x)−

H(s, s, y)]2.
By our assumptions, I(ω) is continuous a.a. all ω as an operator from L2n∞ (λ)

to Ln∞(λ). Hence the operator I, as a superposition operator from L̃2n∞ (λ) to L̃n∞(λ),
will be uniformly continuous on tight sets. In particular, given a tight set Q ⊂
L̃n∞(λ), we have

P − lim
δ→+0

sup
∣
∣
∣∣

∫ t

0
G
(
s, xs, ys

)
dλs

∣
∣
∣∣ = 0, (7.343)

where sup is taken over t ∈ [0,T], x, y ∈ Q, E(‖x− y‖Dn ∧1) ≤ δ. In other words,
for some exhaustive (i.e., going a.s. to infinity) sequence of predictable stopping
times,

lim
δ→+0

sup
∣∣
∣
∣

∫ t∧Tn

0
G
(
s, xs, ys

)
dλs

∣∣
∣
∣ = 0. (7.344)

Making use of the estimate (7.341) we obtain that

lim
δ→+0

sup
∣∣A2xt∧Tn − A2yt∧Tn

∣∣2 = 0. (7.345)

It exactly means that A2 is continuous on the set Q.
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Let us complete the proof of Theorem 7.67. If p > 1, then the result immedi-
ately follows from Theorem 7.39. If p = 1, we proceed in a similar way replacing
first the operator A by a “truncated” operator, as it was done in the course of the
proof of Theorem 7.63. �

7.7.3.4. Neutral stochastic functional differential equations

We will only consider one particular kind of neutral functional differential equa-
tions, which is rather illustrative and comparatively simple from the technical
point:

dxt = f
(
t,Txt, Sxt

)
dzt, (7.346)

where

Txt =
∫ t

−∞
dsR(t, s)xs, Sxt =

∫ t

−∞
Q(t, s)dxs, (7.347)

supplied with “a prehistory:”

xs = ξs, s < 0. (7.348)

Some other kinds of stochastic neutral equations can be found in [115, 181,
183].

Introduce the following hypotheses:
(D1) f satisfies (B1);
(D2) for all R > 0 Γp(t, f (t, x, y)) ≤ ϕRt + |x|q (p > 1, q ≥ 1, t ∈ [0,T], x, y ∈

Rn, |y| ≤ R, Γp is given by (7.293));
(D3) R satisfies (B3);
(D4) Q is absolutely continuous in t, while its derivative Q′t satisfies the mea-

surability conditions (B3) and, in addition, the following estimate:

∫ T

0

(∫ T

s

∣
∣Q′τ(τ, s)

∣
∣2
dτ
)r
dλs +

∫ T

0

∣
∣Q(s, s)

∣
∣2r

dλs <∞ a.s.; (7.349)

(D5)
∫ 0
−∞Q(t, s)dϕs exists and locally bounded on time intervals.

Theorem 7.68. Under assumptions (D1)–(D5) (7.346) with the “prehistory” condi-
tion, (7.347) is reducible in the sense of Definition 7.54.

Proof. The crucial point is the tightness of the operator S0 defined by S0xt =∫ t
0 Q(t, s)dxs as a mapping from Snp to D̃n. The following estimate can easily be

derived from the proof of the preceding theorem:

E sup
0≤t≤Tn

∣
∣S0xt

∣
∣2≤ E

(∫ Tn

0

(∫ T

s

∣
∣Q′τ(τ, s)

∣
∣2
dτ
)r
dλs

)1/r

+ E
(∫ Tn

0

∣
∣Q(s, s)

∣
∣2r

dλs

)1/r

(7.350)
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for some exhaustive sequence {Tn} of predictable stopping times. This means that
for any ε > 0 there exists a number N for which P{Tn < T} < ε for all n ≥ N .
Thus, S0 becomes a bounded linear operator from Snp to D̃n. Approximation of the
kernelQ by kernelsQn, which are finite sums of the form

∑
j a j(t)bj(s), gives, after

using estimates similar to (7.350), a uniform approximation of the operator S0 by
finite-dimensional random (and hence tight) operators acting from Snp to D̃n. This
implies tightness of the operator S0 as well.

Now combining the proof of Theorem 7.59 with the fact just established we
get the required result. �





8
Appendices

A. On the spectral radius estimate of a linear operator

Consider the problem on the estimate of the spectral radius ρ(A) of a linear opera-
torA in the space C of continuous functions x : [a, b]→R1, ‖x‖C=maxt∈[a,b] |x(t)|.

Since ρ(A) < 1 if ‖A‖C→C < 1, for the isotonic A the estimate ρ(A) < 1 follows
from

‖A‖C→C = max
t∈[a,b]

(
A[1]

)
(t) < 1. (A.1)

A sharper estimate may be obtained due to the following well known assertion.

Lemma A.1. Let a linear bounded A : C → C be isotonic. The estimate ρ(A) < 1 is
valid if and only if there exists a v ∈ C such that

v(t) > 0, r(t)
def= v(t)− (Av)(t) > 0, t ∈ [a, b]. (A.2)

Proof. Necessity is rather obvious if we take as v the solution of the equation x −
Ax = 1.

Sufficiency. Define in the space C the norm ‖·‖vC equivalent to the norm ‖·‖C

by

‖x‖vC = max
t∈[a,b]

∣
∣x(t)

∣
∣

v(t)
. (A.3)

Since

‖A‖vC→C = sup
‖x‖vC≤1

‖Ax‖vC ≤ max
t∈[a,b]

(Av)(t)
v(t)

< 1, (A.4)

ρ(A) ≤ ‖A‖vC→C < 1. �
The requirement of the strict inequalities v(t) > 0, r(t) > 0 on the whole of

[a, b] involves certain difficulties in some applications of Lemma A.1, for instance,
as applied to multipoint boundary value problems. Thus it is natural that some
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works (see, e.g., [29, 101, 117]) have been devoted to weakening the conditions of
Lemma A.1 at the expense of some additional requirements to the operator A. The
Islamov theorem (see [104]) covered the previous results. But studying the men-
tioned work demands some sophisticated knowledge in the theory of functions,
and occasionally it is difficult to check the conditions of the Islamov theorem. Be-
sides, the theorem assumed the weak compactness of A which prevents the appli-
cation to some singular problems. Below we offer simple assertions as an addition
to Islamov’s theorem.

We say that the linear operatorA : C → C possesses the propertyM if (Ax)(t) >
0, t ∈ [a, b], for each x ∈ C such that x(t) ≥ 0, x(t) �≡ 0.

If A possess the property M, some conditions with respect to the defect r may
be weakened as the following theorem shows. Notice that the inequalities v(t) ≥ 0,
r(t) ≥ 0 in this case imply that v(t) > 0 on [a, b]. Therefore, the M-property does
not permit weakening the condition of Lemma A.1 with respect to the inequality
v(t) > 0.

Theorem A.2. Let a linear bounded A : C → C possess the property M. Then ρ(A) <
1 if and only if there exists v ∈ C such that

v(t) > 0, r(t)
def= v(t)− (Av)(t) ≥ 0, r(t) �≡ 0, t ∈ [a, b]. (A.5)

Proof

Sufficiency. If r(t) > 0 on [a, b], ρ(A) < 1 by virtue of Lemma A.1. If r(t) ≥ 0, we
apply the operator A to both sides of v − Av = r:

(Av)(t)− (A2v
)
(t) = (Ar)(t) > 0, t ∈ [a, b]. (A.6)

Therefore, v(t) − (A2v)(t) > 0. Consequently, applying Lemma A.1 to A2, we get
ρ(A2) < 1. Since ρ(A) = [ρ(A2)]1/2, ρ(A) < 1.

Necessity follows from Lemma A.1. �
We say that the linear operator A : C → C possesses the property N if there

exists a finite number of the points ν1, . . . , νm ∈ [a, b] such that (Ax)(νi) = 0, i =
1, . . . ,m, for each x ∈ C.

Theorem A.3. Let a linear bounded isotonic A : C → C possesses the property N .
Then ρ(A) < 1 if and only if there exists v ∈ C such that

v(t) > 0, r(t)
def= v(t)− (Av)(t) > 0, t ∈ [a, b] \ {ν1, . . . , νm

}
. (A.7)

Proof

Sufficiency. Denote vε = v + ε, ε > 0, rε
def= vε −Avε = r + εψ, where ψ = 1−A[1].

Thus vε(t) > 0, t ∈ [a, b], rε(t) > 0 on [a, b] since ψ(νi) = 1, i = 1, . . . ,m.
Consequently, ρ(A) < 1 by virtue of Lemma A.1.

Necessity is obvious. �
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We say that the linear operator A : C → C possesses the property MN , if it
possesses the property N and (Ax)(t) > 0, t ∈ [a, b] \ {ν1, . . . , νm} for each x ∈ C
such that x(t) ≥ 0, x(t) �≡ 0.

Theorem A.4. Let a linear bounded A : C → C possesses the property MN . Then
ρ(A) < 1 if and only if there exists v ∈ C such that

v(t) > 0, r(t)
def= v(t)− (Av)(t) ≥ 0, r(t) �≡ 0, t ∈ [a, b] \ {ν1, . . . , νm

}
.

(A.8)

Proof

Sufficiency. If r(t) > 0, t ∈ [a, b] \ {ν1, . . . , νm}, we have ρ(A) < 1 by virtue of
Theorem A.3. In the other case we get v(t)− (A2v)(t) > 0 by applying the operator
A to both sides of v − Av = r. Therefore,

v(t)− (A2v
)
(t) > 0, t ∈ [a, b] \ {ν1, . . . , νm

}
. (A.9)

Hence ρ(A2) < 1 by virtue of Theorem A.3 and, consequently, ρ(A) < 1.
Necessity is obvious. �
Consider some estimates of the solution of the equation

x + Ax = f . (A.10)

Theorem A.5. Let A : C → C be a linear bounded isotonic operator, f ∈ C, θ =
f − A f . Let, furthermore, at least one of the following conditions hold.

(a) f (t) > 0, θ(t) > 0, t ∈ [a, b].
(b) The operator A possesses the property M and f (t) > 0, θ(t) ≥ 0, θ(t) �≡

0, t ∈ [a, b].
(c) The operator A possesses the property N and f (t) > 0, θ(t) > 0, t ∈

[a, b] \ {ν1, . . . , νn}.
(d) The operator A possesses the property MN and f (t) > 0, θ(t) ≥ 0, θ(t) �≡

0, t ∈ [a, b] \ {ν1, . . . , νn}.
Then (A.10) has a unique solution x ∈ C and, for the solution, the estimate

f (t)− (A f )(t) ≤ x(t) ≤ f (t), t ∈ [a, b], (A.11)

holds.

Proof. By the previous assertions, we have ρ(A) < 1 from each of the conditions
(a), (b), (c), and (d). Applying the operator I − A to both sides of (A.10), we
obtain the equation x − A2x = θ with isotonic A2, ρ(A2) < 1, which is equivalent
to (A.10). Therefore,

x(t) = θ(t) +
(
A2θ

)
(t) +

(
A4θ

)
(t) + · · · ≥ θ(t) = f (t)− (A f )(t) ≥ 0. (A.12)

Besides x(t) = f (t)− (Ax)(t) ≤ f (t). �
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B. A compactness condition for a linear integral operator
in the space of summable functions

Consider the integral operator

(Kz)(t) =
∫ b

a
K(t, s)z(s)ds (B.1)

on the space L of summable functions z : [a, b] → Rn with the norm ‖z‖L =∫ b
a |z(s)|ds.

Theorem B.1 (see [32, 33, 141, 144]). Let the elements ki j(t, s) of the n × n matrix
K(t, s) be measurable on the square [a, b]×[a, b], let the functions ki j(t, s) for almost
every t ∈ [a, b] have at each point s ∈ [a, b] finite one-sided limits, and let there exist
a summable v such that |ki j(t, s)| ≤ v(t) for each s ∈ [a, b]. Then the operator K
defined by (B.1) is acting in L and is compact.

Proof. It is sufficient to consider the case of the scalar operator

(Kz)(t) =
∫ b

a
k(t, s)z(s)ds. (B.2)

Let us show that

lim
τ→0

∫ b

a

∣∣k(t, s)− k(t + τ, s)
∣∣dt = 0 (B.3)

uniformly with respect to s ∈ [a, b] (we assume that k(t, s) is equal to zero outside
of the square [a, b] × [a, b]). Assume the contrary. Then for some ε > 0 and for
each sequence {δν}, δν > 0, δν → 0, there exist sequences {sν} and {τν}, |τν| < δν ,
such that

Iν =
∫ b

a

∣
∣k
(
t, sν

)− k(t + τν , sν
)∣∣dt ≥ ε. (B.4)

Denote a monotone subsequence of {sν} again by {sν}. Let limν→∞ sν = s0, ρ(t) =
limsν→s0 k(t, sν). Then ρ is summable under the conditions of the theorem. On the
other hand,

Iν ≤
∫ b

a

∣∣k
(
t, sν

)− ρ(t)
∣∣dt

+
∫ b

a

∣
∣ρ(t)− ρ(t + τν

)∣∣dt +
∫ b

a

∣
∣ρ
(
t + τν

)− k(t + τν , sν
)∣∣dt

≤ 2
∫ b

a

∣
∣k
(
t, sν

)− ρ(t)
∣
∣dt +

∫ b

a

∣
∣ρ(t)− ρ(t + τν

)∣∣dt.

(B.5)
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The first term of the estimate above may be made as small as is wished with the
increase of ν by virtue of the Lebesgue theorem, as well the second term may be
made small since ρ is integrable.

To prove the compactness of the operator K we will check the M. Riesz com-
pactness criterion for the set KB ⊂ L, where B ⊂ L is a bounded set. For y = Kz,
z ∈ B, we have

∣
∣y(t)

∣
∣ ≤ v(t)

∫ b

a

∣
∣z(s)

∣
∣ds. (B.6)

Next, the inequality

∫ b

a

∣
∣y(t)− y(t + τ)

∣
∣dt ≤ sup

s∈[a,b]

∫ b

a

∣
∣k(t, s)− k(t + τ, s)

∣
∣dt ·

∫ b

a

∣
∣z(s)

∣
∣ds (B.7)

and (B.3) imply that

lim
τ→0

∫ b

a

∣
∣y(t)− y(t + τ)

∣
∣dt = 0 (B.8)

uniformly in y ∈ KB. Therefore, the elements of the set KB are uniformly
bounded and mean equicontinuous. Thus the set KB is compact in L. �

C. The composition operator

C.1. The conditions of the continuity of the composition operator

The composition operator Sg on the set of the functions z : [a, b] → R1 is defined
by

(
Sgz
)
(t) =

⎧
⎪⎨

⎪⎩

z
[
g(t)

]
if g(t) ∈ [a, b],

0 if g(t) �∈ [a, b].
(C.1)

In case the mapping g : [a, b] → R1 is measurable, the operator Sg is acting from
the space D of absolutely continuous functions x : [a, b] → Rn in the space L of

summable functions z : [a, b] → Rn (‖x‖D = |x(a)| + ‖ẋ‖L, ‖z‖L =
∫ b
a |z(s)|ds)

and is compact. It follows from the representation that

(
Sgx
)
(t) =

∫ b

a
χg(t, s)ẋ(s)ds + χg(t, a)x(a), (C.2)

where χg(t, s) is the characteristic function of the set {(t, s) ∈ [a, b] × [a, b] : a ≤
s ≤ h(t) ≤ b}, and Theorem B.1.
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In order to state the conditions of the continuous acting of Sg in the space
L, we will turn our attention to the following. The function g on the set {t ∈
[a, b] : g(t) �∈ [a, b]} may be defined arbitrarily because the values of g such that
g(t) /∈ [a, b] do not influence the values of Sg since they do not take part in the

construction of Sg . For e ⊂ [a, b], denote g−1(e)
def= {t ∈ [a, b] : g(t) ∈ e}, mes

denotes the Lebesgue measure.

Theorem C.1 (see [78]). The operator Sg is continuously acting in the space L if and
only if

sup
e⊂[a,b]
mes e>0

mes g−1(e)
mes e

=M <∞. (C.3)

As this takes place, ‖Sg‖L→L =M.

It should be remarked that it is necessary for satisfying (C.3) that

mes(e) = 0 �⇒ mes g−1(e) = 0 (C.4)

for every set e ⊂ [a, b].
The condition (C.4) is fulfilled if, for example, the function g is piecewise

strictly monotone and has absolutely continuous inverse on each interval of mono-
tonicity (see, e.g., [166]).

The role of the condition (C.4) (the so called nonhovering condition of the
graph of the function g) is the following. Elements of the space L are classes of
equivalent functions. Thus it is necessary for action of the operator Sg in the space
L that the operator maps equivalent functions into equivalent ones. The condition
(C.4) is necessary for such an action.

Indeed, let e ⊂ [a, b], mes e = 0, but mes g−1(e) > 0, then for a pair of
equivalent y1, y2 : [a, b] → Rn such that y1(t) �= y2(t) at t ∈ e, we obtain
y1[g(t)] �= y2[g(t)] for each t ∈ g−1(e), that is, on the set of positive measure.
Next assume that there exist a couple of y1, y2 : [a, b] → Rn and a set e ⊂ [a, b]
of positive measure such that g(e) ⊂ [a, b] but y1[g(t)] �= y2[g(t)] for t ∈ e. De-
note e1 = g(e) and let mes e1 > 0. We obtain the contradiction y1(t) �= y2(t) on
the set of positive measure. If mes e1 = 0, the condition (C.4) implies that the set
g−1(e1) = e has also zero measure.

It should be remarked that if the condition of nonhovering is not satisfied, the
composition y[g(t)] may turn out to be nonmeasurable for measurable g and y.
One can find the corresponding examples in [99, 114]. The condition (C.4) guar-
antees measurability of any function y[g(t)] for measurable g and y. Indeed, any
equivalence class, containing a measurable y, contains a Borel measurable func-
tion z (see, e.g., [206]). The function Sgz is measurable [116]. The condition (C.3)
guarantees the equivalence of Sgz and Sg y. Therefore Sg y is also measurable.
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M. E. Drakhlin and T. K. Plyshevskaya replaced (C.3) by the equivalent con-
dition that is sometimes easier for verifying. This condition may be formulated as
follows.

The set g−1(e) is measurable under the condition (C.3) for every measurable
e ⊂ [a, b]. Denote

mes g−1(e) = μg(e). (C.5)

By the Radon-Nicodym theorem [78], there exists a summable function ν : [a, b]→
R1 such that

μg(e) =
∫

e
ν(s)ds (C.6)

for each measurable e ⊂ [a, b]. This ν is called the Radon-Nicodym derivative
of the set function μg(e) with respect to the Lebesgue measure. This derivative is
denoted by dμg/dm. It is relevant to note that

ν(s) = dμg
dm

(s) = lim
mes e→0

μg(e)

mes e
, (C.7)

where e is a segment from [a, b] containing the point s. The condition (C.4) is
necessary for the existence of summable ν.

Theorem C.2 (Theorem C.1 bis, see [76]). The operator Sg is continuously acting in
the space L if and only if

ess sup
s∈[a,b]

ν(s) =M <∞. (C.8)

As this takes place, ‖Sg‖L→L =M.

Proof. To complete the proof of the Theorems C.1 and C.2, we will state the equal-
ity

sup
e⊂[a,b]
mes e>0

μg(e)

mes e
= ess sup

s∈[a,b]
ν(s). (C.9)

Let (C.3) be fulfilled and assume that ess sups∈[a,b] ν(s) > M. Then there exists
a set e of positive measure such that ν(s) > M at s ∈ e. For such a set

μg(e)

mese
= 1

mese

∫

e
ν(s)ds > M, (C.10)

which yields a contradiction with (C.3). Thus

ess sup
s∈[a,b]

ν(s) ≤ sup
e

μg(e)

mes e
. (C.11)
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Conversely, if (C.3) holds,

μg(e)

mes e
= 1

mes e

∫

e
ν(s)ds ≤M (C.12)

for each set e ⊂ [a, b] of positive measure. Hence

sup
e

μg(e)

mes e
≤ ess sup

s∈[a,b]
ν(s). (C.13)

Suppose that the operator Sg acts continuously in the space L and ‖Sg‖L→L =
N . Define a function y : [a, b] → Rn by

y(s) =
⎧
⎨

⎩

c if s ∈ e,

0 if s ∈ [a, b] \ e,
(C.14)

where e ⊂ [a, b] is a set of positive measure, c ∈ Rn is a fixed nonzero vector. For
such a function y we obtain from the inequality

∥
∥Sg y

∥
∥

L ≤ N‖y‖L (C.15)

that |c|μg(e) ≤ N|c|mes e. Hence M = supe(μg(e)/mes e) ≤ N .
A positive operator acting in the space L is continuous [120]. Therefore, it

remains to show that under (C.8) the value of the operator Sg on each summable
function is summable.

We have

∥∥Sg y
∥∥

L =
∫

g−1([a,b])

∣∣y
[
g(s)

]∣∣ds =
∫ b

a

∣∣y(s)
∣∣dμg
dm

(s)ds (C.16)

(for obtaining the latter equality, the formula of change of variables from [78] has
been used). Thus

∥
∥Sg y

∥
∥

L ≤ ess sup
s∈[a,b]

dμg
dm

(s)‖y‖L. (C.17)

Hence N = ‖Sg‖L→L ≤M. �
The derivative dμg/dm can efficiently be calculated for a wide class of g. For

this calculation, it is suitable to use the equality (dμg/dm)(s) = (d/ds)μg([a, s]),
that holds a.e. on [a, b] if (C.4) is fulfilled [206]. It should be remarked that for a
strictly monotone g : [a, b] → R1 we have

d

ds
μg
(
[a, s]

) =

⎧
⎪⎪⎨

⎪⎪⎩

∣
∣∣
∣
dg−1

ds
(s)
∣
∣∣
∣ a.e. over [a, b]∩ g([a, b]

)
,

0 at the other points of [a, b].

(C.18)
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Example C.3. Let g(t) = (1/2)t2, t ∈ [0, 1], then

dμg
dm

(s) = d

ds
μg
(
[a, s]

) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1√
2s

if s ∈
(

0,
1
2

]
,

0 if s ∈
(

1
2

, 1
]
.

(C.19)

In this case, (C.8) is not fulfilled and, consequently, Sg is not continuous in L.

Example C.4. Let

g(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
2

√
t if t ∈

[
0,

1
2

]
,

t if t ∈
(

1
2

, 1
]
.

(C.20)

Then

dμg
dm

(s) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

8s if s ∈
[

0,
1

2
√

2

]
,

0 if s ∈
(

1
2
√

2
,

1
2

]
,

1 if s ∈
(

1
2

, 1
]
.

(C.21)

In this case, the operator Sg acts continuously in the space L and ‖Sg‖L→L = 2
√

2.
Let, further, g : [a, b] → R1 be piecewise strictly monotone and Ii, i =

1, 2, . . . , k, be intervals of its monotonicity (∪iIi = [a, b], Ii ∩ I j = ∅ at i �= j).
Denote by gi the constriction of g to Ii. In this case

d

ds
μg
(
[a, s]

) =
k∑

i=1

d

ds
μgi
(
[a, s]

)
, (C.22)

and, if the functions g−1
i are absolutely continuous, we have

dμg
dm

(s) =
k∑

i=1

d

ds
μgi
(
[a, s]

)
, (C.23)

where

d

ds
μgi
(
[a, s]

) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∣
∣
∣
∣
dg−1

i

ds
(s)
∣
∣
∣
∣ a.e. over [a, b]∩ gi

(
Ii
)
,

0 at the other points of [a, b].

(C.24)
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Example C.5. Let

g(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

t2 if t ∈
[

0,
1
2

]
,

1− t if t ∈
(

1
2

, 1
]
.

(C.25)

We have

d

ds
μg1

(
[a, s]

) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
2
√
s

if s ∈
(

0,
1
4

]
,

0 if s ∈
(

1
4

, 1
]

,

(C.26)

d

ds
μg2

(
[a, s]

) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 if s ∈
[

0,
1
2

]
,

0 if s ∈
(

1
2

, 1
]

,

(C.27)

dμg
dm

(s) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 +
1

2
√
s

if s ∈
(

0,
1
4

]
,

1 if s ∈
(

1
4

,
1
2

)
,

0 if s ∈
[

1
2

, 1
]
.

(C.28)

The principal part Q of the operator L in the case of the so called “neutral”
equation with L : D → L, where D is the space of absolutely continuous functions,
has the form Q = I−S−K , where I is the identity operator, K : L → L is compact,
and S : L → L is defined by

(Sz)(t) = B(t)
(
Sgz
)
(t). (C.29)

If the elements of n×n matrix B are measurable and essentially bounded on [a, b]
and Sg : L → L is continuous, the product S = BSg is also continuous. In some
cases it is possible to establish the continuous action of S under some weaker as-
sumptions.

Suppose
∫
g−1([a,b]) ‖B(τ)‖dτ <∞, e ⊂ [a, b] is a measurable set and

μBg (e) =
∫

g−1(e)

∥
∥B(τ)

∥
∥dτ. (C.30)

If g : [a, b] → R1 satisfies (C.4), mes e = 0 ⇒ μbg(e) = 0 and, by virtue of the
Radon-Nicodym theorem (see [78, page 194], there exists a summable function
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νB : [a, b] → R1 such that

μBg (e) =
∫

e
νB(s)ds. (C.31)

The function μBg (e) is called the Radon-Nicodym derivative of the set function
μBg with respect to the Lebesgue measure and is denoted by dμBg /dm. It should be
noticed that (see [206])

dμBg
dm

(s) = d

dt
μBg
(
[a, s]

)
. (C.32)

The relations

∫ b

a

∣∣(Sy)(s)
∣∣ds ≤

∫

g−1([a,b])

∥∥B(s)
∥∥∣∣(Sgz

)
(s)
∣∣ds =

∫ b

a

∣∣z(s)
∣∣
dμBg
dm

(s)ds (C.33)

imply the following assertion.

Theorem C.6 (see [59, 72]). Let

ess sup
s∈[a,b]

dμBg
dm

(s) =M <∞. (C.34)

Then the operator S acts continuously in the space L, and besides ‖S‖L→L =M.

Example C.7. Let (Sy)(t) = (1/
√
t)y(

√
t), t ∈ [0, 1]. In this case,

dμBg
dm

(s) = d

ds

∫

g−1([0,s])

1√
τ
dτ = d

ds

∫ s2

0

1√
τ
dτ = 2 (C.35)

and, consequently, the operator S acts continuously in the space L and besides
‖S‖L→L = 2.

Example C.8 (see [59]). Let (Sy)(t) = ty(t2), t ∈ [0, 1]. In this case,

dμBg
dm

(s) = d

ds

∫

g−1([0,s])
τ dτ = d

ds

∫ √s

0
τ dτ = 1

2
. (C.36)

Thus ‖S‖L→L = 1/2.
Any continuous linear operator has a general differential integral representa-

tion (see [109]) according to which we have

(Sy)(t) = d

dt

∫ b

a
Q(t, s)y(s)ds. (C.37)
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Bykadorov [59] has shown that

Q(t, s) = d

ds

∫ t

a
B(τ)Θg(s, τ)dτ,

dμBg
dm

(s) = d

ds

∫ b

a

∥
∥B(τ)

∥
∥Θg(s, τ)dτ,

(C.38)

where Θg(s, τ) is the characteristic function of the set

{
(s, τ) ∈ [a, b]× [a, b] : a ≤ g(τ) ≤ s ≤ b

}
. (C.39)

The following assertion explains some difficulties arising in studying the neu-
tral equations.

Theorem C.9 (see [76]). The operator Sg : L → L is not compact if it differs from the
zero operator.

Proof. Let e = g([a, b])∩[a, b] andM = mes e.M �= 0 if Sg is not the zero operator.
Divide the set e into subsets e1 and e2 in such a way that e1 ∪ e2 = e, e1 ∩ e2 = ∅,
and μg1 (e1) = μg2 (e2) = (1/2)M. It is possible since μ(t) = μg([a, t]) = ∫ ta ν(s)ds is
continuous, μ(a) = 0, μ(b) = M, and we take, for instance, e1 = [a, t1]∩ g([a, b])
if μ(t1) = (1/2)M, e2 = e \ e1. The sets ei, i = 1, 2, will be divided into disjoint
ei1 and ei2 such that ei1 ∪ ei2 = ei and μg(ei1) = μg(ei2) = (1/22)M. Continuing the
subdivision process, we construct the sets eα1,...,αk , k = 1, 2, . . ., where the index αk
has values 1 or 2, so that

eα1,...,αk−1,1 ∪ eα1,...,αk−1,2 = eα1,...,αk−1 ,

eα1,...,αk−1,1 ∩ eα1,...,αk−1,2 = ∅,

μg
(
eα1,...,αk

) = 1
2k
M.

(C.40)

Now the sequence of the sets Φk will be constructed as follows: Φ1 = e1,
Φ2 = e11 ∪ e21, Φ3 = e111 ∪ e121 ∪ e211 ∪ e221, and so on. Thus μg(Φk) = (1/2)M
and mes{g−1(Φk) ∩ g−1(Φl)} = (1/4)M for each k and l, k �= l. Let Y = {y ∈ L :
‖y‖L ≤ r} be an arbitrary ball and let {yk} ⊂ Y be the sequence where yk(t) =
cχk(t), χk(t) is the characteristic function of the set Φk and c ∈ Rn (c �= 0) is
chosen so that yk ∈ Y . Let us demonstrate that the sequence {Sg yk} does not
contain any subsequence converging by measure (and all the more by the norm of
L). Indeed, for

t ∈ {g−1(Φk
) \ g−1(Φl

)}∪ {g−1(Φl
) \ g−1(Φk

)}
(C.41)
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we have |(Sg yk)(t)− (Sg yl)(t)| = |c| for any k and l, k �= l. Thus

mes
{
t ∈ [a, b] :

∣∣(Sg yk
)
(t)− (Sg yl

)
(t)
∣∣ = |c|} = 1

2
M. (C.42)

�

C.2. Conditions for the strong convergence of a sequence
of composition operators

In this subsection, we consider the question on the strong convergence of a se-
quence of composition operators Shk : D → L (Sgk : L → L) to an operator
Sh0 : D → L (Sg0 : L → L). In what follows, we assume these operators to be
continuous.

Denote

yk(t) = (Shkx
)
(t),

eh =
{
t ∈ [a, b] : h0(t) ∈ [a, b]

}
,

ek =
{
t ∈ [a, b] : χk(t) �= χ0(t)

}
,

(C.43)

where χk is the characteristic function of the set

{
t ∈ [a, b] : hk(t) ∈ [a, b]

}
, k = 0, 1, . . . . (C.44)

Thus for t ∈ ek we have either yk(t) = x[hk(t)], y0(t) = 0, or yk(t) = 0,
y0(t) = x[h0(t)].

Theorem C.10. The sequence of operators Shk : D → L converges strongly (i.e., at
every point x ∈ D) to the operator Sh0 if and only if the following conditions are
fulfilled:

(a) the sequence {hk(t)} converges to h0(t) by measure on the set eh;
(b) limk→∞ mes ek = 0.

Proof

Sufficiency. Show that yk(t)
mes
������������������������������������������������������������������������������→ yo(t), t ∈ eh. Let ε > 0 be fixed, and let δ > 0

be chosen so that |x(ξ1) − x(ξ2)| < ε as |ξ1 − ξ2| < δ. Next let e′k = {t ∈ eh \ ek :
|hk(t) − h0(t)| ≥ δ}. Since |hk(t) − h0(t)| < δ as t ∈ eh \ (eh ∪ e′k), we have
|yk(t) − y0(t)| = |x[hk(t)] − x[h0(t)]| < ε for the same t. Now {t ∈ [a, b] :
|yk(t)−y0(t)| ≥ ε} ⊂ ek∪e′k and mes(ek∪e′k) → 0 as k →∞ imply the convergence
yk(t) → y0(t) by measure.

Let

e1
k =

{
t ∈ ek : hk(t) ∈ [a, b]

}
,

e2
k =

{
t ∈ ek : h0(t) ∈ [a, b]

}
, k = 1, 2, . . . .

(C.45)
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Then,

∥
∥yk − y0

∥
∥

L =
∫

eh\ek

∣
∣yk(s)− y0(s)

∣
∣ds +

∫

e1
k

∣
∣yk(s)

∣
∣ds +

∫

e2
k

∣
∣y0(s)

∣
∣ds. (C.46)

The first of the integrals tends to zero as k → ∞ by virtue of the Lebesgue
theorem, the second as well as the third tends to zero, being estimated by the value
maxt∈[a,b] |x(t)|mes ek.

Necessity. By setting x(t) = col{t, 0, . . . , 0}, we obtain

∣
∣y1

k(t)− y1
0(t)

∣
∣ =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∣
∣hk(t)− h0(t)

∣
∣ if t ∈ eh \ ek,

∣∣hk(t)
∣∣ if t ∈ e1

k ,

∣
∣h0(t)

∣
∣ if t ∈ e2

k.

(C.47)

Therefore, hk(t)
mes
���������������������������������������������������������������������������������������������������������→ h0(t) on eh and mes ek → 0. �

Consider now the sequence of operators Tk : D → L defined by

(
Tkx

)
(t) = Pk(t)

(
Shkx

)
(t) (C.48)

measurable on [a, b] elements of n× n matrices Pk.

Theorem C.11. Let the following conditions be fulfilled:
(a) ‖Pk(t)− P0(t)‖ → 0 by measure on eh as k →∞;
(b) there exists a summable function ρ : [a, b] → R1 such that

∥
∥Pk(t)

∥
∥ ≤ ρ(t), t ∈ [a, b], k = 0, 1, . . . ; (C.49)

(c) hk(t) → h0(t) by measure on eh as k →∞;
(d) limk→∞ mes ek = 0.

Then limk→∞ ‖Tkx − T0x‖L = 0 for any x ∈ D.

Proof. The following inequality is valid:

∥
∥Tkx − T0x

∥
∥

L ≤
∫ b

a

∥
∥Pk(s)− P0(s)

∥
∥
∣
∣yk(s)

∣
∣ds

+
∫ b

a

∥
∥P0(s)

∥
∥
∣
∣yk(s)− y0(s)

∣
∣ds = Ik1 + Ik2 .

(C.50)
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Consider each of the integrals individually:

Ik1 =
∫

eh\ek

∥∥Pk(s)− P0(s)
∥∥ · ∣∣yk(s)

∣∣ds +
∫

e1
k

∥∥Pk(s)− P0(s)
∥∥∣∣yk(s)

∣∣ds

+
∫

ek2

∥
∥Pk(s)− P0(s)

∥
∥
∣
∣y0(s)

∣
∣ds.

(C.51)

The first term in the right-hand side of the latter equality tends to zero as k → ∞
by virtue of the Lebesgue theorem. The second and the third are estimated by

2 max
t∈[a,b]

∣
∣x(t)

∣
∣
∫

ek
ρ(s)ds. (C.52)

In the same way with the equality

Ik2=
∫

eh\ek

∥
∥P0(s)

∥
∥
∣
∣yk(s)−y0(s)

∣
∣ds +

∫

e1
k

∥
∥P0(s)

∥
∥
∣
∣yk(s)

∣
∣ds +

∫

e2
k

∥
∥P0(s)

∥
∥
∣
∣y0(s)

∣
∣ds,

(C.53)

one can establish that limk→∞ Ik2 = 0. �

Remark C.12. The conditions (c) and (d) of Theorem C.11 can be replaced by the
weaker ones:

(c′) hk(t) → h0(t) by measure on {t ∈ eh : ‖P0(t)‖ �= 0};
(d′) limk→∞ mes{t ∈ eh : ‖P0(t)‖ �= 0} = 0.
Conditions for the strong convergence of a sequence {Sgk}, Sgk : L → L, have

been established by M. E. Drakhlin and T. K. Plyshevskaya. Here we formulate the
corresponding results without proof. Denote

Eg =
{
t ∈ [a, b] : g0(t) ∈ [a, b]

}
,

Ek =
{
t ∈ [a, b] : χk(t) �= χ0(t)

}
,

(C.54)

where χk is the characteristic function of the set

{
t ∈ [a, b] : gk(t) ∈ [a, b]

}
, k = 0, 1, . . . . (C.55)

Theorem C.13 (see [76]). The sequence of operators Sgk : L → L converges to Sg0 at
each point of the space L if and only if the following conditions are fulfilled:

(a) gk(t) → g0(t) by measure on Eg ;
(b) limk→∞ mes Ek = 0;
(c) the norms of the operators Sgk , k = 1, 2, . . . , are uniformly bounded.

Remark C.14. In [77], it is shown that the strong convergence of the operators
Sgk : L → L to Sg0 : L → L is equivalent to the weak convergence of these operators
to Sg0 : L → L.
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Consider now the sequence of operators Sk : L → L defined by

(
Sk y

)
(t) = Bk(t)

(
Sgk y

)
(t), (C.56)

where the elements of n × n matrices Bk are measurable and essentially bounded
on [a, b]. It is not difficult to show that the sequence {Sk} converges to S0 at every
point y ∈ L under the following conditions: limk→∞ ‖Sgk y − Sg0 y‖L = 0 for every
y ∈ L; ‖Bk(t) − B0(t)‖ → 0 by measure on Eg as k → ∞ with the addition that
there exists an essentially bounded function ρ : [a, b] → R1 such that ‖Bk(t)‖ ≤
ρ(t), t ∈ [a, b], for all k.

The following theorem gives a more subtle test for the strong convergence of
{Sk}.

Denote

μB
k

gk (e) =
∫

(gk)−1(e)

∥∥Bk(s)
∥∥ds, (C.57)

where νk(s) = (dμB
k

gk /dm)(s) is the Radon-Nicodym derivative of function μB
k

gk with
respect to the Lebesgue measure (see [78]).

Theorem C.15 (see [73]). Let the following conditions be fulfilled:
(a) ‖Bk(t)− B0(t)‖ → 0 by measure on Eg as k →∞;
(b) supk ess sups∈[a,b] νk(s) <∞;
(c) gk(t) → g0(t) by measure on {t ∈ Eg : ‖B0(t)‖ �= 0};
(d) limk→∞ mes{t ∈ Ek : ‖B0(t)‖ �= 0} = 0.

Then limk→∞ ‖Sk y − S0y‖L = 0 for any y ∈ L.

D. Vallee-Poussin-like theorem

An exclusive place in the theory of differential equation

(Lx)(t)
def= ẍ(t) + q(t)ẋ(t) + p(t)x(t) = 0 (D.1)

is occupied by the interval [a, b] on which any nontrivial solution has at most
one zero. Such an interval is called the nonoscillation interval (of the solutions of
Lx = 0).

From the Sturm theorem on separation of zeros of solutions to Lx = 0, it
follows that [a, b] is the nonoscillation interval if and only if there exists a positive
solution of Lx = 0 on [a, b].

Vallee-Poussin criterion [69]. An interval [a, b] is the nonoscillation interval for
Lx = 0 if and only if there exists a function v : [a, b] → R1 with absolutely continu-
ous derivative v̇ such that

v(t) ≥ 0, (Lv)(t) ≤ 0 for t ∈ [a, b], v(a) + v(b)−
∫ b

a
(Lv)(s)ds > 0.

(D.2)
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A proper choice of the comparison function v permits getting on the base
of the Vallee-Poussin criterion the estimates of the length of the nonoscillation
interval. It should be noted that the Vallee-Poussin criterion was known before the
mentioned estimates.

The interest to the nonoscillation interval may be explained by a link between
the existence of a positive solution and many actual problems. Such a link is estab-
lished by the next theorem.

Theorem D.1. The following assertions are equivalent.
(a) [a, b] is the nonoscillation interval.
(b) There exists a v : [a, b] → R1 with absolutely continuous derivative v̇ such

that

v(t) ≥ 0, (Lv)(t) ≤ 0, t ∈ [a, b], v(a) + v(b)−
∫ b

a
(Lv)(s)ds > 0.

(D.3)

(c) The Cauchy function C(t, s) of the equation Lx = f is strictly positive in
the triangle a ≤ s < t ≤ b.

(d) The two-point boundary value problem

Lx = f , x(a) = 0, x(b) = 0 (D.4)

is uniquely solvable for each summable f , and the Green function of this
problem is strictly negative in the square (a, b)× (a, b).

It should be noticed that due to well-known results of Jacobi, the list
of the equivalent assertions of Theorem D.1 may be added by the following
assertion.

(e) There exists a unique function v : [a, b] → R1 with absolutely continuous
derivative v̇ on which the functional

∫ b

a
exp

∫ s

a
q(τ)dτ

[
ẋ2(s)− p(s)x2(s)

]
ds (D.5)

with the conditions x(a) = 0, x(b) = 0 reaches its minimum.

The equivalence of (a) and (c) had been established by Wilkins [223].
The equivalence of (a) and (d) had been established by Pack [168].
It is natural to name Theorem D.1 after Vallee-Poussin. A wide series of in-

vestigations by various authors has been devoted to the extension of this theorem
upon equations of higher order and delay differential equations. Below we offer
a general assertion on the base of which it is possible to prove some variants of
Vallee-Poussin-like theorems for a wide class of functional differential equations.

Let B be a Banach space of measurable z : [a, b] → Rn, let C be a Banach
space of continuous x : [a, b] → Rn, let D be a Banach space of x : [a, b] → Rn
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isomorphic to the direct product B × Rn, and, besides, let the elements of D be
continuous on [a, b].

Consider the boundary value problem

Lx = f , lx = α (D.6)

under the following assumptions.
The linear L : D → B is bounded and Noether with ind L = n. The com-

ponents l1, . . . , ln of the vector functional l = [l1, . . . , ln] are linear bounded func-
tionals on the space D. If there are functionals among li such that lix = x(νi),
νi ∈ [a, b], the set of all such points νi is denoted by {ν}; otherwise the symbol {ν}
indicates the empty set.

Further we assume that the decomposition L = L0−T holds, where T : C →
B is bounded and isotonic (antitonic) and the linear L0 : D → B possesses the
following properties.

(1) The boundary value problem

L0x = f , lx = α (D.7)

has a unique solution x ∈ D for each { f ,α} ∈ B × Rn and besides the
Green operator W of this problem is isotonic (antitonic).

(2) There exists ψ ∈ B such that ψ(t) ≥ 0 (ψ(t) ≤ 0) a.e. on [a, b] and
(Wψ)(t) > 0 for t ∈ [a, b] \ {ν}.

(3) There exists a positive solution u0 (u0(t) > 0 for t ∈ [a, b] \ {ν}) of the
homogeneous equation L0x = 0.

As for these properties, it should be noticed that in some cases the properties
(1) and (3) are equivalent. For instance, in the case of the problem

ẍ(t) + p(t)x(t) = f (t), x(a) = α1, x(b) = α2, (D.8)

such equivalence follows from Theorem D.1. In the general case, such a connection
may be absent as it is demonstrated by the example of the problem

ẍ(t) + x(t) = f (t), x
(
b − a

2

)
= α1, ẋ

(
b− a

2

)
= α2 (D.9)

if π < b − a < 2π. Indeed, the solution u(t) = c1 cos t + c2 sin t is not positive on
[a, b] if b − a > π. But the Green operator is isotonic because the Green function
W(t, s) is defined by

W(t, s) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

sin(t − s) if
b− a

2
≤ s ≤ t ≤ b,

− sin(t − s) if a ≤ t < s ≤ b − a
2

,

0 at the other points of the square [a, b]× [a, b].

(D.10)
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The condition (2) is fulfilled, for instance, if the Green operator W is acting
from the space Wn of (n − 1) times differentiable functions with absolutely con-
tinuous derivative of the order n− 1 into the space L of summable functions. The
Green operator W : L → Wn is integral (Section 2.3):

(W f )(t) =
∫ b

a
W(t, s) f (s)ds. (D.11)

As ψ we may take any ψ ∈ L such that ψ(t) > 0 (ψ(t) < 0) a.e. on [a, b]. Indeed,
for such ψ the equality (Wψ)(τ) = 0 is possible only for τ ∈ {ν}.

It is relevant to note that condition (2) is fulfilled for not all the integral Green
operators: if W : L → D, D = {x ∈ Wn : x(ξ) = 0, ξ ∈ [a, b]}, the equality
(W f )(ξ) = 0 holds for any f ∈ L.

Denote A =WT . The problem (D.6) is equivalent to the equation

x = Ax + y, (D.12)

where y is the solution of the model problem L0x = f , lx = α. The equation may
be considered in the space C since the values of A on continuous functions belong
to D. Denote by ρ(A) the spectral radius of A : C → C.

Theorem D.2. The following assertions are equivalent.
(a) There exists v ∈ D such that

v(t) > 0, r(t)
def= (Wϕ)(t) + g(t) > 0, t ∈ [a, b] \ {ν}, (D.13)

where ϕ = Lv, g is the solution of the semihomogeneous problem

L0x = 0, lx = lv. (D.14)

(b) ρ(A) < 1.
(c) The problem (D.6) has a unique solution x ∈ D for each { f ,α} ∈ B×Rn

and, besides, the Green operator G of this problem is isotonic (antitonic).
(d) The homogeneous equation Lx = 0 has a positive solution u (u(t) > 0 for

t ∈ [a, b] \ {ν}) such that lu = lu0.

Proof. Let (a) hold. The function v as a solution of Lx = ϕ satisfies (D.12) for y =
Wϕ+g = r. Therefore, v−Av = r. If {ν} is empty, the implication (a)⇒(b) follows
from Lemma A.1, if {ν} is not empty, the implication follows from Theorem A.3.

Since ρ(A) < 1, the implication (b)⇒(c) follows from the fact that the solution
x of (D.12) exists and may be presented in the form

x = y + Ay + A2y + · · · . (D.15)

Hence

G = (I + A + A2 + · · · )W. (D.16)
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To prove the implication (c)⇒(a) let us use ψ ∈ B such that ψ(t) ≥ 0 (ψ(t) ≤
0), (Wψ)(t) > 0 for t ∈ [a, b] \ {ν}. Since G is isotonic (antitonic), the function
v = Gψ does not take negative values. Therefore, v(t) = (Av)(t) + (Wψ)(t) > 0
and r(t) = (Wψ)(t) > 0, t ∈ [a, b] \ {ν}.

The implication (b)⇒(d) follows from the fact that the estimate ρ(A) < 1
guarantees the unique solvability of the problem (D.6) and the representation in
the form

u = u0 + Au0 + A2u0 + · · · (D.17)

of the solution u to the semihomogeneous problem Lx = 0, lx = lu0. Therefore,
u(t) ≥ u0(t), t ∈ [a, b].

Taking v = u, we get the implication (d)⇒(a). �

Remark D.3. If W and G are integral operators, the list of the equivalent asser-
tions of Theorem C.10 may be added by the one on the fact that G(t, s) ≥W(t, s)
(G(t, s) ≤W(t, s)), where W(t, s) and G(t, s) are the kernels of the integral opera-
tors.

Remark D.4. In the case of the second-order differential equation the assertion (d)
on the existence of a positive solution is equivalent to the assertion of nonoscilla-
tion.

Remark D.5. The proof of the equivalence of the assertions (a), (b), and (c) does
not use the property (3).

Turning back to the equation

(Lx)(t)
def= ẍ(t) + q(t)ẋ(t) + p(t)x(t) = f (t), (D.18)

we will prove Theorem D.1 assuming the coefficients q and p to be summable.

Proof of Theorem D.1. First consider an auxiliary lemma using the specific charac-
ter of ordinary differential equations.

Lemma D.6. The following assertions are equivalent.
(a) [a, b] is the nonoscillation interval for Lx = 0.
(b) The Cauchy function C(t, s) of the equation Lx = f is strictly positive in

the triangle a ≤ s < t ≤ b.
(c) The two-point boundary value problem

Lx = f , x(a) = x(b) = 0 (D.19)

is uniquely solvable and the Green function G(t, s) of the problem is strictly
negative in the square (a, b)× (a, b).
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Proof.

C(t, s) = 1
W(s)

∣∣
∣
∣∣
∣

u1(s) u2(s)

u1(t) u2(t)

∣∣
∣
∣∣
∣

, a ≤ s ≤ t ≤ b, (D.20)

where u1, u2 constitute the fundamental system for Lx = 0, W is the Wron-
skian of the system. From this representation of C(t, s), it is clear that the section
Cs(t) = C(t, s) for each fixed s ∈ [a, b) is a solution of Lx = 0 on [s, b]. Now
(a)⇒(b) follows from the conditions Cs(s) = 0, (d/ds)Cs(s) = 1 which guarantee
Cs(t) > 0 on (s, b]. The implication (b)⇒(a) follows from Sturm’s theorem on the
separation of zeros and the inequality Ca(t) > 0, t ∈ (a, b].

Theorem 2.4 yields the following properties of Green function G(t, s). For
each fixed s ∈ (a, b) the section gs(t) = G(t, s) of the Green function is continuous
on [a, b], on each interval [a, s) or (s, b] the section gs satisfies the homogeneous
equation Lx = 0 and the boundary conditions gs(a) = gs(b) = 0. Besides,

ġs(s + 0)− ġs(s− 0) = 1. (D.21)

Let (a) be fulfilled, let s ∈ (a, b) be fixed, let vs be the solution of the problem

Lx = 0, x(s) = 0, ẋ(s) = 1, (D.22)

and let us be the solution of the two-point problem

Lx = 0, x(a) = 0, x(b) = vs(b). (D.23)

The latter problem is uniquely solvable since vs(t) > 0. The section gs may be
represented as

gs(t) = χ[s,b](t)vs(t)− us(t), (D.24)

where χ[s,b] is the characteristic function of the interval [s, b]. The section gs has
zeros only at the points a and b by virtue of the nonoscillation. Thus gs(t) < 0,
t ∈ (a, b), whence (c) follows.

Let (c) be fulfilled. The solution y of the problem

Lx = 0, x(a) = 0, ẋ(a) = 1 (D.25)

is proportional to the function gs on the interval [a, s]. The assumption that y(b) =
0 leads to contradiction: under such an assumption y is a nontrivial solution of the
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homogeneous problem

Lx = 0, x(a) = x(b) = 0. (D.26)

Thus y(t) < 0 on (a, b]. Hence (a) follows by Sturm’s theorem. Thus Lemma D.6
is proved. �

Next let us show that the conditions of Theorem D.2 are fulfilled for the equa-
tion Lx = f .

Let p = p+ − p−, p+(t), p−(t) ≥ 0, L0x = ẍ + qẋ − p−x. Then

Lx = L0x + p+x. (D.27)

The equation Mx
def= ẍ + qẋ = 0 has the solution x(t) ≡ 1. Therefore, by the

Sturm theorem, [a, b] is an nonoscillation interval for the equation. By Lemma
D.6, the Cauchy function CM(t, s) for the equationMx = f is positive. The Cauchy
problem

L0x
def= ẍ + qẋ − p−x = 0, x(a) = 1, ẋ(a) = 0 (D.28)

is equivalent to the equation x = Kx + 1 with isotonic Volterra operator

(Kx)(t) =
∫ t

a
CM(t, s)p−(s)x(s)ds. (D.29)

Thus the solution u0 of the latter equation is positive:

u0(t) = 1 +
(
K[1]

)
(t) +

(
K2[1]

)
(t) + · · · ≥ 1, (D.30)

and so [a, b] is the nonoscillation interval for the model equation L0x = 0. It
follows, by Lemma D.6, that the model problem

L0x = f , x(a) = x(b) = 0 (D.31)

is uniquely solvable and the Green function W(t, s) of the problem is strictly neg-
ative in the square (a, b) × (a, b). Besides there exists a solution of the equation
L0x = 0 such that u0(t) > 0 for t ∈ (a, b), u0(a) + u0(b) > 0. �
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