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Abstract. 
We consider a new application of the normalized Hilbert-Huang transform to extract directly the phase from a single fringe pattern. We present a technique to provide, with good accuracy, the phase distribution from a single interferogram without unwrapping step and this by a new exploitation of the analytic signal corresponding to each intrinsic mode function, resulting from one-dimensional empirical mode decomposition of the fringe pattern. A theoretical analysis was carried out for this technique, followed by computer simulations and a real experimental fringe pattern for verification.


1.  Introduction
In optical techniques, several physical magnitudes in a variety of scientific and engineering fields are encoded as the phase of a periodic intensity profile. The developments of more sophisticated phase evaluation algorithms are continuously needed [1, 2].
The use of a single fringe pattern for phase retrieval is more suitable in dynamic processes. The unwrapping step, which provides, a continuous phase distribution over its definition domain implies several difficulties and sophisticated algorithms are then needed [3].
Recently, the normalized Hilbert-Huang transform (NHHT) has emerged as a promising and powerful tool for processing nonlinear and nonstationary signals. It consists of three parts: empirical mode decomposition (EMD), intrinsic mode functions (IMF) normalization, and Hilbert spectral analysis (HSA). The NHHT was developed by Huang et al. [4–7] to overcome the limitations set by the Bedrosian and Nuttall theorems when applying the regular Hilbert transform [8–12]. 
In our work, we attempt to retrieve the unwrapped phase from a single image. Our fringe analysis technique consists of decomposing the fringe pattern into IMFs, applying the HSA to each normalized IMF, then constructing individual analytic signals and computing the phase gradient. This leads directly to the phase distribution avoiding the complex step of phase unwrapping.
Computer simulation results obtained using our method are in very good agreement with those produced using phase-shifting methods [13]. To validate the performance of the proposed technique, it has been further tested on experimental fringe patterns. It was shown that the result totally agrees with that retrieved by phase-shifting techniques.
2. Empirical Mode Decomposition for Fringe Pattern Analysis
The fringe pattern, derived from a two-beam interferometer is characterized by the sinusoidal dependence of the intensity on the spatial coordinates (
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) of the image plane [1, 2]:
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The empirical mode decomposition (EMD) analysis is an adaptive and fully driven data method to decompose any signal into a set of components called intrinsic mode functions (IMF) and a residue [5]. Adding all the IMFs together with the residue reconstructs the original signal without information loss or distortion [14]: 
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					Adding all the IMFs by just skipping the DC component that is, 
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, we remove the background. The filtered fringe pattern is 
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					When decomposing the intensity by EMD, the resulting IMFs are not restricted to narrow band signals and can be both amplitude and frequency modulated [8]. Each IMF should be representable in the form
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 are both physically and mathematically meaningful. Once a suitable polar parameterization is determined, it is possible to analyse 
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 by processing these individual components. The most common procedure to determine a polar representation is the analytic method of signal processing [15].
3. Analytic Signal Construction
To construct the analytic signal corresponding to each IMF, the simplest way is by employing the Hilbert transform [6]. The real part of an analytic signal is the original input, whereas its imaginary component is the Hilbert transform HT of that signal.
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In (9), we chose to conduct Hilbert transform on 
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, and this to avoid the Bedrosian and Nuttall restrictions [9–12]. 
The expansion of the signal in terms of the functions given in (6) is
						
	
 		
 			
				(
				1
				1
				)
			
 			
				(
				1
				2
				)
			
 		
	

	
		
			
				𝑍
				(
				𝑥
				)
				=
			

			
				𝑛
				−
				1
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑍
			

			

				𝑘
			

			
				(
				𝑥
				)
				=
			

			
				𝑛
				−
				1
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑏
			

			

				𝑘
			

			
				(
				𝑥
				)
				𝑒
			

			
				𝑖
				𝜙
			

			

				𝑘
			

			
				(
				𝑥
				)
			

			
				,
				𝑏
				(
				𝑥
				)
				𝑒
			

			
				𝑖
				𝜙
				(
				𝑥
				)
			

			

				=
			

			
				𝑛
				−
				1
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑏
			

			

				𝑘
			

			
				(
				𝑥
				)
				𝑒
			

			
				𝑖
				𝜙
			

			

				𝑘
			

			
				(
				𝑥
				)
			

			

				.
			

		
	

					Typically, the modulation term 
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					which leads to the phase by integration of the gradient.
As we can see, the 
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4. Numerical Simulations
The numerical simulation consists in generating digitally fringe patterns to verify the ability of the method to determine the phase distribution. The test phase function we used is
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					The intensity distribution of fringe pattern shown in Figure 1 is
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Figure 1: The fringe pattern 
	
		
			

				I
			

		
	
.








	



	
	



	
	
	



	
	
	



	
	
	



	
	
	



	
	
	








	
	
		
	
		
	
		


	
		


	
	
	
	


	
		


	
	
	
	


	
		


	
	
	
	


	
		


	
		
			
		
		
			
			
			
			
			
			
		
	


	
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
		
			
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


Figure 2: The tree IMFs component resulting from EMD decomposition of the data row 
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 As we can see in Figure 3, the physical significance of each IMF is proven since we can see their individual contributions to the global phase phaset.






	



	
	



	
	
	



	
	
	



	
	
	



	
	
	



	
	
	


	
	



	



	



	



	



	



	
	



	
	



	
	


	
		
	
		
	
		
	


	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	


	
		


	
	
	
	
	
	


	
		


	
	
	
	
	
	


	
		


	
	
	
	
	
	


	
		


	
		
			
		
		
			
			
			
			
			
			
		
	


Figure 3: The individual contribution of each IMF to construct the global phase phaset.


For determining the phase distribution of two dimensional fringe pattern, the previous procedure is generalized to all rows of the image.
The difference map between the simulated phase in Figure 4(a) and the retrieved phase in Figure 4(b) is given in Figure 4(c) where we can see that the error is small in general. Even over the large error location, the error values are smaller than 5%, except for the end region, where the end effect of the Hilbert transform causes additional problems. The occasionally large error values offer an indication where the method failed. All such locations occur at the minimum amp