STABLE APPROXIMATIONS OF A MINIMAL SURFACE PROBLEM WITH VARIATIONAL INEQUALITIES

M. ZUHAIR NASHED AND OTMAR SCHERZER

Abstract. In this paper we develop a new approach for the stable approximation of a minimal surface problem associated with a relaxed Dirichlet problem in the space BV(Ω) of functions of bounded variation. The problem can be reformulated as an unconstrained minimization problem of a functional on BV(Ω) defined by \( J(u) = A(u) + \int_{\partial \Omega} |Tu - \phi| \), where \( A(u) \) is the “area integral” of \( u \) with respect to \( \Omega \), \( T \) is the “trace operator” from BV(Ω) into \( L^1(\partial \Omega) \), and \( \phi \) is the prescribed data on the boundary of \( \Omega \). We establish convergence and stability of approximate regularized solutions which are solutions of a family of variational inequalities. We also prove convergence of an iterative method based on Uzawa’s algorithm for implementation of our regularization procedure.

1. Introduction

The minimal surface problem or the problem of Plateau is one of the oldest problems in the Calculus of Variations. See for example [19] (pp. 72-73). In the classical and simplest version, given a regular bounded domain \( \Omega \subseteq \mathbb{R}^2 \) with smooth boundary \( \partial \Omega \) and prescribed smooth boundary function (data) \( \phi \), we seek a function \( u \in C^1(\overline{\Omega}) \) which has these boundary values and
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minimizes the surface area functional

\[ S(u) = \int_{\Omega} \sqrt{1 + |\nabla u|^2}. \]

Letting \( \Gamma := \{ u \in C^1(\overline{\Omega}) : u = \phi \text{ on } \partial\Omega \} \) and \( \Gamma_0 := \{ h \in C^1(\overline{\Omega}) : h = 0 \text{ on } \partial\Omega \} \), it is easy to show that the functional \( S \) is strictly convex on \( \Gamma \); thus seeking the unique minimizer of \( S \) on \( \Gamma \) is equivalent to solving the variational equality

\[ \delta S(u; h) = 0 \text{ for all } h \in \Gamma_0, \]

where \( \delta S(u; h) \) is the Gateaux variation of \( S \) at \( u \) in the direction \( h \). If the set of admissible minimizers is taken to be \( \Gamma \cap C^2(\Omega) \), then a standard argument using Green’s theorem shows that the minimizer of (1) satisfies the minimal surface equation

\[ (1 + u_y^2)u_{xx} - 2u_x u_y u_{xy} + (1 + u_x^2)u_{yy} = 0. \]

Let \( W \) be a subset of a vector space \( V \). Recall that a functional \( S \) on \( W \) has a one-sided Gateaux variation at \( u_0 \in W \) if for each \( h \in V \) for which \( u_0 + th \in W \) for sufficiently small positive \( t \)

\[ \delta^+ S(u_0; h) = \lim_{t \to 0^+} \frac{S(u_0 + th) - S(u_0)}{t} \]

exists in the extended real numbers. Suppose the functional \( S \) has a one-sided Gateaux variation at a point \( u_0 \in W \). Then a necessary condition for \( S \) to have a minimum at \( u_0 \) is that

\[ \delta^+ S(u_0; u - u_0) \geq 0 \]

for all \( u \in V \) for which \( \delta^+ S(u_0; u - u_0) \) exists. For convex functionals, condition (2) is also sufficient. Thus a necessary and sufficient condition for \( u_0 \) to minimize a convex functional \( S \) is that \( u_0 \) satisfies the variational inequality (2). Without additional “regularity” assumptions on the domain \( W \) and the functional \( S \), it is not possible to derive an equation or even a variational equality that a minimizer satisfies. If \( W \) is a subspace (a kind of regularity on the domain), then clearly the variational inequality (2) becomes a variational equality. Furthermore, under some smoothness assumptions (regularity) on the functional \( S \) it is usually possible to show that the variational equality is equivalent to an equation involving \( u_0 \) only. All this is clearly illustrated by the above discussion of the classical minimal surface problem.

In recent years there has been considerable interest in a variety of minimal surface problems for which the classical theory of the calculus of variations does not apply and the types of regularity mentioned above are not satisfied. This is the situation in the setting of this paper.
Recent developments in minimal surface problems are along three directions. In one direction the aims have been to treat the problem of Plateau in its full generality using measure–theoretic methods, to present a theory of minimal hypersurfaces in arbitrary dimension and for arbitrary boundary data, and to treat global/topological aspects. For some results and perspectives on these developments see the books of Giusti [8], Nitsche [17], Osserman [18], Fomenko [7], and the papers by Ball [1], Ball and Murat [2], Jenkins and Serrin [12], Nitsche [16] and related references cited therein. Of particular relevance to this paper are the advances culminating in the treatment of the Dirichlet problem for the minimal surface equation in its relaxed formulation. For an excellent treatment of this formulation see Giusti [8]. This required the reformulation of that problem as an unconstrained minimization problem on the space of functions of bounded variation, thereby posing an interesting optimization problem in nonreflexive Banach spaces, for which standard optimization theory (developed principally for reflexive Banach spaces) does not apply. The second direction of recent developments in minimal surface problems focuses on numerical (approximate) treatment (including numerical experiments and computer–aided discovery of minimal surfaces) for both the classical version and along the extensions described above. For some results and perspectives on these topics see Jouron [13], Concus [3], Hoffman [11], Dacorogna [4], Ekeland and Temam [5], and related references cited therein. The third direction is concerned with applications, particularly to soap films, crystals and optimal design (see for example, Hildebrandt and Tromba [10]), and to elasticity (see for example, Ball [1]).

The purpose of this paper is to show that the framework and theory of stable approximations of nondifferentiable optimization problems in nonreflexive Banach spaces, developed recently by the authors [15], can be adapted to provide an algorithm for stable approximations for the relaxed Dirichlet problem for a minimal surface problem.

To put some key issues in perspective we make some remarks that highlight differences between optimization theory in reflexive and nonreflexive Banach spaces.

Optimization theory (existence, uniqueness, and stability) in nonreflexive Banach spaces is more subtle than the theory in reflexive Banach spaces. This is partly due to the fact that the weak topology of a Banach space does not coincide with the weak–star topology of its dual. As a consequence the Alaoglu–Bourbaki–Kakutani theorem and the Mazur theorem in functional analysis, which are central to the role that the weak topology plays for
optimization theory in reflexive Banach spaces, have no direct relevance for optimization in nonreflexive spaces. Another marked difference arises in consideration of stability of minimizing sequences. We indicate this by the following situation, which is important to the framework of this paper: For a function \( f \in \text{BV}(\Omega) \) (the space of functions of bounded variation) it cannot be expected (in general) to find functions \( f_j \in C^\infty(\Omega) \) such that \( f_j \to f \) in \( L^1(\Omega) \) and \( \int_\Omega |D(f_j - f)| \to 0 \), where \( D \) denotes “differentiation”.

This is due to the fact that the closure of the \( C^\infty \)-functions with respect to the \( \text{BV} \)-norm is the Sobolev space \( W^{1,1}(\Omega) \) [8]. This shows that functions of bounded variation, which are not in \( W^{1,1}(\Omega) \) (like piecewise constant functions), cannot be approximated by a family of smooth functions with respect to the bounded variation norm.

Existence and uniqueness of solutions of various classes of optimization problems in nonreflexive Banach spaces have been studied in the literature. However, questions of stability with respect to the input data have not been satisfactorily addressed, partly due to the difficulty in the situation described above. To overcome this difficulty, stability questions can be considered in “weaker” norms. This approach is often unsatisfactory when the solution to be approximated is smooth, as it is the case in the minimal surface problem (see Proposition 3.1). A more satisfactory approach from the point of stable approximations is to consider a family of modified functionals on Hilbert spaces (which are appropriately embedded in the nonreflexive Banach space) and to consider the minimizers of the modified functionals as approximate solutions of the original problem. This idea was recently used by the authors to study optimization methods in nonreflexive Banach spaces [15].

In Section 2 we summarize results which are minor modifications of those in [15], specifically adapted for application to a minimal surface problem. In Section 3 we develop a new approach for the stable approximation of a minimal surface problem associated with a relaxed Dirichlet problem as formulated in Giusti [8], and establish convergence and stability of this procedure based on the results in Section 2. In Section 4 we prove convergence of an iterative implementation for the stable numerical procedure developed in Section 3.

2. Nonsmooth optimization in nonreflexive spaces

Motivated by a class of inverse problems (source identification and image restoration) the authors have recently studied stable methods for approximating solutions of optimization problems in nonreflexive Banach spaces. In
this section we consider a variant of the setting and results in [15], adapted for applicability to a minimal surface problem considered in this paper. We omit the proofs since they follow the same arguments as in [15]. Let $D$ and $Y$ be (not necessarily reflexive) Banach spaces, $\Phi : D \times Y \to \mathbb{R}$, and $k : D \to \mathbb{R}$ be nonlinear (not necessarily differentiable) functionals satisfying certain conditions (see below). The space $Y$ will be referred to as the data space. For a given perturbed data $\phi^\delta$ of the exact data $\phi$, we consider the following minimization problem:

$$\min_{v \in D} J(v), \text{ where } J(v) := \Phi(v, \phi^\delta) + k(v).$$

We associate with the problem (3) a family of “regularized” minimization problems on real Hilbert spaces $D_\varepsilon$ (with norms $\|\cdot\|_{D_\varepsilon}$ and inner products $(\cdot, \cdot)_{D_\varepsilon}$):

$$\min_{v \in D_\varepsilon} J_\varepsilon(v), \text{ where } J_\varepsilon(v) = \Phi(v, \phi^\delta) + k_\varepsilon(v) + \frac{1}{2}e(\varepsilon)\|v\|_{D_\varepsilon}^2,$$

where $e(\varepsilon) > 0$, such that for each vector $\varepsilon$ of positive numbers the problem (4) has a unique solution which, moreover, can be characterized by a variational inequality. The goal of this section is two-fold:

- to develop tractable sufficient conditions under which these two requirements are met, and
- to establish convergence of the approximate solutions to a solution of the original minimization problem.

Note that the family of regularized optimization problems (4) entails modifications of both the functional $J$ and the domain $D$. The exact nature of these modifications is given below, and is tailored to achieve the two objectives stated above.

**Existence and Uniqueness.** It is well known that for fixed vector $\varepsilon$ of positive numbers, the problem (4) has a unique minimizer (denoted by $u$), which can be characterized as the solution of the variational inequality

$$e(\varepsilon)(v, v - u)_{D_\varepsilon} + \Phi(v, \phi^\delta) + k_\varepsilon(v) - \Phi(u, \phi^\delta) - k_\varepsilon(u) \geq 0$$

for all $v \in D_\varepsilon$,

if $J_\varepsilon(v)$ is a weakly lower semicontinuous, proper convex functional on $D_\varepsilon$. For a proof see, for example, Section 4 of Chapter 1 in [9].
Stability. The next theorem provides sufficient conditions under which the solutions of the optimization problem (4) are stable with respect to perturbations in the data $y$.

**Theorem 2.1.** Let $\varepsilon$ be a vector of fixed positive numbers, and write $\varepsilon > 0$. Assume that

1. $J_\varepsilon(v)$ is a weakly lower semicontinuous, proper convex functional on $D_\varepsilon$.
2. $k_\varepsilon$ and $\Phi$ are positive functionals.
3. The functional $\Phi$ is Lipschitz continuous with respect to the data $\phi$, i.e., for all $w \in D_\varepsilon$
   \[ |\Phi(w, \phi) - \Phi(w, \phi^\delta) | \leq C_{1,\varepsilon} \delta, \quad \text{for } \| \phi - \phi^\delta \| \leq \delta. \]

Then each minimizing sequence $\{u^\delta_\varepsilon\}$ of the functional in (4) (where in (4) $\phi^\delta$ is replaced by $\phi^{\delta_n}$ and $\| \phi^{\delta_n} - \phi \| \leq \delta_n$) converges as $\delta_n \to 0$ to a minimizing element of the problem (4) (where now in (4) $\phi^\delta$ is replaced by $\phi$).

(Weak) Convergence. We next state additional conditions under which the minimizers of the functionals in (4), which have been shown to be stable with respect to perturbations in the data $\phi$, also provide approximate solutions of the original minimization problem (3), and so the family of minimization problems (4) provides a regularization method:

4. The Hilbert spaces $D_\varepsilon$ have continuous embeddings in the (nonreflexive) Banach space $D$, and $D$ itself has a compact embedding in some reflexive Banach space $Z$.
5. For all $w \in D$, $\phi, \phi^\delta \in Y$ satisfying $\| \phi^\delta - \phi \| \leq \delta$
   \[ |\Phi(w, \phi) - \Phi(w, \phi^\delta) | \leq C_1 \delta. \]
6. The minimum of the functional $J$ is attained at $u \in D$.
7. There exist sequences $\varepsilon_n > 0, \eta_n \in D_{\varepsilon_n}$, with the properties
   \[ e(\varepsilon_n) \| \eta_n \|^2_{D_{\varepsilon_n}} \to 0, \]
   \[ \limsup_{n \in \mathbb{N}} \{ k_{\varepsilon_n}(\eta_n) + \Phi(\eta_n, \phi) \} \leq k(u) + \Phi(u, \phi). \]
8. For all vectors $\varepsilon$ of positive numbers and all $u \in D_\varepsilon$
   \[ \| u \|_D \leq C_2 J_\varepsilon(u) + D_2. \]
9. For given data $\phi$ the functional
   \[ \Phi(v, \phi) + k(v) \]
is lower semicontinuous on $D$ with respect to the norm on $Z$, i.e., if $v_n \in D$ and $v_n \to v$ in $Z$, then $v \in D$, and

$$\Phi(v, \phi) + k(v) \leq \liminf \{\Phi(v_n, \phi) + k(v_n)\}.$$ 

**Theorem 2.2.** Let assumptions 1 - 9 be satisfied. Then each minimizing sequence $\{u_{\delta_n}^\varepsilon\}$ of $J_\varepsilon$ has a subsequence which converges as $\delta_n \to 0$ to a minimizing element of $J$ with respect to the norm on $Z$. If the minimizer of $J$ is unique, then $\{u_{\delta_n}^\varepsilon\}$ is convergent.

### 3. A minimal surface problem and a stable procedure for its approximate solution

In this section, we apply the general result of Section 2 to an algorithm for the stable approximation of the following minimal surface problem:

Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$ with $C^1$-boundary $\partial \Omega$. We define the space $BV(\Omega)$ of functions of bounded variation on $\Omega$ by

$$BV(\Omega) = \left\{ u \in L^1(\Omega) : \int_\Omega |Du| := \sup \left\{ \int_\Omega u \nabla g \cdot g = (g_1, \ldots, g_d) \in C^1_0(\Omega, \mathbb{R}^d), \right. \right.$$ 

$$\left. |g(x)|^2 = \sum_{i=1}^d g_i^2(x) \leq 1, x \in \Omega \right\} < \infty \right\}.$$ 

It is easy to see that we can use in the definition of $BV(\Omega)$ the following equivalent definition of $\int_\Omega |Du|$:

$$\int_\Omega |Du| := \sup \left\{ -\int_\Omega u \nabla g \cdot g = (g_1, \ldots, g_d) \in C^1_0(\Omega, \mathbb{R}^d), \right.$$ 

$$\left. |g(x)|^2 = \sum_{i=1}^d g_i^2(x) \leq 1, x \in \Omega \right\}.$$ 

Following Giusti [8], we define for $u \in BV(\Omega)$ the *area integrand* of $u$ with respect to $\Omega$ by

$$A(u) := \int_\Omega \sqrt{1 + |Du|^2} \, dx,$$

(6)
where
\[
\begin{align*}
\int_{\Omega} \sqrt{1 + |D u|^2} \, dx \\
:= \sup \left\{ \int_{\Omega} \left( g_{d+1} + u \sum_{i=1}^{d} g_i \right) \, dx : \right. \\
\left. g = (g_1, \ldots, g_{d+1}) \in C^1_0(\Omega, \mathbb{R}^{d+1}), \ |g| \leq 1 \right\}.
\end{align*}
\]

The Dirichlet problem for the minimal surface problem is to find a function \( u \) of minimal area \( A(u) \), as defined in (6) – (7), in the class \( \text{BV}(\Omega) \) with prescribed data \( \phi \) on \( \partial \Omega \).

For the minimal surface problem associated with (6) – (7), it is shown in Section 4 of Chapter 14 in [8] that the solution of the Dirichlet problem for this minimal surface problem can be reformulated in terms of an unconstrained minimization problem of the functional \( J \) defined on \( D := \text{BV}(\Omega) \) by
\[
J(u) := A(u) + \int_{\partial \Omega} |Tu - \phi|
\]
where \( T \) is the trace operator from \( \text{BV}(\Omega) \) into \( L^1(\partial \Omega) \). For a precise definition of the trace operator in this setting see Evans and Gariepy [6]. This definition requires major technical modifications of the “classical” notion of trace, since mean values of a function have to replace point evaluations.

**Proposition 3.1. (Proposition 14.3 in [8])** Let \( \phi \in L^1(\partial \Omega) \). Then
\[
\inf \left\{ A(u) : u \in \text{BV}(\Omega), \ u = \phi \text{ on } \partial \Omega \right\} = \inf \left\{ J(u) : u \in \text{BV}(\Omega) \right\}.
\]

In Theorem 14.5 in [8] it is shown that \( J(u) \) attains its infimum on \( \text{BV}(\Omega) \). Together with Proposition 3.1 this establishes the existence of a solution of the Dirichlet problem for the minimal surface problem. In [8] (see pp. 169–171) it is also shown that the solution of the Dirichlet problem for the minimal surface problem is locally smooth, which especially guarantees that the minimizing element of \( J(u) \) is in \( W^{1,1}(\Omega) \). The following proposition follows immediately from these observations:

**Proposition 3.2.** Let \( \phi \in L^1(\partial \Omega) \). Then
\[
\inf \left\{ J(u) : u \in W^{1,1}(\Omega) \right\} = \inf \left\{ J(u) : u \in \text{BV}(\Omega) \right\}.
\]
Based on these considerations the numerical solution of the Dirichlet problem for the minimal surface problem with a finite element method was proposed by Jouron [13], where it is shown that the finite element approximations converge with respect to the $W^{1,1}(\Omega)$–norm. In this paper we are concerned with continuous dependence of the solution of the minimal surface problem on the input data $\phi^\delta$; e.g. these considerations are important if measurement errors in the data $\phi$ have to be taken into account. Based on the theoretical results in Section 2 an approximation $J_\varepsilon$ of $J$ is introduced, which allows stable calculation of the minimizing elements, and for appropriately chosen parameter $\varepsilon$ we prove that the approximate solutions converge to a solution of the minimal surface problem.

Let $\varepsilon = (\varepsilon_1, \varepsilon_2)$, where $\varepsilon_1, \varepsilon_2$ are positive numbers. Consider the functional $J_\varepsilon : W^{2,s}(\Omega) \to \mathbb{R}$ defined by

$$J_\varepsilon(v) = \frac{\varepsilon_1 \varepsilon_2}{2} \|v\|^2_{W^{2,s}(\Omega)} + \varepsilon_1 \|v\|_{L^1(\Omega)} + \int_\Omega \sqrt{1 + |\nabla v|^2} + \int_{\partial \Omega} |Tv - \phi^\delta|;$$

here, as usual, $W^{2,s}(\Omega)$ ($s \in \mathbb{N}$) denotes the Sobolev space of functions with square integrable derivatives up to order $s$.

**Notation 1** In order to use the general results in Section 2 we first reformulate the minimal surface problem and its approximations in the framework of Section 2. To this end, let

- $D := BV(\Omega), D_\varepsilon := W^{2,s}(\Omega), Z := L^p(\Omega), Y := L^1(\partial \Omega)$, where $1 \leq p < \frac{d}{d-1}$.
- $e(\varepsilon) := \varepsilon_1 \varepsilon_2$.
- $k(v) := \int_\Omega \sqrt{1 + |\nabla v|^2}, \quad k_\varepsilon(v) := \int_\Omega \sqrt{1 + |\nabla v|^2} + \varepsilon_1 \int_\Omega |v|$.
- $\Phi(v, \phi^\delta) := \int_{\partial \Omega} |Tv - \phi^\delta|$.

Before we prove stability and convergence of the minimizers of the functional $J_\varepsilon(\phi^\delta)$ we introduce some notation: Let $B_R$ be a sphere of radius $R$ surrounding $\Omega$, let $u \in W^{1,1}(\Omega)$, let $\overline{\phi} \in W^{1,1}(B_R \setminus \Omega)$ be an extension of $\phi \in L^1(\partial \Omega)$ (for the existence of such an extension see [8]) and define

$$\hat{u} = u \text{ in } \Omega \text{ and } \hat{u} = \overline{\phi} \text{ in } B_R \setminus \Omega.$$

Then $\hat{u} \in BV(B_R)$ (see [8]). Analogously it can be shown that $\hat{\phi}$ defined by

$$\hat{\phi} = 0 \text{ in } \Omega, \quad \hat{\phi} = \overline{\phi} \text{ in } B_R \setminus \Omega$$
is an element of $\text{BV}(B_R)$. From the definition of $A$ (applied to $B_R$ instead of $\Omega$) it follows that
\[
\int_{B_R} \sqrt{1 + |D(\hat{u} - \hat{\phi})|^2} = \int_{\Omega} \sqrt{1 + |\nabla u|^2} + \int_{\partial \Omega} |T u - \phi|.
\]
We next use these observations to prove the following weak lower semicontinuity results:

**Lemma 3.3.** Let $u_n \in BV(\Omega)$, $u \in L^1(\Omega)$, such that $u_n \to u$ in $L^1(\Omega)$. Then $u \in BV(\Omega)$. Let $\hat{u}_n$ and $\hat{u}$ be defined as above. Then
\[
\int_{B_R} \sqrt{1 + |D(\hat{u} - \hat{\phi})|^2} \leq \liminf_{n \to \infty} \int_{B_R} \sqrt{1 + |D(\hat{u}_n - \hat{\phi})|^2}.
\]
In particular, if $u_n \in W^{1,1}(\Omega)$, then
\[
\int_{\Omega} \sqrt{1 + |\nabla u|^2} + \int_{\partial \Omega} |T u_n - \phi| \leq \liminf_{n \to \infty} \left\{ \int_{\Omega} \sqrt{1 + |\nabla u_n|^2} + \int_{\partial \Omega} |T u_n - \phi| \right\}.
\]
If additionally $u \in W^{1,1}(\Omega)$, then
\[
\int_{\Omega} \sqrt{1 + |\nabla u|^2} + \int_{\partial \Omega} |T u - \phi| \leq \liminf_{n \to \infty} \left\{ \int_{\Omega} \sqrt{1 + |\nabla u_n|^2} + \int_{\partial \Omega} |T u_n - \phi| \right\}.
\]

**Proof.** Since
\[
\int_{\Omega} |Du| = \sup_{g \in C_0^1(\Omega, \mathbb{R}^d), |g| \leq 1} \int_{\Omega} u \nabla g,
\]
\[
= \sup_{g \in C_0^1(\Omega, \mathbb{R}^d), |g| \leq 1} \lim_{n \to \infty} \int_{\Omega} u_n \nabla g,
\]
it follows that
\[
\int_{\Omega} |Du| \leq \liminf_{n \in N} \int_{\Omega} |D u_n|,
\]
which proves that $u \in BV(\Omega)$. The remaining assertions follow from the remarks preceding Lemma 3.3. •

Using Lemma 3.3 we next prove that the minimizers of the functional $J_\varepsilon$ defined in (8) are stable with respect to perturbations of the data $\phi$.

**Theorem 3.4.** Let $\varepsilon = (\varepsilon_1, \varepsilon_2)$ where $\varepsilon_1, \varepsilon_2$ are positive numbers.

- For each $\phi^\delta \in L^1(\partial \Omega)$, there exists a unique element $u_\varepsilon(\phi^\delta) \in W^{2,s}(\Omega)$ which minimizes the functional $J_\varepsilon$, defined in (8).
- If $\phi^\delta \to \phi$ in $L^1(\partial \Omega)$, then $u_\varepsilon(\phi^\delta) \to u_\varepsilon(\phi)$ in $W^{2,s}(\Omega)$.
Proof. For a fixed $\phi^\delta$, the existence and uniqueness of the minimizer of $J_\varepsilon$ follow immediately from the general results in Section 2. Since $W^{2,\delta}(\Omega)$ can be compactly embedded into $L^1(\Omega)$, it follows from Lemma 3.3 that $J_\varepsilon$ is weakly lower semicontinuous on $W^{2,\delta}(\Omega)$. Finally, the stability of the minimizers of $J_\varepsilon$ with respect to data perturbations follows from Theorem 2.1.

Under the general assumptions of this section it is not known if the solution of the minimal surface problem is necessarily unique. However, any two solutions must differ by a constant (see Proposition 14.12 in [8]).

For the rest of this section we consider minimal $L^1$–norm (briefly minimal) solutions of the minimal surface problem.

**Definition 3.5.** Let $d = \inf \{ J(u) : u \in BV(\Omega) \}$. An element $u$ is called a minimal ($L^1$–norm) solution of the minimal surface problem if it satisfies

\[
J(u) = d \quad \text{ and } \quad \|u\|_{L^1(\Omega)} \leq \|u\|_{L^1(\Omega)} \text{ for all } u \text{ which satisfy } J(u) = d.
\]

**Lemma 3.6.** There exists a minimal solution of the minimal surface problem.

Proof. Let $u_0$ be any solution of the minimal surface problem. Then

\[
\{ u : J(u) = d \} \subseteq \{ u_0 + c : c \in \mathbb{R} \}.
\]

Let $c_n$ be a sequence of real numbers such that

\[
\|u_0 + c_n\|_{L^1(\Omega)} \to \inf.
\]

From triangle inequality,

\[
|c_n| \text{meas}(\Omega) \leq \|c_n + u_0\|_{L^1(\Omega)} + \|u_0\|_{L^1(\Omega)} \leq \inf + \|u_0\|_{L^1(\Omega)} < \infty \text{ for } n \to \infty.
\]

Therefore the sequence $\{c_n\}$ is bounded in $\mathbb{R}$ and consequently has a convergent subsequence, which will be again denoted by $\{c_n\}$, i.e., $c_n \to c$, and therefore

\[
d = \liminf_{n \to \infty} \left\{ \mathcal{A}(u_0 + c_n) + \int_{\partial\Omega} |u_0 + c_n - \phi^\delta| \right\} = \mathcal{A}(u_0 + c) + \int_{\partial\Omega} |u_0 + c - \phi^\delta|,
\]

and

\[
\|u_0 + c_n\|_{L^1(\Omega)} \to \|u_0 + c\|_{L^1(\Omega)} \text{ for } n \to \infty.
\]

Consequently $u_0 + c$ is a minimal solution of the minimal surface problem.

To prove that the family of functionals $J_\varepsilon$ provides a regularization method in the sense of Theorem 2.2, we use the following lemma:
Lemma 3.7. Let $\bar{u} \in W^{1,1}(\Omega)$. Let $\{\rho_n\}$ be a monotonically decreasing sequence of positive numbers that converges to zero. Then there exists a sequence $\{\eta_n\} \in W^{2,s}(\Omega)$ which satisfies:

- $\int_\Omega |\eta_n - \bar{u}| \leq \frac{\rho_n^2}{2}$.
- $\int_\Omega \sqrt{1 + |\nabla \eta_n|^2} - \int_\Omega \sqrt{1 + |\nabla \bar{u}|^2} \leq \frac{\rho_n}{2}$.
- $\int_{\partial \Omega} |T \eta_n - T \bar{u}| \leq \frac{\rho_n}{2}$.

Proof. Since $C^\infty(\Omega)$ is dense in $W^{1,1}(\Omega)$ and since the trace operator $T$ from $W^{1,1}(\Omega)$ into $L^1(\partial\Omega)$ is continuous (see e.g. [6]), there exists a sequence $\{\eta_n\} \in C^\infty(\Omega)$ such that $\|\eta_n - \bar{u}\|_{W^{1,1}(\Omega)} \leq \frac{\rho_n}{2}$ and $\|T \eta_n - T \bar{u}\|_{L^1(\partial\Omega)} \leq \frac{\rho_n}{2}$.

The second assertion follows from the inequality

$$\left| \int_\Omega \left( \sqrt{1 + |\nabla \eta_n|^2} - \sqrt{1 + |\nabla \bar{u}|^2} \right) \right| \leq \int_\Omega |\nabla \eta_n| - |\nabla \bar{u}| \leq \int_\Omega |\nabla \eta_n - \nabla \bar{u}|.$$

Using Lemma 3.7, Lemma 3.3, and Theorem 2.2 as the essential ingredients, we next prove that the minimizers of $J_\varepsilon$ are convergent.

Theorem 3.8. Let $\phi^{\delta_n}$ satisfy

$$\|\phi^{\delta_n} - \phi\|_{L^1(\partial\Omega)} \leq \delta_n \to 0.$$

Let $\eta_n \in W^{2,s}(\Omega)$ and $\rho_n$ be chosen as in Lemma 3.7, and let $\{\varepsilon_n\} = \{\varepsilon_{1,n}, \varepsilon_{2,n}\}$ be a sequence with positive numbers $\varepsilon_{i,n}, i = 1, 2$, such that $\varepsilon_{2,n} \|\eta_n\|_{W^{2,s}(\Omega)}^2 \to 0$. Then, as

$$\frac{\rho_n}{\varepsilon_{1,n}} \to 0, \quad \text{and} \quad \frac{\delta_n}{\varepsilon_{1,n}} \to 0,$$

we have

$$\int_\Omega \sqrt{1 + |\nabla u^{\delta_n}|^2} + \int_{\partial \Omega} |T u^{\delta_n} - \phi^{\delta_n}| \to \int_\Omega \sqrt{1 + |\nabla \bar{u}|^2} + \int_{\partial \Omega} |T \bar{u} - \phi^{\delta_n}|,$$

where $\bar{u}$ is a minimal solution of the minimal surface problem. Moreover, each subsequence of $\{u^{\delta_n}\}$ has a (weakly) convergent subsequence and the limit of every (weakly) convergent subsequence is a minimal solution, i.e., if we denote by $\{u^{\delta_n}\}$ a (weakly) convergent subsequence, then

$$\{u^{\delta_n}\} \rightharpoonup u \text{ in } L^{p_0}(\Omega), \quad \{u^{\delta_n}\} \to u \text{ in } L^p(\Omega), \quad 1 \leq p < p_0 = \frac{d}{d-1}.$$
Proof. The proof consists of verification of the assumptions of Theorem 2.2. For this the notation and definitions introduced after the statement of Proposition 3.2 (see Notation 1) are used. In addition we let \( a(u,v) := (u,v)_{W^{2,s}(\Omega)} \), where \((.,.)_{W^{2,s}(\Omega)}\) denotes the inner product on the Sobolev space \( W^{2,s}(\Omega) \) and

\[
j_\varepsilon(u) = \frac{1}{2}e(\varepsilon) a(u,u)
\]

It follows from Lemma 3.7 and the assumptions of the theorem that there exist sequences \( \{\eta_n\}, \{\varepsilon_n\} \) which satisfy

\[
\limsup_{n \in \mathbb{N}} k_{\varepsilon_n}(\eta_n) + \phi_{\varepsilon_n}(\eta_n, \phi) = \limsup_{n \in \mathbb{N}} k(\eta_n) + \Phi(\eta_n, \phi) \leq k(u) + \Phi(u, \phi).
\]

Using the triangle inequality it follows that \( \Phi \) satisfies (5).

To verify the coercivity condition of assumption 8 for the functional \( J_\varepsilon \), we first prove that for all \( u \in W^{1,1}(\Omega) \)

\[
\int \frac{|u|}{\Omega} \leq \tilde{C} \left\{ \int |\nabla u| + \int_{\partial \Omega} |Tu| \right\},
\]

where \( \tilde{C} \) is a constant independent of \( u \). One can show that \( Tu \in L^1(\partial \Omega) \) for each \( u \in W^{1,1}(\Omega) \) (see, for example, [6]). Moreover, for every \( Tu \in L^1(\partial \Omega) \) there exists (see e.g. [8]) a function \( f \in W^{1,1}(\Omega) \), which satisfies \( Tf = Tu \), and

\[
\|f\|_{W^{1,1}(\Omega)} \leq \tilde{C}_2\|Tu\|_{L^1(\partial \Omega)},
\]

where the constant \( \tilde{C}_2 \) is independent of \( Tu \) and \( f \). Since \( Tf = Tu \) on \( \partial \Omega \), it follows from Sobolev’s inequality (see e.g. page 122 in [5]) that

\[
\int \frac{|f - u|}{\Omega} \leq \tilde{C}_1 \int \frac{\mid \nabla f - \nabla u \mid}{\Omega},
\]

where \( \tilde{C}_1 \) is a constant independent from \( f \) and \( u \). Consequently

\[
\int \frac{|u|}{\Omega} \leq \tilde{C}_1 \int \frac{\mid \nabla u \mid + \mid \nabla f \mid + \mid f \mid}{\Omega}
\]

\[
\leq \tilde{C}_1 \int \frac{\mid \nabla u \mid}{\Omega} + \tilde{C}_1 \tilde{C}_2\|Tu\|_{L^1(\partial \Omega)},
\]
With the notation \( \hat{C} := \max \{ \hat{C}_1, \hat{C}_1 \hat{C}_2 \} \) it follows from above that

\[
\|u\|_{W^{1,1}(\Omega)} \leq (\hat{C} + 1) \int_\Omega |\nabla u| + \hat{C} \|Tu\|_{L^1(\partial \Omega)} \\
\leq (\hat{C} + 1) \int_\Omega \sqrt{1 + |\nabla u|^2} + \hat{C} \|Tu - \phi\|_{L^1(\partial \Omega)} + \hat{C} \|\phi\|_{L^1(\partial \Omega)} \\
\leq (\hat{C} + 1) J_{\varepsilon}(u) + \hat{C} \|\phi\|_{L^1(\partial \Omega)},
\]

which shows that assumption 8 is satisfied.

In the case \( 1 < p < \frac{d}{d-1} \), the embedding of \( W^{1,1}(\Omega) \) into \( L^p(\Omega) \) is compact and from Lemma 3.3 it follows that \( \Phi(v, \phi) + k(v) \) (for fixed \( \phi \in L^1(\partial \Omega) \)) is lower semicontinuous on \( BV(\Omega) \) with respect to the norm on \( L^p(\Omega) \), i.e., assumption 9 is satisfied. It then follows that there exists a minimizer of \( \Phi(v, \phi) + k(v) \), since \( \Phi \) and \( k \) are positive, so assumption 6 is satisfied. Therefore, Theorem 2.2 is applicable, hence \( \{ u_{\varepsilon_n}^{\delta} \} \) has a subsequence which is convergent to a solution of the Dirichlet problem for the minimal surface problem with respect to the \( L^p(\Omega) \)–norm.

Now we show that the (weak) limit of each subsequence is a minimal solution of the minimal surface problem. Let \( \{ u_{\varepsilon_n}^{\delta} \} \) be a convergent subsequence in \( L^1(\Omega) \) to \( \hat{u} \) – note that \( \{ u_{\varepsilon_n}^{\delta} \} \) converges weakly to \( \hat{u} \) in \( L^p(\Omega) \), \( p = \frac{d}{d-1} \) and strongly in \( L^1(\Omega) \). Let \( \hat{u} \) be a minimal solution of the minimal surface problem. Then by the definition of \( u_{\varepsilon_n}^{\delta} \), it follows that

\[
\varepsilon_1, n \varepsilon_2, n a(u_{\varepsilon_n}^{\delta}, u_{\varepsilon_n}^{\delta}) + \varepsilon_1, n \int_\Omega |u_{\varepsilon_n}^{\delta}| + \int_\Omega \sqrt{1 + |\nabla u_{\varepsilon_n}^{\delta}|^2} + \int_\partial \Omega |Tu_{\varepsilon_n}^{\delta} - \phi| \\
\leq \varepsilon_1, n \varepsilon_2, n a(u_{\varepsilon_n}^{\delta}, u_{\varepsilon_n}^{\delta}) + \varepsilon_1, n \int_\Omega |u_{\varepsilon_n}^{\delta}| + \int_\Omega \sqrt{1 + |\nabla u_{\varepsilon_n}^{\delta}|^2} + \int_\partial \Omega |Tu_{\varepsilon_n}^{\delta} - \phi| \\
\leq \varepsilon_1, n \varepsilon_2, n a(u_{\varepsilon_n}^{\delta}, u_{\varepsilon_n}^{\delta}) + \varepsilon_1, n \int_\Omega |u_{\varepsilon_n}^{\delta}| + \int_\Omega \sqrt{1 + |\nabla u_{\varepsilon_n}^{\delta}|^2} + \int_\partial \Omega |Tu_{\varepsilon_n}^{\delta} - \phi| \\
+ \delta_n \text{meas}(\partial \Omega) \\
\leq \varepsilon_1, n \varepsilon_2, n a(\eta_n, \eta_n) + \varepsilon_1, n \int_\Omega |\eta_n| + \int_\Omega \sqrt{1 + |\nabla \eta_n|^2} + \int_\partial \Omega |T\eta_n - \phi| \\
+ \delta_n \text{meas}(\partial \Omega) \\
\leq \varepsilon_1, n \varepsilon_2, n a(\eta_n, \eta_n) + \varepsilon_1, n \int_\Omega |\eta_n| + \int_\Omega \sqrt{1 + |\nabla \eta_n|^2} + \int_\partial \Omega |T\eta_n - \phi| \\
+ \delta_n \text{meas}(\partial \Omega) \\
\leq \varepsilon_1, n \varepsilon_2, n a(\eta_n, \eta_n) + \varepsilon_1, n \int_\Omega |\eta_n| + \int_\Omega \sqrt{1 + |\nabla \eta_n|^2} + \int_\partial \Omega |T\eta_n - \phi| \\
+ \rho_n + \delta_n \text{meas}(\partial \Omega),
\]
where $\rho_n$ is as in Lemma 3.7. Since as $\delta_n \to 0$
\[ \varepsilon_{1,n} \varepsilon_{2,n} a(\eta_n, \eta_n) + \varepsilon_{1,n} \int_{\Omega} |\eta_n| + \rho_n + \delta_n \text{meas}(\partial\Omega) \to 0, \]
it follows using the third and fifth links of the above chain of inequalities that
\[
\limsup_{n \in \mathcal{N}} \left\{ \int_{\Omega} \sqrt{1 + |\nabla u^\delta_n|}^2 + \int_{\partial\Omega} |Tu^\delta_n - \phi^\delta_n| \right\}
\leq \int_{\Omega} \sqrt{1 + |u|^2} + \int_{\partial\Omega} |Tu - \phi^\delta_n|.
\]

Using the first and third links of the above chain of inequalities it follows that
\[
\limsup_{n \in \mathcal{N}} \left\{ \varepsilon_{2,n} \left\| u^\delta_n \right\|_{W^{2,s}(\Omega)} + \int_{\Omega} |u^\delta_n| \right\}
\leq \lim_{n \to \infty} \left\{ \varepsilon_{2,n} \left\| \eta_n \right\|_{W^{2,s}(\Omega)} + \int_{\Omega} |\eta_n| + \frac{\rho_n + 2\delta_n \text{meas}(\partial\Omega)}{\varepsilon_{1,n}} \right\}
\leq \int_{\Omega} |u|.
\]

Finally, since $\{u^\delta_n\} \to \hat{u}$ in $L^1(\Omega)$, we obtain
\[
\|\hat{u}\|_{L^1(\Omega)} \leq \liminf_{n \to \infty} \left\| u^\delta_n \right\|_{L^1(\Omega)} \leq \limsup_{n \to \infty} \left\| \eta_n \right\|_{L^1(\Omega)} \leq \|u\|_{L^1(\Omega)}.
\]
This shows that $\hat{u}$ is a minimal solution of the minimal surface problem. $lacksquare$

4. AN ITERATIVE IMPLEMENTATION FOR THE STABLE NUMERICAL SOLUTION OF A MINIMAL SURFACE PROBLEM

Uzawa’s algorithm and the augmented Lagrangian technique have been found to be efficient procedures for solving minimization problems for nondifferentiable functionals (see e.g. Glowinski [9]). The goal of this section is to characterize the minimizer of $J_\varepsilon$ by Lagrange multipliers and use this characterization to compute the minimizer of $J_\varepsilon$ via Uzawa’s algorithm. Let $l, \Phi$ be functionals on $W^{2,s}(\Omega)$ defined by
\[
l(v) = \varepsilon_1 \int_{\Omega} |v|, \quad \Phi(v) = \int_{\partial\Omega} |Tv - \phi^\delta|,
\]
where $\varepsilon_1$ is a fixed positive number, $T$ is the trace operator, and $\phi^\delta \in L^2(\partial\Omega)$. The functional $l, \Phi$, and $k$ (as introduced in Notation 1 following Proposition
are such that the functional $\kappa := k + l + \Phi$ is a lower semicontinuous, proper convex functional.

Let $a(\cdot, \cdot) = (\cdot, \cdot)_{W^{2,s}(\Omega)}$. It is well known (see e.g. [9]) that if $\kappa$ satisfy the above property, then the minimizer of

$$J_\varepsilon(v) := \kappa(v) + \frac{1}{2} \varepsilon_1 \varepsilon_2 a(v, v)$$

is unique and can be characterized as the a unique solution of the variational inequality

$$\varepsilon_1 \varepsilon_2 a(u, v - u) + \kappa(v) - \kappa(u) \geq 0. \quad (9)$$

To characterize in a simpler way the solution of (9) and thus the minimizing element of $J_\varepsilon$ we use a further assumption on $\Omega$. We tacitly assume that $\Omega$ is $C^m$–regular, where $m \geq s$ (and $s$ is the index of the Sobolev space $W^{2,s}(\Omega)$). Then each point $x$ in a $\rho$–neighborhood of $\partial \Omega$, $U_\rho := \{ y \in \Omega : d(y, \partial \Omega) < \rho \}$ can be represented in a unique way by the following formula $x = x_0 - \lambda n(x_0)$, where $x_0$ is the point of minimal distance on the boundary to $x$, $n(x_0)$ is the normal vector on $\partial \Omega$ ($\|n\| = 1$), and $\lambda$ is a positive number.

If $\psi \in C^m(\partial \Omega)$, then the function $f(x) := \begin{cases} (1 - \frac{d(x, \partial \Omega)}{\rho})^{4m} \psi(x_0) & x \in U_\rho, \\ 0 & x \in \Omega - U_\rho \end{cases}$ satisfies $f \in C^m(\overline{\Omega})$, $\int_\Omega |f|^2 \leq \frac{1}{1 - \rho} \int_{\partial \Omega} |\psi|^2$, where $C$ is a constant.

Since each boundary data $\phi \in L^2(\partial \Omega)$ can be approximated by a sequence $\{v_n\} \in C^m(\partial \Omega)$ with respect to the $L^2(\partial \Omega)$–norm, there exists a sequence $\{f_n\} \in C^m(\overline{\Omega})$ such that

$$\int_\Omega |f_n|^2 \to 0, \quad \int_{\partial \Omega} |Tf_n - \phi| \to 0.$$

We summarize this result in the next lemma:

**Lemma 4.1.** Let $\Omega$ be a $C^m$–regular bounded domain and $\phi^\delta \in L^2(\partial \Omega)$. Then there exists a sequence of functions $g_n \in W^{2,s}(\Omega)$ such that

$$\|Tg_n - \phi^\delta\|_{L^2(\partial \Omega)} \to 0 \text{ and } \|g_n\|_{L^2(\Omega)} \to 0.$$

Here $Tg_n$ denotes the trace of $g_n \in W^{2,s}(\Omega)$. 
Let
\[ \Lambda := \{ \mu \in L^2(\partial \Omega) : |\mu(x)| \leq 1 \text{ a.e. on } \partial \Omega \} \]
and
\[ \hat{\Lambda} := \{ \hat{\mu} \in L^2(\Omega) : |\hat{\mu}(x)| \leq 1 \text{ a.e. on } \Omega \} . \]

Using this notation we state

**Theorem 4.2.** Let \( \Omega \) be a \( C^m \)-regular bounded domain and \( \phi^\delta \in L^2(\partial \Omega) \). Then the solution of (9) can be characterized by the existence of (Lagrange) multiplier functions \( \lambda \in \Lambda \), \( \hat{\lambda} \in \hat{\Lambda} \) such that

\[
\begin{align*}
\varepsilon_1 \varepsilon_2 a(u, v) + \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}, \nabla v \right)_{L^2(\Omega)} + \varepsilon_1 \int_\Omega \hat{\lambda} v + \int_{\partial \Omega} \lambda v &= 0, \\
\lambda(u - \phi^\delta) &= |u - \phi^\delta| \text{ a.e. on } \partial \Omega, \\
\hat{\lambda} u &= |u| \text{ a.e. on } \Omega. 
\end{align*}
\]

**Proof.** For convenience in the proof we introduce the abbreviation

\[ b(u, v) := \varepsilon_1 \varepsilon_2 a(u, v) + \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}, \nabla v \right)_{L^2(\Omega)}. \]

First we show that (9) implies (10) and (11): Let \( \beta > 0 \), and define

\[
\begin{align*}
\Phi_\beta(v) := & \int_{\partial \Omega} \sqrt{\beta^2 + |Tv - \phi^\delta|^2}, \\
l_\beta(v) := & \varepsilon_1 \int_\Omega \sqrt{\beta^2 + |v|^2}, \\
\kappa_\beta(v) := & l_\beta(v) + \Phi_\beta(v) + k(v). 
\end{align*}
\]

From the fact that the embedding of \( W^{2,s}(\Omega) \) into \( L^p(\Omega) \), \( 1 \leq p \leq \frac{d}{d-1} \), is compact, and the trace operator \( T \) is compact from \( W^{2,s}(\Omega) \) into \( L^1(\partial \Omega) \), it follows using Lemma 3.3 that \( \Phi_\beta, l_\beta, \text{ and } k \) are lower semicontinuous on \( W^{2,s}(\Omega) \). Since \( \Phi_\beta, l_\beta, \text{ and } k \) are proper convex functionals, the regularized variational inequality: For all \( v \in W^{2,s}(\Omega) \)

\[
\varepsilon_1 \varepsilon_2 a(w, v - w) + \kappa_\beta(v) - \kappa_\beta(w) \geq 0
\]

has a unique solution \( u_\beta \in W^{2,s}(\Omega) \). In the following it is shown that \( u_\beta \to u \), with respect to the \( W^{2,s}(\Omega) \)-norm.

From (9) and (12) we have

\[
\begin{align*}
\varepsilon_1 \varepsilon_2 a(u_\beta, u - u_\beta) + \kappa_\beta(u) - \kappa_\beta(u_\beta) &\geq 0, \\
\varepsilon_1 \varepsilon_2 a(u, u_\beta - u) + \kappa(u_\beta) - \kappa(u) &\geq 0.
\end{align*}
\]
Adding these two inequalities we obtain

\[ \varepsilon_1 \varepsilon_2 a(u - u_\beta, u - u_\beta) + \kappa_\beta(u_\beta) - \kappa(u_\beta) \leq \kappa_\beta(u) - \kappa(u). \]  
\[ (13) \]

From the inequality: For \( t > 0 \)

\[ 0 < \sqrt{t^2 + \beta^2} - |t| = \frac{\beta^2}{\sqrt{t^2 + \beta^2} + |t|} \leq \beta, \]

and the fact that for any \( v \in W^{2,s}(\Omega) \)

\[ \kappa_\beta(v) - \kappa(v) = (\Phi_\beta(v) - \Phi(v)) + (l_\beta(v) - l(v)), \]

it follows that

\[ 0 < \kappa_\beta(v) - \kappa(v) \leq \beta \left( \text{meas}(\partial \Omega) + \text{meas}(\Omega) \right). \]

The last inequality together with (13) implies

\[ \|u - u_\beta\|_{W^{2,s}(\Omega)} \leq \left\{ \left( \text{meas}(\partial \Omega) + \text{meas}(\Omega) \right) \frac{\beta}{\varepsilon_1 \varepsilon_2} \right\}^{(1/2)}, \]

which shows that \( u_\beta \to u \) (strongly in \( W^{2,s}(\Omega) \)), as \( \beta \to 0 \).

Next we prove that \( k \) has a one–sided Gateaux variation. Let \( u, h \in W^{2,s}(\Omega) \).

Then the following holds:

\[
\lim_{t \to 0^+} \int_\Omega \left( \frac{\sqrt{1 + |\nabla(u + th)|^2} - \sqrt{1 + |\nabla u|^2}}{t} \right) \nabla u \nabla h = \int_\Omega \frac{\nabla u \nabla h}{\sqrt{1 + |\nabla u|^2}} - \lim_{t \to 0^+} \int_\Omega \nabla u \nabla h \left( \frac{\sqrt{1 + |\nabla(u + th)|^2} - \sqrt{1 + |\nabla u|^2}}{\sqrt{1 + |\nabla u|^2} \left( \sqrt{1 + |\nabla(u + th)|^2} + \sqrt{1 + |\nabla u|^2} \right)} \right) = \int_\Omega \frac{\nabla u \nabla h}{\sqrt{1 + |\nabla u|^2}} - \lim_{t \to 0^+} \int_\Omega \nabla u \nabla h \left( \frac{|\nabla(u + th)|^2 - |\nabla u|^2}{\sqrt{1 + |\nabla u|^2} \left( \sqrt{1 + |\nabla(u + th)|^2} + \sqrt{1 + |\nabla u|^2} \right)^2} \right). \]
We now show that the second term in the preceding equality is zero. This follows from the following estimates:

\[
\left| \int_{\Omega} \nabla u \nabla h \left( \frac{|\nabla (u + th)|^2 - |\nabla u|^2}{\sqrt{1 + |\nabla u|^2} \left( \sqrt{1 + |\nabla (u + th)|^2} \sqrt{1 + |\nabla u|^2} \right)^2} \right) \right| \\
\leq \int_{\Omega} \frac{|\nabla u||\nabla h||\nabla (u + th) - \nabla u||\nabla (u + th) + \nabla u|}{\sqrt{1 + |\nabla u|^2} \left( \sqrt{1 + |\nabla (u + th)|^2} + \sqrt{1 + |\nabla u|^2} \right)^2} \\
\leq \int_{\Omega} t|\nabla h|^2.
\]

It then follows that \( k \) is one–sided Gateaux differentiable on \( W^{2,s}(\Omega) \), and the one–sided Gataux differential is given by

\[
k'(u)h := \int_{\Omega} \frac{\nabla u \nabla h}{\sqrt{1 + |\nabla u|^2}}.
\]

Similarly it can be shown that \( \phi_\beta \) and \( l_\beta \) are one–sided Gateaux differentiable. Therefore \( u_\beta \) satisfies

\[
(14) \quad b(u_\beta, v) + (i_{1,\beta}(u_\beta), Tv)_{L^2(\partial\Omega)} + (i_{2,\beta}(u_\beta), v)_{L^2(\Omega)} = 0,
\]

where

\[
(15) \quad i_{1,\beta}(u) := \frac{Tu - \phi^\delta}{\sqrt{\beta^2 + |Tu - \phi^\delta|^2}}, \quad i_{2,\beta}(u) := \frac{u}{\sqrt{\beta^2 + |u|^2}}.
\]

Since \( \tilde{p}_\beta := i_{1,\beta}(u_\beta) \in \Lambda \), \( \tilde{p}_\beta := i_{2,\beta}(u_\beta) \in \tilde{\Lambda} \), the sets \( \{p_\beta\} \) and \( \{\tilde{p}_\beta\} \) are weakly compact in \( L^2(\partial\Omega) \) and \( L^2(\Omega) \), respectively; i.e., there exists sequences, which will also be denoted by \( p_\beta, \tilde{p}_\beta \), such that

\[
(16) \quad p_\beta \rightharpoonup p \text{ in } L^2(\partial\Omega), \quad \tilde{p}_\beta \rightharpoonup \tilde{p} \text{ in } L^2(\Omega) \text{ for } \beta \to 0.
\]

The following estimate will be needed:

\[
\left| \int_{\Omega} \left( \frac{\nabla u_\beta}{\sqrt{1 + |\nabla u_\beta|^2}} - \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) \nabla v \right| \\
\leq \left| \int_{\Omega} \frac{\nabla u_\beta - \nabla u}{\sqrt{1 + |\nabla u_\beta|^2}} \nabla v \right| \\
+ \int_{\Omega} \frac{|\nabla u \nabla v||\nabla u_\beta - \nabla u||\nabla u_\beta + \nabla u|}{\sqrt{1 + |\nabla u_\beta|^2} \sqrt{1 + |\nabla u|^2} \left( \sqrt{1 + |\nabla u_\beta|^2} + \sqrt{1 + |\nabla u|^2} \right)} \\
\leq C \|v\|_{W^{1,2}(\Omega)} \|u_\beta - u\|_{W^{1,2}(\Omega)}.
\]
It follows from (14), (15), (16) and the above estimate, letting $\beta \to 0$,

$$
(17) \quad b(u, v) + \int_{\partial \Omega} pTv + \varepsilon_1 \int_{\Omega} \hat{p}v = 0,
$$

which proves (10).

Let $g_n$ be as defined in Lemma 4.1. Then, since $p \in \Lambda, \hat{p} \in \hat{\Lambda}$, it follows from (17) that

$$
- b(u, g_n) = \int_{\partial \Omega} pTg_n + \varepsilon_1 \int_{\Omega} \hat{p}g_n \to \int_{\partial \Omega} p\phi^\delta.
$$

Consequently from the definition of a minimizing element of the functional in (8) and the one–sided Gateaux differentiability of $k$ we obtain:

$$
0 \leq \lim_{t \to 0^+} \left\{ j_\varepsilon(u + t (g_n - u)) - j_\varepsilon(u) \right\}
+ \lim_{t \to 0^+} \left\{ k(u + t (g_n - u)) - k(u) \right\}
+ \varepsilon_1 \lim_{t \to 0^+} \int_{\Omega} \frac{|u + t(g_n - u)| - |u|}{t}
+ \lim_{t \to 0^+} \int_{\partial \Omega} \frac{|T(u + t(g_n - u)) - \phi^\delta| - |Tu - \phi^\delta|}{t}
\leq b(u, g_n - u)
+ \varepsilon_1 \lim_{t \to 0^+} \int_{\Omega} \frac{|u + t(g_n - u)| - |u|}{t}
+ \lim_{t \to 0^+} \int_{\partial \Omega} \frac{|T(u + t(g_n - u)) - \phi^\delta| - |Tu - \phi^\delta|}{t}
\leq b(u, g_n - u)
+ \varepsilon_1 \lim_{t \to 0^+} \int_{\Omega} \frac{|u| - |u| + t|g_n|}{t}
+ \lim_{t \to 0^+} \int_{\partial \Omega} \frac{|T(u + t(\phi^\delta - u)) - \phi^\delta| + t|Tg^n - \phi^\delta| - |Tu - \phi^\delta|}{t}
\leq b(u, g_n - u) - \varepsilon_1 \|u\|_{L^1(\Omega)} + \varepsilon_1 \|g_n\|_{L^1(\Omega)}
- \|\phi^\delta - Tu\|_{L^1(\partial \Omega)} + \|\phi^\delta - Tg^n\|_{L^1(\partial \Omega)}.
$$

Taking the limit as $n \to \infty$ it follows from (17):

$$
\varepsilon_1 \|u\|_{L^1(\Omega)} + \|\phi^\delta - Tu\|_{L^1(\partial \Omega)} \leq b(u, g_n - u) \to \int_{\partial \Omega} p(Tu - \phi^\delta) + \varepsilon_1 \int_{\Omega} \hat{p}u,
$$
which is possible only if \( p(Tu - \phi^\delta) = |Tu - \phi^\delta| \) almost everywhere in \( \partial \Omega \) and \( \hat{p}u = |u| \) almost everywhere in \( \Omega \). To prove the necessity of (10) and (11), we first invoke the convexity of the function \( \sqrt{1 + |x|^2} \) to obtain

\[
\int_\Omega \sqrt{1 + |\nabla v|^2} - \int_\Omega \sqrt{1 + |\nabla u|^2} \geq \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}, \nabla (v - u) \right).
\]

Then, it follows from (10) that for any \( v \in W^{2,s}(\Omega) \)

\[
\varepsilon_1 \varepsilon_2 a(u, v - u) + k(v) - k(u) +
\]

\[
\varepsilon_1 \int_\Omega \hat{p}(v - u) + \int_{\partial \Omega} p(Tv - Tu)
\geq 0.
\]

Since

\[
\int_{\partial \Omega} p(Tu - \phi^\delta) = \int_{\partial \Omega} |Tu - \phi^\delta| = \Phi(u),
\]

\[
\int_{\partial \Omega} p(Tv - \phi^\delta) \leq \int_{\partial \Omega} |p||Tv - \phi^\delta| \leq \int_{\partial \Omega} |Tv - \phi^\delta| = \Phi(v),
\]

and

\[
\varepsilon_1 \int_\Omega \hat{p}u = \varepsilon_1 \|u\|_{L^1(\Omega)},
\]

\[
\varepsilon_1 \int_\Omega \hat{p}v \leq \varepsilon_1 \int_\Omega |\hat{p}|v| \leq \varepsilon_1 \|v\|_{L^1(\Omega)},
\]

we find

\[
\int_{\partial \Omega} p(Tv - Tu) = \int_{\partial \Omega} p(Tv - \phi^\delta) - \int_{\partial \Omega} p(Tu - \phi^\delta)
\leq \Phi(v) - \Phi(u),
\]

\[
\varepsilon_1 \int_\Omega \hat{p}(v - u) \leq \varepsilon_1 \left( \|v\|_{L^1(\Omega)} - \|v\|_{L^1(\Omega)} \right).
\]

Moreover, from the definition of \( a(,,) \) it follows that

\[
\frac{1}{2} (\varepsilon_1 \varepsilon_2 a(v, v) - \varepsilon_1 \varepsilon_2 a(u, u))
\]

\[
= \varepsilon_1 \varepsilon_2 a(u, v - u) + \frac{1}{2} \varepsilon_1 \varepsilon_2 a(v - u, v - u)
\geq \varepsilon_1 \varepsilon_2 a(u, v - u).
\]
Using the estimates (19) and (20) in (18), we obtain
\[
\frac{1}{2}\varepsilon_1\varepsilon_2 a(v, v) + \Phi(v) + \varepsilon_1\|v\|_{L^1(\Omega)} + k(v) - \frac{1}{2}\varepsilon_1\varepsilon_2 a(u, u) - \Phi(u) - \varepsilon_1\|u\|_{L^1(\Omega)} - k(u) \geq 0,
\]
which shows that \( u \) minimizes \( J_\varepsilon \).

The technique used in the above proof requires the boundary data \( \phi_\delta \) to be in \( L^2(\partial\Omega) \), although this assumption was not necessary in the general results in Section 3. This requirement is used to deduce the convergence of the integrals \( \int_{\partial\Omega} p_\beta T v, \int_{\partial\Omega} p_\beta T g_n \) from the weak convergence of \( p_\beta \rightharpoonup p \) in \( L^2(\partial\Omega) \) (cf. (16)).

In the following we show that Uzawa’s algorithm can be used for the solution of the problem (10) – (11). Uzawa’s algorithm is defined inductively as follows:

**Definition 4.3.** Let \( p_0 \in \Lambda, \hat{p}_0 \in \hat{\Lambda} \), e.g., \( p_0 = 0 \) and \( \hat{p}_0 = 0 \). Moreover, let
\[
p_{k+1} = P(p_k + \rho(Tu_k - \phi^\delta)) := \frac{p_k + \rho(Tu_k - \phi^\delta)}{\max\{1, |p_k + \rho(Tu_k - \phi^\delta)|\}},
\]
\[
\hat{p}_{k+1} = \hat{P}(\hat{p}_k + \varepsilon_1 \rho u_k) := \frac{\hat{p}_k + \varepsilon_1 \rho u_k}{\max\{1, |\hat{p}_k + \varepsilon_1 \rho u_k|\}},
\]
where \( u_k \) denotes the solution of (10) for given parameters \( p_k \in \Lambda, \hat{p}_k \in \hat{\Lambda} \).

We next show that Uzawa’s algorithm is convergent, if the relaxation parameter is chosen appropriately:

**Theorem 4.4.** If
\[
\rho < \frac{\varepsilon_1 \varepsilon_2}{\|T\|^2 + \varepsilon_1^2},
\]
where \( \|T\| \) is the norm of the trace operator from \( W^{2,s}(\Omega) \) into \( L^2(\partial\Omega) \), then
\[
\lim_{k \to \infty} \|u_k - u\|_{W^{2,s}(\Omega)} = 0,
\]
where \( u \) minimizes \( J_\varepsilon \).

**Proof.** Let \( \{u, p, \hat{p}\} \) satisfy (10) and (11). We claim that
\[
p = P(p + \rho(Tu - \phi^\delta)), \quad \hat{p} = \hat{P}(\hat{p} + \varepsilon_1 \rho u).
\]
We prove the first equality; the proof of the second equality is similar. If \( |Tu - \phi^\delta| = 0 \) then \( |p + \rho(Tu - \phi^\delta)| \leq 1 \) and consequently \( P(p + \rho(Tu - \phi^\delta)) = p \). We now assume that \( |Tu - \phi^\delta| > 0 \). Then from the
facts that \( p \in \Lambda \) and
\[
p(Tu - \phi) = |Tu - \phi|,
\]
it follows that
\[
p = \frac{Tu - \phi}{|Tu - \phi|}.
\]
Using this it follows from simple manipulations that \( |p + \rho(Tu - \phi)| > 1 \), and consequently the assertion holds. Let
\[
\pi_k := Tu_k - Tu, \quad \varrho_k := p_k - p, \quad \hat{p}_k := \hat{p}_k - \hat{p}.
\]
Since the mappings \( P, \hat{P} \) are contractions, we obtain
\[
\|p_{k+1}\|^2_{L^2(\partial \Omega)} \leq \|P(p_k + \rho(Tu_k - \phi)) - P(p + \rho(Tu - \phi))\|^2_{L^2(\partial \Omega)}
\]
(22)
\[
\leq \|\pi_k + \rho \pi_k\|^2_{L^2(\partial \Omega)}
\]
\[
\leq \|\pi_k\|^2_{L^2(\partial \Omega)} + 2 \rho \int_{\partial \Omega} \pi_k \pi_k + \rho^2 \int_{\partial \Omega} |\pi_k|^2,
\]
(23)
\[
\|\pi_{k+1}\|^2_{L^2(\Omega)} \leq \|\pi_k\|^2_{L^2(\Omega)} + 2 \varepsilon_1 \rho \int_{\Omega} \pi_k \pi_k + \varepsilon_1^2 \rho^2 \int_{\Omega} |\pi_k|^2.
\]
From (10) it follows that
\[
\varepsilon_1 \varepsilon_2 a(\pi_k, v) + \left( \frac{\nabla u_k}{1 + |\nabla u_k|^2} - \frac{\nabla u}{1 + |\nabla u|^2} \right) \cdot \nabla v + \varepsilon_1 \int_{\Omega} \pi_k v + \int_{\partial \Omega} \pi_k Tu = 0,
\]
from which we derive letting \( v = \pi_k \):

\[
\varepsilon_1 \varepsilon_2 a(\pi_k, \pi_k) + \left( \frac{\nabla u_k}{1 + |\nabla u_k|^2} - \frac{\nabla u}{1 + |\nabla u|^2} \right) \cdot \nabla \pi_k + \varepsilon_1 \int_{\Omega} \pi_k \pi_k + \int_{\partial \Omega} \pi_k \pi_k
\]
(24)
\[
= 0.
\]
From (22), (23), and (24) we obtain

\[
\begin{align*}
(\|\vec{p}_k\|^2 + \|\hat{p}_k\|^2) - (\|\vec{p}_{k+1}\|^2 + \|\hat{p}_{k+1}\|^2) \\
\geq -2\rho \int_{\partial \Omega} \vec{p}_k \mu_k - \rho^2 \int_{\Omega} |\mu_k|^2 \\
- 2\rho \varepsilon_1 \int_{\Omega} \vec{p}_k \mu_k - \varepsilon_1^2 \rho^2 \int_{\Omega} |\mu_k|^2 \\
= 2\rho \varepsilon_1 \varepsilon_2 a(\pi_k, \mu_k) \\
+ 2\rho \left( \frac{\nabla u_k}{\sqrt{1 + |\nabla u_k|^2}} - \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}, \nabla \mu_k \right)_{L^2(\Omega)} \\
- \rho^2 \int_{\partial \Omega} |\mu_k|^2 - \varepsilon_1^2 \rho^2 \int_{\Omega} |\mu_k|^2.
\end{align*}
\]

Using the inequalities

\[
\left( \frac{\nabla u_k}{\sqrt{1 + |\nabla u_k|^2}} - \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}}, \nabla \mu_k \right)_{L^2(\Omega)} \geq 0
\]

(note that $\sqrt{1 + |\nabla|}$ is convex), and

\[
\rho^2 \int_{\partial \Omega} |\nabla \mu_k|^2 + \varepsilon_1^2 \rho^2 \int_{\Omega} |\mu_k|^2 \leq \rho^2 \left( \|T\|^2 + \varepsilon_1^2 \right) \|\mu_k\|^2_{W^{2,s}(\Omega)} \\
\leq \frac{\rho^2 \left( \|T\|^2 + \varepsilon_1^2 \right)}{\varepsilon_1 \varepsilon_2} \varepsilon_1 \varepsilon_2 a(\vec{u}_k, \vec{u}_k),
\]

it follows from (21) and (25) that the sequence $\left\{ \|\vec{p}_k\|^2 + \|\hat{p}_k\|^2 \right\}$ is strictly monotonically decreasing and bounded from below. Consequently it is convergent, and therefore it follows from (25) that $\|\vec{u}_k\|_{W^{2,s}(\Omega)} \to 0$. ■
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