The initial-boundary value problem for the mathematical model of low-concentrated aqueous polymer solutions is considered. For this initial-boundary value problem a concept of a weak solution is introduced and the existence theorem for such solutions is proved.

1. Introduction

The study of fluid motion is a source of a large number of mathematical problems. Motion of an incompressible fluid in a bounded domain $\Omega \subset \mathbb{R}^n$ on a time interval $[0, T]$, $(T < \infty)$ is described by the following system of equations in Cauchy’s form [3]:

$$\begin{align*}
\frac{\partial v}{\partial t} + v_i \frac{\partial v}{\partial x_i} + \text{grad } p &= \text{Div } \sigma + f, \quad (x, t) \in \Omega \times [0, T], \\
\text{div } v &= 0, \quad (x, t) \in \Omega \times [0, T].
\end{align*}$$

(1.1)

Hereinafter Einstein’s summation convention is supposed. In the given system $v(x, t)$ is the velocity vector of the particle at a point $x$ at an instant $t$; $p = p(x, t)$ is the pressure of the fluid at a point $x$ at an instant $t$; $f = f(x, t)$ is the vector of body forces acting on the fluid; $\sigma = (\sigma_{ij}(x))$ is the deviator of the stress tensor. By $\text{Div } \sigma$ we denote the vector of divergences of columns of the matrix $\sigma$.

The system of (1.1) describes formally the motion of all kinds of fluids. However the number of unknowns in this system is greater than the number of equations. To complete the given system one usually uses various relations between the deviator of the stress tensor $\sigma$ and the strain rate tensor $\mathcal{E} = (\mathcal{E}_{ij})$,

$$\mathcal{E}_{ij} = \mathcal{E}_{ij}(v) = \frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right).$$

(1.2)
Such relations are called constitutive laws. A constitutive law is a hypothesis which should be verified for concrete fluids by experimental data.

The most known constitutive law for viscous incompressible liquid is Newton’s constitutive law

$$\sigma = 2\nu \mathcal{E}. \quad (1.3)$$

Here $\nu$ is the viscosity of the fluid. This model describes the motion of the majority of viscous incompressible fluids appearing in practice at moderate velocities. However this model does not describe the motion of the fluids possessing relaxational properties. These properties consist in the following. After a change of the exterior conditions the equilibrium state in a fluid does not appear at once but after a while. This while is determined by the processes of interior reorganization. These processes may have various nature (magnetic, thermal, etc.). The fluid may have some spectrum of relaxation times corresponding to these processes.

In papers [16, 18] it has been noted, that the account of relaxational properties of a fluid is the account of time connections between the deviator of the stress tensor $\mathcal{E}$ and the strain rate tensor $\mathcal{E}$. The presence of this connection expresses itself in losses of the mechanical energy of a flow, additional to the dissipative losses owing to viscosity. These additional losses of the mechanical energy of the flow are to be taken into account in the general case of motion of a fluid.

The following relation was suggested in paper [16] as a one taking into account the mentioned effects:

$$\sigma = 2\nu \left( \mathcal{E} + \varkappa \nu^{-1} \frac{d\mathcal{E}}{dt} \right), \quad \varkappa, \nu > 0. \quad (1.4)$$

Here $\nu$ is the kinematic coefficient of viscosity, and $\varkappa$ is the retardation time. Sometimes the coefficient $\varkappa$ is also called the time of strain relaxation. This model describes the motion of viscous non-Newtonian fluid which requires time to begin a motion after an action of a force suddenly applied.

Substituting $\sigma$ from the constitutive law (1.4) into the system of equations of incompressible liquid motion in Cauchy’s form (1.1) we obtain the following system of equations:

$$\frac{\partial \mathbf{v}}{\partial t} - \nu \Delta \mathbf{v} + \nu_i \frac{\partial \mathbf{v}}{\partial x_i} - \varkappa \frac{\partial \mathbf{v}}{\partial t} - \varkappa \text{Div} \left( \nu_k \frac{\partial \mathcal{E}(\mathbf{v})}{\partial x_k} \right) + \text{grad} \: p = f, \quad x \in \Omega, \: t \in [0, T],$$

$$\text{div} \: \mathbf{v} = 0, \quad x \in \Omega, \: t \in [0, T]. \quad (1.5)$$

The given system of equations differs from the Navier-Stokes system of equations by presence of the additional term $\varkappa \text{Div}(d\mathcal{E}/dt)$. This term describes relaxational properties of a fluid. In the case of very weak relaxational properties of the fluid (for $\varkappa$ close to zero), and also in the case when the motion of the liquid has steady-state character (the total derivative of the strain rate tensor with respect to time is equal to zero) this additional term vanishes. In this case the system of (1.5), (1.6) coincides with the system of Navier-Stokes
equations. But in the case of turbulent behavior of the fluid and on unsteady laminar behavior of the fluid this additional term is nonzero and must play a significant role. Just so low-concentrated aqueous solutions of polymers behave and it has been confirmed by experimental researches of polyethylenoxide and polyacrylamide aqueous solutions [2] and polyacrylamide and guar gum aqueous solutions [1]. Therefore the given model has also received the title of the mathematical model of motion of low-concentrated aqueous polymer solutions.

Note also that the constitutive law (1.4) is a special case of Noll’s constitutive law [9]:
\[
\sigma_{ij} = \varphi(I_2)\varepsilon_{ij} + \psi(I_2)\varepsilon_{ik}\varepsilon_{kj} + \psi_1(I_2)\left(\frac{\partial\varepsilon_{ij}}{\partial t} + v_k\frac{\partial\varepsilon_{ij}}{\partial x_k} - [\frac{\partial v_i}{\partial x_m}\varepsilon_{mj} + \frac{\partial v_j}{\partial x_m}\varepsilon_{im}]\right). \tag{1.7}
\]
Here \(\varphi(I_2), \psi(I_2), \psi_1(I_2)\) are material functions depending on the invariant \(I_2 = \varepsilon_{ik}\varepsilon_{ki}\). Noll’s model of fluid motion is a very general model for which the stress tensor at moment \(t\) is determined by nonlinear symmetrical tensor functional. This functional is defined on the set of tensor functions determining history of deformation of a medium at all times preceding the considered instant \(t\).

In this paper we consider the system of (1.5), (1.6) in a bounded domain \(\Omega \subset \mathbb{R}^n\), \(n = 2, 3\) with locally-Lipschitz boundary on a time interval \([0, T], (T < \infty)\). For (1.5), (1.6) we study the initial-boundary value problem with the initial condition
\[
v(x,0) = a(x), \quad x \in \Omega, \tag{1.8}
\]
and the boundary condition
\[
v|_{\partial\Omega \times [0,T]} = 0. \tag{1.9}
\]
We do not know papers in which problem (1.5)–(1.9) would have been investigated. Since this problem is very complicated for the research. In works [11, 16] it was suggested the following simplification:
\[
\frac{\partial v}{\partial t} - v\Delta v + v_i\frac{\partial v}{\partial x_i} - \nu\left(\frac{\partial\Delta v}{\partial t} + v_k\frac{\partial\Delta v}{\partial x_k}\right) + \text{grad } p = f, \quad x \in \Omega, \ t \in [0, T], \tag{1.10}
\]
\[
\text{div } v = 0, \quad x \in \Omega, \ t \in [0, T].
\]
This system is obtained from (1.5), (1.6) under the condition \((\partial v_k/\partial x_j)(\partial/\partial x_k)(\partial v/\partial x_j + \text{grad } v_j) = 0\).

Initial-boundary value problem (1.10), (1.8), (1.9) was studied by Oskolkov in his papers [11, 12]. However later he remarked in [13] that these papers contain some errors and the obtained results are incorrect. Under the slip boundary condition the system (1.10), has been investigated by Oskolkov in [15]. Ladyzhenskaya notes in her work [7] that the method of introduction of auxiliary viscosity used for study of the initial-boundary value problem (1.10), (1.8), (1.9) in the above mentioned papers [11, 12] is erroneous and the problem of existence of solutions for the given initial-boundary value problem remains open till now.
This work is devoted to the study of the initial-boundary value problem (1.5), (1.6), (1.8), and (1.9). Namely, the problem of existence of weak solutions for this problem is investigated.

2. Principal notations and functional spaces

Let us introduce the following functional spaces used hereinafter:

- $D(\Omega)^n$ is the space of smooth functions on $\Omega$ with values in $\mathbb{R}^n$ and with compact support contained in $\Omega$;
- $\mathcal{V} = \{ v : v \in D(\Omega)^n, \operatorname{div} v = 0 \}$ is the set of solenoidal smooth functions;
- $V$ is the completion of $\mathcal{V}$ in the norm of $W^1_2(\Omega)^n$; we consider the space $V$ with the following norm:
  \[ \|v\|_V = \left( \int_\Omega \nabla v : \nabla v \, dx \right)^{1/2} . \] (2.1)

Here $\nabla u : \nabla \phi, u = (u_1, \ldots, u_n), \phi = (\phi_1, \ldots, \phi_n)$ denotes the component-wise multiplication of matrices:
  \[ \nabla u : \nabla \phi = \frac{\partial u_i}{\partial x_j} \cdot \frac{\partial \phi_i}{\partial x_j} . \] (2.2)

In $V$ this norm is equivalent to the norm induced from the space $W^1_2(\Omega)^n$.

- $X$ is the completion of $\mathcal{V}$ in the norm of $W^2_2(\Omega)^n$; the norm in $X$ is defined by
  \[ \|v\|_X = \left( \int_\Omega \nabla(\Delta v) : \nabla(\Delta v) \, dx \right)^{1/2} . \] (2.3)

In $X$ this norm is equivalent to the norm induced from the space $W^2_2(\Omega)^n$.

By $X^*$ we denote the space conjugate to the space $X$. Denote by $\langle h, v \rangle$ the value of a functional $h \in X^*$ on a function $v \in X$.

Denote by $Z$ the image of $X$ under the action of the operator $(I - \kappa \Delta)$, that is, $Z = (I - \kappa \Delta)X$. Let us note that $Z$ is a subspace of $V$ but does not coincide with it.

Now we can introduce two principal functional spaces used below

- $E_1 = \{ v : v \in L_\infty(0, T; V), v' \in L_2(0, T; Z^*) \}$ (2.4)

with the norm:
  \[ \|v\|_{E_1} = \|v\|_{L_\infty(0, T; V)} + \|v'\|_{L_2(0, T; Z^*)} , \] (2.5)

- $E_2 = \{ v : v \in C([0, T], X), v' \in L_2(0, T; X) \}$ (2.6)

with the norm:
  \[ \|v\|_{E_2} = \|v\|_{C([0, T], X)} + \|v'\|_{L_2(0, T; X)} . \] (2.7)
3. Statement of the problem and the main result

In this section an approximating problem for the investigated initial-boundary value problem (1.5), (1.6), (1.8), and (1.9) is considered. For this problem and for the original problem the concepts of weak solution is introduced. Then the main result is formulated.

3.1. Approximating problem. For study of the initial-boundary value problem (1.5), (1.6), (1.8), and (1.9) we use a modified method of introduction of auxiliary viscosity. The original method of introduction of auxiliary viscosity for the Navier-Stokes system (see, e.g., Lions [8]) assumes introduction of the additional term \((-1)^m\varepsilon\Delta^m v\) into the system. Here \(\varepsilon > 0, m \in \mathbb{N}, m \geq (n+2)/4\). In this work we add the term \(-\varepsilon\Delta(\partial v/\partial t)\) to (1.5). The obtained equations are called approximating equations. Increase of the order of the equation requires introduction of additional boundary conditions.

Consider the following initial-boundary value problem with small parameter \(\varepsilon > 0\):

\[
\frac{\partial v}{\partial t} - \varepsilon \Delta^3 \left( \frac{\partial v}{\partial t} \right) - \nu \Delta v + v_i \frac{\partial v}{\partial x_i} - \varepsilon \Delta v - \varepsilon \text{Div} \left( v_k \frac{\partial \varepsilon (v)}{\partial x_k} \right) + \text{grad} \ p = f, \quad x \in \Omega, \ t \in [0, T],
\]

\[
\text{div} \ v = 0, \quad x \in \Omega, \ t \in [0, T],
\]

\[
v(x, 0) = a(x), \quad x \in \Omega,
\]

\[
v|_{\partial \Omega \times [0, T]} = 0,
\]

\[
\frac{\partial v}{\partial n} \bigg|_{\partial \Omega \times [0, T]} = 0,
\]

\[
\frac{\partial^2 v}{\partial n^2} \bigg|_{\partial \Omega \times [0, T]} = 0.
\]

(3.1)

Here \(\varepsilon\) is some fixed number, \(\varepsilon > 0\); \(n\) is the outer normal to \(\partial \Omega\).

Suppose that \(f \in L^2(0, T; V^*)\), \(a \in X\).

Definition 3.1. A function \(v \in E_2\) is called a weak solution for the initial-boundary value problem (3.1) if for any \(\varphi \in X\) and almost all \(t \in (0, T)\) the function \(v \in E_2\) satisfies the equality

\[
\int_\Omega \frac{\partial v}{\partial t} \varphi \, dx - \int_\Omega v_i \frac{\partial \varphi_j}{\partial x_i} \, dx + v \int_\Omega \nabla \varphi \, dx + \varepsilon \int_\Omega \left( \left( \frac{\partial v}{\partial t} \right)^{-1} \right) : \nabla (\Delta \varphi) \, dx
\]

\[
+ \varepsilon \int_\Omega \nabla \left( \frac{\partial v}{\partial t} \right) : \nabla \varphi \, dx - \varepsilon \int_\Omega v_k \frac{\partial^2 \varphi_j}{\partial x_j \partial x_k} \, dx
\]

\[
- \frac{\nu}{2} \int_\Omega v_k \frac{\partial^2 \varphi_j}{\partial x_j \partial x_k} \, dx = \langle f, \varphi \rangle
\]

(3.2)

and the initial condition

\[v(0) = a.\]
3.2. Definition of weak solution for initial-boundary value problem (1.5), (1.6), (1.8), and (1.9). Suppose that \( f \in L^2(0,T; V^*) \), \( a_* \in V \).

**Definition 3.2.** A function \( v \in E_1 \) is a weak solution for the initial-boundary value problem (1.5), (1.6), (1.8), and (1.9) if for any \( \varphi \in X \) and almost all \( t \in (0,T) \) the function \( v \) satisfies the equality

\[
\left\langle (I - \kappa \Delta) \frac{\partial v}{\partial t}, \varphi \right\rangle - \int_{\Omega} v_i v_j \frac{\partial^2 \varphi_j}{\partial x_i \partial x_k} dx - \kappa \int_{\Omega} \nabla v : \nabla \varphi dx + \nu \int_{\Omega} \nabla v_i \frac{\partial^2 \varphi_j}{\partial x_i \partial x_k} dx = \langle f, \varphi \rangle
\]

and the initial condition

\[
v(0) = a_*.
\]

3.3. The main result. Our main result is the following theorem.

**Theorem 3.3.** For any \( f \in L^2(0,T; V^*) \), \( a \in V \) the initial-boundary value problem (1.5), (1.6), (1.8), and (1.9) has at least one weak solution \( v_* \in E_1 \).

In order to prove this theorem we use the modified method of introduction of auxiliary viscosity. At the first stage we introduce into (1.5) the term \( -\varepsilon \Delta^3 (\partial v/\partial t) \). The resolvability of the obtained approximating problem is established by topological methods on the basis of a priori estimates of weak solutions. Then it is shown that in a sequence of weak solutions of the approximating problem it is possible to select a subsequence converging to a weak solution of the initial-boundary value problem (1.5), (1.6), (1.8), and (1.9) as the parameter of approximation tends to zero.

4. Operator treatment for the approximating problem (3.1)

Let us introduce operators in functional spaces using the following equalities:

\[
A : V \rightarrow V, \quad \langle Av, \varphi \rangle = \int_{\Omega} \nabla v : \nabla \varphi dx, \quad v, \varphi \in V,
\]

\[
N : X \rightarrow X^*, \quad \langle Nv, \varphi \rangle = \int_{\Omega} \nabla (\Delta v) : \nabla (\Delta \varphi) dx, \quad v, \varphi \in X,
\]

\[
B_1 : L^4(\Omega)^n \rightarrow V^*, \quad \langle B_1(v), \varphi \rangle = \int_{\Omega} v_i v_j \frac{\partial \varphi_j}{\partial x_i} dx, \quad v \in L^4(\Omega)^n, \varphi \in V,
\]

\[
B_2 : V \rightarrow X^*, \quad \langle B_2(v), \varphi \rangle = \int_{\Omega} v k \frac{\partial^2 \varphi_j}{\partial x_j \partial x_k} dx, \quad v \in V, \varphi \in X,
\]

\[
B_3 : V \rightarrow X^*, \quad \langle B_3(v), \varphi \rangle = \int_{\Omega} v k \frac{\partial^2 \varphi_j}{\partial x_j \partial x_k} dx, \quad v \in V, \varphi \in X,
\]

\[
J : X \rightarrow X^*, \quad \langle Jv, \varphi \rangle = \int_{\Omega} v \varphi dx, \quad v, \varphi \in X.
\]
Since in (3.2) the function \( \varphi \in X \) is arbitrary, this equation is equivalent to the following operator equation:

\[
Jv' - B_1(v) + \nu Av + \varepsilon Nv' + \kappa Av' - \frac{\varepsilon}{2} B_2(v) - \frac{\kappa}{2} B_3(v) = f.
\]

(4.2)

Hence the problem of existence of a weak solution for the problem (3.1) is equivalent to the problem of existence of a solution \( v \in E_2 \) for operator equation (4.2) satisfying the initial condition (3.3).

4.1. Properties of operators \( A \) and \( N \). In this subsection the properties of operators \( A \) and \( N \) from the operator equation (4.2) are investigated.

**Lemma 4.1.** The operator \( A \) has the following properties.

(i) The operator \( A : V \rightarrow V^* \) is continuous and the following inequality holds:

\[
\|Au\|_V \leq \|u\|_{V^*}, \quad u \in V.
\]

(4.3)

(ii) For any \( u \in L_2(0,T;V) \) one has \( Au \in L_2(0,T;V^*) \) and the operator \( A : L_2(0,T;V) \rightarrow L_2(0,T;V^*) \) is continuous.

(iii) For any \( u \in E_2 \) one has \( Au \in L_2(0,T;X^*) \) and the operator \( A : E_2 \rightarrow L_2(0,T;X^*) \) is compact and the following estimate holds:

\[
\|Au\|_{L_2(0,T;X^*)} \leq C_0 \|u\|_{C([0,T],V)}.
\]

(4.4)

**Proof.** (i) It suffices to show boundedness of the linear operator \( A \). By definition we have

\[
|\langle Au, \varphi \rangle| = \left| \int_{\Omega} \nabla u : \nabla \varphi \, dx \right| \leq \|u\|_V \|\varphi\|_V.
\]

(4.5)

The last inequality implies (4.3). Thus the operator \( A : V \rightarrow V^* \) is continuous.

(ii) Let \( u \in L_2(0,T;V) \). For almost all \( t \in (0,T) \) by virtue of (4.3) we have

\[
\|Au(t)\|^2_{V^*} \leq \|u(t)\|^2_V.
\]

(4.6)

Therefore \( Au \in L_2(0,T;V^*) \).

Integrating the obtained estimate with respect to \( t \) from 0 to \( T \), we obtain

\[
\|Au\|^2_{L_2(0,T;V^*)} \leq \|u\|^2_{L_2(0,T;V)}.
\]

(4.7)

Since the operator \( A \) is linear and bounded, it is continuous as an operator from \( L_2(0,T;V) \) to \( L_2(0,T;V^*) \).

(iii) In order to prove that the operator \( A : E_2 \rightarrow L_2(0,T;X^*) \) is compact we use [17, Theorem 2.1, page 184]. We remind here its statement.
Let $X_0$, $F$, $X_1$ be three Banach spaces satisfying the following condition:

$$X_0 \subset F \subset X_1.$$  \hfill (4.8)

Where the embeddings are continuous, $X_0$, $X_1$ are reflexive, the embedding $X_0 \to F$ is compact. Let $T > 0$ be fixed finite number and $\alpha_0, \alpha_1$ be two finite numbers such that $\alpha_i > 1$, $i = 0, 1$.

Suppose that $Y = \{ \nu : \nu \in L_{\alpha_0}(0, T; X_0); \nu' \in L_{\alpha_1}(0, T; X_1) \}$ is the space with the norm $\| \nu \|_Y = \| \nu \|_{L_{\alpha_0}(0, T; X_0)} + \| \nu' \|_{L_{\alpha_1}(0, T; X_1)}$. Then the embedding of $Y$ into $L_{\alpha_0}(0, T; F)$ is compact.

In our case

$$X_0 = X, \quad F = V, \quad X_1 = L_2(\Omega)^n, \quad \alpha_0 = \alpha_1 = 2,$$

$$Y = \{ \nu : \nu \in L_2(0, T; X); \nu' \in L_2(0, T; L_2(\Omega)^n) \}.$$  \hfill (4.9)

Since the embedding $X = V \cap W^1_2(\Omega)^n \subset V$ is compact, all conditions of this theorem hold and consequently the embedding of $Y$ into $L_2(0, T; V)$ is compact.

Note that $E_2 \subset Y$ and this embedding is continuous. Indeed, it follows from the embeddings $C([0, T], X) \subset L_2(0, T; X)$ and $L_2(0, T; X) \subset L_2(0, T; L_2(\Omega)^n)$ which are continuous. From (ii) we have that the operator $A : L_2(0, T; V) \to L_2(0, T; V^*)$ is continuous.

Thus we have the following composition

$$E_2 \subset Y \subset L_2(0, T; V) \xrightarrow{A} L_2(0, T; V^*) \subset L_2(0, T; X^*).$$  \hfill (4.10)

Here the first embedding is continuous, the second embedding is compact, and the map $A$ and the last embedding are continuous. This yields that the map $A : E_2 \to L_2(0, T; X^*)$ is completely continuous.

The required estimate follows from (4.7) and continuity of embeddings $L_2(0, T; V^*) \subset L_2(0, T; X^*)$ and $C([0, T], V) \subset L_2(0, T; V)$.

Lemma 4.3. The operator $J + \varepsilon N + \varkappa A$ has the following properties.

(i) The operator $(J + \varepsilon N + \varkappa A) : X \to X^*$ is continuous, invertible and the following inequalities hold

$$\varepsilon \| u \|_X \leq \| (J + \varepsilon N + \varkappa A) u \|_{X^*} \leq (C_1 + \varepsilon + \varkappa C_2) \| u \|_X.$$

Here $C_1$, $C_2$ are some constants, which depend from $n$ and domain $\Omega$ and do not depend on $u$.

(ii) For any $u \in L_2(0, T; X)$ one has $(J + \varepsilon N + \varkappa A) u \in L_2(0, T; X^*)$ and the operator $(J + \varepsilon N + \varkappa A) : L_2(0, T; X) \to L_2(0, T; X^*)$ is continuous, invertible and the following estimate holds

$$\varepsilon \| u \|_{L_2(0, T; X)} \leq \| (J + \varepsilon N + \varkappa A) u \|_{L_2(0, T; X^*)}.$$  \hfill (4.12)
Proof. (i) By linearity of the operator $J + \varepsilon N + \kappa A$ for the proof of its continuity it suffices to show its boundedness. By definition we have

$$\left| \langle (J + \varepsilon N + \kappa A)u, \varphi \rangle \right| = \left| \int_{\Omega} u\varphi dx + \varepsilon \int_{\Omega} \nabla(\Delta u) : \nabla(\Delta \varphi) dx + \kappa \int_{\Omega} \nabla u : \nabla \varphi dx \right|$$

$$\leq \|u\|_{L^2(\Omega)^n} \|\varphi\|_{L^2(\Omega)^n} + \varepsilon \|u\|_X \|\varphi\|_X + \kappa \|u\|_V \|\varphi\|_V$$

$$\leq C_1 \|u\|_X \|\varphi\|_X + \varepsilon \|u\|_X \|\varphi\|_X + \kappa C_2 \|u\|_X \|\varphi\|_X$$

$$= (C_1 + \varepsilon + \kappa C_2) \|u\|_X \|\varphi\|_X.$$

(4.13)

We have used two following inequalities:

$$\|u\|_{L^2(\Omega)^n}^2 \leq C_1 \|u\|_X^2, \quad \|u\|_V^2 \leq C_2 \|u\|_X^2.$$  (4.14)

Here the constants $C_1, C_2$ depend on $n$ and domain $\Omega$ and do not depend on $u$.

This implies the right part of estimation (4.11). Thus the operator $(J + \varepsilon N + \kappa A): X \to X^*$ is bounded and hence it is continuous.

In order to prove that the operator $(I + \varepsilon N + \kappa A): X \to X^*$ is invertible we use [17, Theorem 2.2, page 17]. We remind here its statement.

**Theorem 4.4.** Let $W$ be a separable real Hilbert space (norm $\| \cdot \|_W$) and let $a(u, v)$ be a linear continuous form on $W \times W$, which is coercive, that is, there exists $\alpha > 0$, such that

$$a(u, u) \geq \alpha \|u\|_W^2 \quad \forall u \in W.$$  (4.15)

Then for each $l$ from $W^*$, the dual space of $W$, there exists one and only one $u \in W$ such that

$$a(u, v) = \langle l, v \rangle \quad \forall v \in W.$$  (4.16)

To apply this theorem it suffices to show that the following continuous bilinear form is coercive.

$$a(u, v) = \langle (J + \varepsilon N + \kappa A)u, \nu \rangle = \int_{\Omega} u\nu dx + \varepsilon \int_{\Omega} \nabla(\Delta u) : \nabla(\Delta \nu) dx + \kappa \int_{\Omega} \nabla u : \nabla \nu dx.$$  (4.17)

In fact, for any $u \in X$ we have

$$a(u, u) = \langle (J + \varepsilon N + \kappa A)u, u \rangle$$

$$= \int_{\Omega} u^2 dx + \varepsilon \int_{\Omega} \nabla(\Delta u) : \nabla(\Delta u) dx + \kappa \int_{\Omega} \nabla u : \nabla u dx$$

$$= \|u\|_{L^2(\Omega)^n}^2 + \varepsilon \|u\|_X^2 + \kappa \|u\|_V^2 \geq \varepsilon \|u\|_X^2, \quad \varepsilon > 0.$$  (4.18)

Thus we have proved that $(J + \varepsilon N + \kappa A): X \to X^*$ is an isomorphism and the left part of estimate (4.11) is valid.
Furthermore by virtue of [4, Remark 2.3] the inverse operator \((J + \varepsilon N + \varkappa A)^{-1} : X^* \to X\) is Lipschitz-continuous (in the nomenclature of [4]). That is for any \(f, g \in X^*:\)

\[
\|(J + \varepsilon N + \varkappa A)^{-1}f - (J + \varepsilon N + \varkappa A)^{-1}g\|_{X^*} \leq C_3\|f - g\|_X, \quad C_3 = \frac{1}{\varepsilon}.
\]  

(4.19)

(ii) Let \(u \in L_2(0,T;X)\). Quadrating right part of estimate (4.11) at almost all \(t\) and integrating with respect to \(t\) from 0 to \(T\), we get

\[
\int_0^T \|(J + \varepsilon N + \varkappa A)u(t)\|_{X}^2 \, dt \leq (C_1 + \varepsilon + \varkappa C_2)^2 \|u\|_{L_2(0,T;X)}^2.
\]  

(4.20)

The right-hand side of this inequality is finite and therefore the left-hand side is also finite. From here it follows that \((J + \varepsilon N + \varkappa A) u \in L_2(0,T;X^*)\) and

\[
\|(J + \varepsilon N + \varkappa A)u\|_{L_2(0,T;X^*)} \leq (C_1 + \varepsilon + \varkappa C_2) \|u\|_{L_2(0,T;X)}.
\]  

(4.21)

The operator \((J + \varepsilon N + \varkappa A) : L_2(0,T;X) \to L_2(0,T;X^*)\) is linear and bounded and therefore it is continuous.

Now, let us show that it is invertible. First we will prove that the range of the operator \((J + \varepsilon N + \varkappa A)\) coincides with \(L_2(0,T;X^*)\). For this purpose it is necessary to show that for any \(w \in L_2(0,T;X^*)\) the equation \((J + \varepsilon N + \varkappa A) u = w\) has a solution \(u \in L_2(0,T;X)\).

By (i) the operator \((J + \varepsilon N + \varkappa A) : X \to X^*\) is invertible. This implies that at almost all \(t \in (0,T)\) the equation \((J + \varepsilon N + \varkappa A) u = w\) has a solution \(u(t) = (J + \varepsilon N + \varkappa A)^{-1} w(t)\). It is necessary to show that the function \(u \in L_2(0,T;X)\). Using the left part of the estimate (4.11) we get

\[
\varepsilon \|u(t)\|_X \leq \|(J + \varepsilon N + \varkappa A)u(t)\|_{X^*} = \|w(t)\|_{X^*}.
\]  

(4.22)

Since \(w \in L_2(0,T;X^*)\) we have from this inequality that \(u \in L_2(0,T;X)\). Quadrating this inequality and integrating it along \((0,T)\), we obtain the required inequality (4.12).

Therefore \(\ker(J + \varepsilon N + \varkappa A) = \{0\}\). Thus the operator \((J + \varepsilon N + \varkappa A) : L_2(0,T;X) \to L_2(0,T;X^*)\) is invertible.

\[\square\]

4.2. Properties of operators \(B_1, B_2, B_3\). In this section we consider the properties of operators \(B_1, B_2\) and \(B_3\) from (4.2).

Lemma 4.5. The map \(B_1\) has the following properties.

(i) The map \(B_1 : L_4(\Omega)^n \to V^*\) is continuous and the following inequality holds

\[
\|B_1(v)\|_{V^*} \leq C_4\|v\|_{L_4(\Omega)^n}^2.
\]  

(4.23)

(ii) For any \(v \in L_4(0,T;L_4(\Omega)^n)\) one has \(B_1(v) \in L_2(0,T;V^*)\) and the map \(B_1 : L_4(0,T;L_4(\Omega)^n) \to L_2(0,T;V^*)\) is continuous.
(iii) For any \( v \in E_2 \) one has \( B_1(v) \in L_2(0,T;X^*) \), the map \( B_1 : E_2 \to L_2(0,T;X^*) \) is compact and the following estimate holds:

\[
\|B_1(v)\|_{L_2(0,T;X^*)} \leq C_5 \|v\|_{L_2([0,T],V)}^2.
\]

Proof. (i) Let \( v \in L_4(\Omega)^n, \varphi \in V \). Then we obtain

\[
|\langle B_1(v), \varphi \rangle| = \left| \int_\Omega v_i v_j \frac{\partial \varphi_j}{\partial x_i} \, dx \right| \leq \sum_{i,j=1}^n \|v_i\|_{L_4(\Omega)} \|v_j\|_{L_4(\Omega)} \left\| \frac{\partial \varphi_j}{\partial x_i} \right\|_{L_2(\Omega)} 
\]

\[
\leq \sum_{i,j=1}^n \|v_i\|_{L_4(\Omega)^n} \|v_j\|_{L_4(\Omega)^n} \|\varphi\|_V \leq n^2 \|v\|_{L_4(\Omega)^n} \|\varphi\|_V 
\]

\[
\leq C_4 \|v\|_{L_4(\Omega)^n}^2 \|\varphi\|_V.
\]

Whence the required estimation (4.23) follows.

Let us prove that the map \( B_1 : L_4(\Omega)^n \to V^* \) is continuous. For any \( v^m, v^0 \in L_4(\Omega)^n \) we obtain

\[
|\langle B_1(v^m), \varphi \rangle - \langle B_1(v^0), \varphi \rangle| = \left| \int_\Omega v_i^m v_j^m \frac{\partial \varphi_j}{\partial x_i} \, dx - \int_\Omega v_i^0 v_j^0 \frac{\partial \varphi_j}{\partial x_i} \, dx \right| 
\]

\[
\leq \sum_{i,j=1}^n \|v_i^m v_j^m - v_i^0 v_j^0\|_{L_2(\Omega)} \left\| \frac{\partial \varphi_j}{\partial x_i} \right\|_{L_2(\Omega)} 
\]

\[
\leq \|\varphi\|_{V^*} \sum_{i,j=1}^n \|v_i^m v_j^m - v_i^0 v_j^0\|_{L_2(\Omega)}. 
\]

We obviously have

\[
\sum_{i,j=1}^n \|v_i^m v_j^m - v_i^0 v_j^0\|_{L_2(\Omega)} = \sum_{i,j=1}^n \|v_i^m v_j^m - v_i^m v_j^0 + v_i^m v_j^0 - v_i^0 v_j^0\|_{L_2(\Omega)} 
\]

\[
\leq \sum_{i,j=1}^n \|v_i^m (v_j^m - v_j^0)\|_{L_2(\Omega)} + \sum_{i,j=1}^n \|v_i^m (v_j^0 - v_j^0)\|_{L_2(\Omega)} 
\]

\[
\leq \sum_{i,j=1}^n \|v_i^m\|_{L_4(\Omega)^n} \|v_j^m - v_j^0\|_{L_2(\Omega)} + \sum_{i,j=1}^n \|v_i^0\|_{L_4(\Omega)^n} \|v_j^m - v_j^0\|_{L_2(\Omega)} 
\]

\[
\leq C_6 \|v^m\|_{L_4(\Omega)^n} \|v^m - v^0\|_{L_2(\Omega)^n} + C_6 \|v^0\|_{L_4(\Omega)^n} \|v^m - v^0\|_{L_2(\Omega)^n} 
\]

\[
= C_6 \left( \|v^m\|_{L_4(\Omega)^n} + \|v^0\|_{L_4(\Omega)^n} \right) \|v^m - v^0\|_{L_2(\Omega)^n}. 
\]

(4.27)

Therefore

\[
\|B_1(v^m) - B_1(v^0)\|_{V^*} \leq C_6 \left( \|v^m\|_{L_4(\Omega)^n} + \|v^0\|_{L_4(\Omega)^n} \right) \|v^m - v^0\|_{L_2(\Omega)^n}. 
\]

(4.28)

Let a sequence \( \{v^m\} \subset L_4(\Omega)^n \) converge to some limit function \( v^0 \in L_4(\Omega)^n \). Then the continuity of the map \( B_1 : L_4(\Omega)^n \to V^* \) follows from inequality (4.28).
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(ii) Let $v \in L_{4}(0, T; L_{4}(\Omega)^{n})$. Quadrating estimate (4.23) and integrating with respect to $t$ from 0 to $T$, we get

$$
\int_{0}^{T} \left\| B_{1}(v(t)) \right\|_{V, \ast}^{2} dt \leq C_{4}^{2} \int_{0}^{T} \left\| v(t) \right\|_{L_{4}(\Omega)^{n}}^{4} dt = C_{4}^{2} \left\| v \right\|_{L_{4}(0, T; L_{4}(\Omega)^{n})}^{2}. \tag{4.29}
$$

Since $v \in L_{4}(0, T; L_{4}(\Omega)^{n})$, one has $\left\| B_{1}(v(t)) \right\|_{V, \ast} \in L_{2}(0, T)$ and hence $B_{1}(v) \in L_{2}(0, T; V^{\ast})$.

Let us prove that the map $B_{1} : L_{4}(0, T; L_{4}(\Omega)^{n}) \to L_{2}(0, T; V^{\ast})$ is continuous.

Let a sequence $\{v^{m}\} \subset L_{4}(0, T; L_{4}(\Omega)^{n})$ converge to some limit $v^{0} \in L_{4}(0, T; L_{4}(\Omega)^{n})$. Quadrating inequality (4.28) and integrating with respect to $t$ from 0 to $T$, we get

$$
\int_{0}^{T} \left\| B_{1}(v^{m}(t)) - B_{1}(v^{0}(t)) \right\|_{V, \ast}^{2} dt \\
\leq C_{6}^{2} \int_{0}^{T} \left( \left\| v^{m}(t) \right\|_{L_{4}(\Omega)^{n}} + \left\| v^{0}(t) \right\|_{L_{4}(\Omega)^{n}} \right)^{4} \left\| v^{m}(t) - v^{0}(t) \right\|_{L_{4}(\Omega)^{n}}^{4} dt \\
\leq C_{6}^{2} \left( \int_{0}^{T} \left( \left\| v^{m}(t) \right\|_{L_{4}(\Omega)^{n}} + \left\| v^{0}(t) \right\|_{L_{4}(\Omega)^{n}} \right)^{4} dt \right)^{1/2} \left( \int_{0}^{T} \left\| v^{m}(t) - v^{0}(t) \right\|_{L_{4}(\Omega)^{n}}^{4} dt \right)^{1/2} \\
= C_{6}^{2} \left( \int_{0}^{T} \sum_{i=0}^{4} C_{4}^{i} \left\| v^{m}(t) \right\|_{L_{4}(\Omega)^{n}}^{i} \left\| v^{0}(t) \right\|_{L_{4}(\Omega)^{n}}^{4-i} dt \right)^{1/2} \left( \int_{0}^{T} \left\| v^{m}(t) - v^{0}(t) \right\|_{L_{4}(\Omega)^{n}}^{4} dt \right)^{1/2} \\
\leq C_{6}^{2} \left( \sum_{i=0}^{4} C_{4}^{i} \left( \int_{0}^{T} \left\| v^{m}(t) \right\|_{L_{4}(\Omega)^{n}}^{4} dt \right)^{i/4} \left( \int_{0}^{T} \left\| v^{0}(t) \right\|_{L_{4}(\Omega)^{n}}^{4} dt \right)^{(4-i)/4} \right)^{1/2} \\
\times \left( \int_{0}^{T} \left\| v^{m}(t) - v^{0}(t) \right\|_{L_{4}(\Omega)^{n}}^{4} dt \right)^{1/2}. \tag{4.30}
$$

Thus we obtain

$$
\left\| B_{1}(v^{m}) - B_{1}(v^{0}) \right\|_{L_{2}(0, T; V^{\ast})}^{2} \\
\leq C_{6}^{2} \left( \sum_{i=0}^{4} C_{4}^{i} \left\| v^{m} \right\|_{L_{4}(0, T; L_{4}(\Omega)^{n})}^{i/4} \left\| v^{0} \right\|_{L_{4}(0, T; L_{4}(\Omega)^{n})}^{(4-i)/4} \right)^{2} \left\| v^{m} - v^{0} \right\|_{L_{4}(0, T; L_{4}(\Omega)^{n})}^{2}. \tag{4.31}
$$

Here $C_{4}^{i} = \frac{4!}{i!(4 - i)!}$. Since the right-hand side of (4.31) tends to zero as $m \to +\infty$, the left-hand side tends to zero as $m \to +\infty$. This completes the proof of (ii).

(iii) Let us use [17, Theorem 2.1, page 184]. We quoted its statement in Lemma 4.1.

In our case

$$
X_{0} = X, \quad F = L_{4}(\Omega)^{n}, \quad X_{1} = L_{2}(\Omega)^{n}, \quad \alpha_{0} = 4, \quad \alpha_{1} = 2, \quad Y = \{v : v \in L_{4}(0, T; X); v' \in L_{2}(0, T; L_{2}(\Omega)^{n})\}. \tag{4.32}
$$

By Sobolev’s embedding theorem we have compact embedding $X \subset L_{4}(\Omega)^{n}$. All conditions of [17, Theorem 2.1] hold and we get that the embedding of $Y$ into $L_{4}(0, T; L_{4}(\Omega)^{n})$ is compact.
Since $C([0, T], X) \subset L_4(0, T; L_4(\Omega)^n)$ and $C([0, T], X) \subset L_2(0, T; L_2(\Omega)^n)$ and these embeddings are continuous, $E_2 \subset Y$ and this embedding is continuous. By (ii) the map $B_1 : L_4(0, T; L_4(\Omega)^n) \rightarrow L_2(0, T; V^*)$ is continuous.

Finally, we obtain

$$E_2 \subset Y \subset L_4(0, T; L_4(\Omega)^n) \xrightarrow{B_1} L_2(0, T; V^*) \subset L_2(0, T; X^*). \quad (4.33)$$

Here the first embedding is continuous, the second embedding is compact and the map $B_1$ and the last embedding are continuous. Thus for any $v \in E_2$ we have that $B_1(v) \in L_2(0, T; X^*)$ and the map $B_1 : X \rightarrow L_2(0, T; X^*)$ is compact.

Combining (4.29) and the continuous embeddings $C([0, T], V) \subset L_4(0, T; L_4(\Omega)^n)$ and $L_2(0, T; V^*) \subset L_2(0, T; X^*)$ we have the required estimate (4.24).

**Lemma 4.6.** The operators $B_2$ and $B_3$ have the following properties.

(i) For $i = 2, 3$ the operator $B_i : V \rightarrow X^*$ is continuous and the following inequality holds:

$$\|B_i(v)\|_{X^*} \leq C_7 \|v\|_T^2. \quad (4.34)$$

(ii) Let $i = 2, 3$ and $v \in L_4(0, T; V)$, then $B_i(v) \in L_2(0, T; X^*)$ and the map $B_i : L_4(0, T; V) \rightarrow L_2(0, T; X^*)$ is continuous.

(iii) Let $i = 2, 3$ and $v \in E_2$, then $B_i(v) \in L_2(0, T; X^*)$, the map $B_i : E_2 \rightarrow L_2(0, T; X^*)$ is compact and the following estimate holds:

$$\|B_i(v)\|_{L_2(0, T; X^*)} \leq C_7 \sqrt{T} \|v\|_{C([0, T], V)}^2. \quad (4.35)$$

**Proof.** Let us prove this lemma for the operator $B_2$. The proof in case of the operator $B_3$ is completely similar.

(i) For any $v \in V$, $\varphi \in X$ by definition of the operator $B_2$ we have

$$|\langle B_2(v), \varphi \rangle | = \left| \int_{\Omega} v_k \frac{\partial v_i}{\partial x_j} \frac{\partial^2 \varphi_i}{\partial x_l \partial x_k} \, dx \right| \leq \sum_{i,j,k=1}^n \|v_k\|_{L_4(\Omega)} \left\| \frac{\partial v_i}{\partial x_j} \right\|_{L_2(\Omega)} \left\| \frac{\partial^2 \varphi_i}{\partial x_l \partial x_k} \right\|_{L_4(\Omega)}$$

$$\leq \sum_{i,j,k=1}^n \|v\|_{L_4(\Omega)} \|v\|_V \|\varphi\|_X \leq C_7 \|v\|_T^2 \|\varphi\|_X. \quad (4.36)$$

This implies the required estimate (4.34).

Let us prove continuity of the map $B_2 : V \rightarrow X^*$. For any $v^m, v^0 \in V$ we get

$$|\langle B_2(v^m), \varphi \rangle - \langle B_2(v^0), \varphi \rangle | = \left| \int_{\Omega} v_k^m \frac{\partial v_i^m}{\partial x_j} \frac{\partial^2 \varphi_i}{\partial x_l \partial x_k} \, dx - \int_{\Omega} v_k^0 \frac{\partial v_i^0}{\partial x_j} \frac{\partial^2 \varphi_i}{\partial x_l \partial x_k} \, dx \right|$$

$$\leq \sum_{i,j,k=1}^n \left\| v_k^m \frac{\partial v_i^m}{\partial x_j} - v_k^0 \frac{\partial v_i^0}{\partial x_j} \right\|_{L_4(\Omega)} \left\| \frac{\partial^2 \varphi_i}{\partial x_l \partial x_k} \right\|_{L_4(\Omega)} \|\varphi\|_X. \quad (4.37)$$
Hence

$$\|B_2(v^m) - B_2(v^0)\|_{X^*} \leq \sum_{i,j,k=1}^{n} \left\| v^m_k \frac{\partial v^m_i}{\partial x_j} - v^0_k \frac{\partial v^0_i}{\partial x_j} \right\|_{L^4(\Omega)}.$$  \hfill (4.38)

Let us transform a right-hand side of this inequality as follows:

$$\left\| v^m_k \frac{\partial v^m_i}{\partial x_j} - v^0_k \frac{\partial v^0_i}{\partial x_j} \right\|_{L^4(\Omega)} = \sum_{i,j,k=1}^{n} \left\| v^m_k \frac{\partial v^m_i}{\partial x_j} - v^0_k \frac{\partial v^0_i}{\partial x_j} + v^m_k \frac{\partial v^0_i}{\partial x_j} - v^m_k \frac{\partial v^0_i}{\partial x_j} \right\|_{L^4(\Omega)}$$

$$\leq \sum_{i,j,k=1}^{n} \left\| v^m_k \frac{\partial v^m_i}{\partial x_j} - v^0_k \frac{\partial v^0_i}{\partial x_j} \right\|_{L^4(\Omega)} + \sum_{i,j,k=1}^{n} \left\| v^m_k \frac{\partial v^0_i}{\partial x_j} - v^0_k \frac{\partial v^0_i}{\partial x_j} \right\|_{L^4(\Omega)}$$

$$\leq \sum_{i,j,k=1}^{n} \left\| v^m_k \right\|_{L^4(\Omega)} \left\| \frac{\partial v^m_i}{\partial x_j} - \frac{\partial v^0_i}{\partial x_j} \right\|_{L^2(\Omega)}$$

$$+ \sum_{i,j,k=1}^{n} \left\| \frac{\partial v^0_i}{\partial x_j} \right\|_{L^2(\Omega)} \left\| v^m_k - v^0_k \right\|_{L^4(\Omega)}$$

$$\leq n^3 \left\| v^m \right\|_{L^4(\Omega)^n} \left\| v^m - v^0 \right\|_V + n \left\| v^0 \right\|_V \left\| v^m - v^0 \right\|_{L^4(\Omega)^n}$$

$$\leq C_8 \left( \left\| v^m \right\|_V + \left\| v^0 \right\|_V \right) \left\| v^m - v^0 \right\|_V.$$  \hfill (4.39)

Therefore we have

$$\|B_2(v^m) - B_2(v^0)\|_{X^*} \leq C_8 \left( \left\| v^m \right\|_V + \left\| v^0 \right\|_V \right) \left\| v^m - v^0 \right\|_V.$$  \hfill (4.40)

Let a sequence \(\{v^m\} \subset V\) converge to some limit function \(v^0 \in V\). Then continuity of the map \(B_2 : V \to X^*\) follows from inequality (4.40).

(ii) Let \(v \in L_4(0, T; V)\). Quadrating estimate (4.34) and integrating with respect to \(t\) from 0 to \(T\), we get

$$\int_0^T \|B_2(v)(t)\|^2_{X^*} dt \leq C_7^2 \int_0^T \|v(t)\|^4_V dt = C_7^2 \left\| v \right\|^4_{L_4(0, T; V)}.$$  \hfill (4.41)

Thus we have that \(B_2(v) \in L_2(0, T; X^*)\).

Now let us prove continuity of the map \(B_3 : L_4(0, T; V) \to L_2(0, T; X^*)\).

Let a sequence \(\{v^m\} \subset L_4(0, T; V)\) converge to some limit \(v^0 \in L_4(0, T; V)\). We quadrate inequality (4.40) and integrate with respect to \(t\) from 0 to \(T\). Using the same transformations as above in Lemma 4.5(iii) we get

$$\|B_2(v^m) - B_2(v^0)\|^2_{L_2(0, T; X^*)}$$

$$\leq C_8^2 \left( \sum_{i=0}^{4} C_4^4 \left\| v^m \right\|^{i/4}_{L_4(0, T; V)} \left\| v^0 \right\|^{4-i/4}_{L_4(0, T; V)} \right)^2 \left\| v^m - v^0 \right\|^2_{L_4(0, T; V)}.$$  \hfill (4.42)

The continuity of the map \(B_2 : L_4(0, T; V) \to L_2(0, T; X^*)\) follows from (4.42).
(iii) Let us use [17, Theorem 2.1, page 184]. We quoted its statement in Lemma 4.1. In this case

\[ X_0 = X, \quad F = V, \quad X_1 = L_2(\Omega)^n, \quad \alpha_0 = 4, \quad \alpha_1 = 2, \]
\[ Y = \{ v : v \in L_4(0,T;X); \ v' \in L_2(0,T;L_2(\Omega)^n) \}. \] (4.43)

The embedding \( X \subset V \) is compact, therefore the embedding of \( Y \) into \( L_4(0,T;V) \) is compact.

Since \( C([0,T],X) \subset L_4(0,T;X) \) and \( L_2(0,T;X) \subset L_2(0,T;L_2(\Omega)^n) \) and these embeddings are continuous, \( E_2 \subset Y \) and this embedding is continuous. By (ii) the map \( B_2 : L_4(0,T;V) \rightarrow L_2(0,T;X^*) \) is continuous.

Consequently, we have

\[ E_2 \subset Y \subset L_4(0,T;V) \xrightarrow{B_2} L_2(0,T;X^*). \] (4.44)

Here the first embedding is continuous, the second embedding is compact and the map \( B_2 \) is continuous. Thus for any function \( v \in E_2 \) we have that \( B_2(v) \in L_2(0,T;X^*) \) and the map \( B_2 : E_2 \rightarrow L_2(0,T;X^*) \) is compact.

Let us check now estimate (4.35). Quadrating estimate (4.34) and integrating with respect to \( t \) from 0 to \( T \) we obtain

\[ \int_0^T \| B_2(v)(t) \|_{X^*}^2 dt \leq C_7^2 \int_0^T \| v(t) \|_V^4 dt \leq C_7 T \| v \|_C([0,T],V)^4. \] (4.45)

The required estimate (4.35) follows from this inequality. □

5. Existence of weak solution for initial-boundary value problem (3.1)

Let us introduce operators using the following equalities:

\[ L : E_2 \rightarrow L_2(0,T;X^*) \times X, \quad L(v) = (J + \varepsilon N + \lambda A)v' |_{t=0}, \]
\[ K : E_2 \rightarrow L_2(0,T;X^*) \times X, \quad K(v) = \left( \nu Av - B_1(v) - \frac{\lambda}{2} B_2(v) - \frac{\lambda}{2} B_3(v), 0 \right). \] (5.1)

Then the problem of existence of a solution \( v \in E_2 \) for (4.2), (3.3) is equivalent to the problem of existence of a solution \( v \in E_2 \) for the following operator equation:

\[ L(v) + K(v) = (f,a). \] (5.2)

Together with (5.2) we consider the following family of operator equations:

\[ L(v) + \lambda K(v) = \lambda (f,a), \quad \lambda \in [0,1]. \] (5.3)

Observe that (5.3) coincides with (5.2) as \( \lambda = 1 \).
5.1. Properties of operators \( L \) and \( K \)

**Lemma 5.1.** The operators \( L \) and \( K \) have the following properties.

(i) The operator \( L : E_2 \to L^2(0, T; X^*) \times X \) is invertible and the inverse operator \( L^{-1} : L^2(0, T; X^*) \times X \to E_2 \) is continuous.

(ii) The operator \( K : E_2 \to L^2(0, T; X^*) \times X \) is completely continuous.

**Proof.** (i) In order to prove that the operator \( L \) is invertible, it suffices to show that the following problem has a unique solution \( v \in E_2 \) for any \( f \in L^2(0, T; X^*) \), \( a \in X \):

\[
(J + \varepsilon N + \varkappa A)v' = f, \quad v|_{t=0} = a.
\]  

Let us show it.

Since the operator \((J + \varepsilon N + \varkappa A)\) is invertible as an operator from \( L^2(0, T; X) \) in \( L^2(0, T; X^*) \), applying \((J + \varepsilon N + \varkappa A)^{-1}\) to (5.4) we get

\[
v' = (J + \varepsilon N + \varkappa A)^{-1} f, \quad v' \in L^2(0, T; X). \tag{5.6}
\]

Therefore

\[
v(t) = \int_0^t (J + \varepsilon N + \varkappa A)^{-1} f(s) ds + a, \quad v \in C([0, T], X). \tag{5.7}
\]

From (5.6), (5.7) it follows that \( v \in E_2 \). It remains to show that the solution is unique. Really, if there is a second solution \( u \in E(u \neq v) \) for problem (5.4), (5.5), the difference \((v - u)\) is a solution for the following problem:

\[
(J + \varepsilon N + \varkappa A)(v' - u') = 0,
\]

\[
(v - u)|_{t=0} = 0. \tag{5.8}
\]

The formula for the solution of this problem, which was obtained above, implies that \( u - v = 0 \). We arrive at a contradiction with the assumption \( u \neq v \). Hence, the operator \( L \) is invertible.

Let us prove that the inverse operator is continuous. Let a sequence \( f_n \) converge to some limit \( f_0 \) in \( L^2(0,T;X^*) \) and a sequence \( a_n \) converge to some \( a_0 \) in \( X \). Then by formula (5.6) and estimate (4.19) we have

\[
\|v'_n - v'_0\|_{L^2(0,T;X)} = \|(J + \varepsilon N + \varkappa A)^{-1} f_n - (J + \varepsilon N + \varkappa A)^{-1} f_0\|_{L^2(0,T;X)} \leq C_3 \|f_n - f_0\|_{L^2(0,T;X^*)}. \tag{5.9}
\]

Hence, \( v'_n \) converges to \( v'_0 \) in \( L^2(0,T;X) \).
Similarly from (5.7) we get
\[
\|v_n - v_0\|_{C([0,T],X)}
\]
\[
= \left\| \int_0^t (J + \varepsilon N + \varkappa A)^{-1} f_n(s) ds + a_n - \int_0^t (J + \varepsilon N + \varkappa A)^{-1} f_0(s) ds - a_0 \right\|_{C([0,T],X)}
\]
\[
\leq \left\| \int_0^t (J + \varepsilon N + \varkappa A)^{-1} (f_n - f_0)(s) ds \right\|_{C([0,T],X)} + \|a_n - a_0\|_X.
\]
(5.10)

Using (4.19) and Hölder’s inequality we have
\[
\left\| \int_0^t (J + \varepsilon N + \varkappa A)^{-1} (f_n - f_0)(s) ds \right\|_{C([0,T],X)}
\]
\[
= \max_{t \in [0,T]} \left\| \int_0^t (J + \varepsilon N + \varkappa A)^{-1} (f_n - f_0)(s) ds \right\|_X
\]
\[
\leq \max_{t \in [0,T]} \int_0^t \|(J + \varepsilon N + \varkappa A)^{-1} (f_n - f_0)(s)\|_X ds
\]
\[
\leq \int_0^T \|(J + \varepsilon N + \varkappa A)^{-1} (f_n - f_0)(s)\|_X ds
\]
\[
\leq C_3 \int_0^T \|(f_n - f_0)(s)\|_X ds
\]
\[
\leq C_3 \sqrt{T} \left( \int_0^T \|(f_n - f_0)(s)\|_{X^*}^2 ds \right)^{1/2}
\]
\[
= C_3 \sqrt{T} \|f_n - f_0\|_{L_2(0,T;X^*)}.
\]
(5.11)

Thus we have proved that the sequence \(v_n\) converges to \(v_0\) in \(C([0,T],X)\).

Therefore the sequence \(v_n\) converges to \(v_0\) in \(E_2\). Hence the operator \(L^{-1} : L_2(0,T;X^*) \times X \rightarrow E_2\) is continuous.

(ii) Compactness of the operator \(K : E_2 \rightarrow L_2(0,T;X^*) \times X\) follows from the compactness of the operators

\[
A : E_2 \rightarrow L_2(0,T;X^*) \quad \text{Lemma 4.1 (iii)},
\]
\[
B_1 : E_2 \rightarrow L_2(0,T;X^*) \quad \text{Lemma 4.5 (iii)},
\]
\[
B_2 : E_2 \rightarrow L_2(0,T;X^*) \quad \text{Lemma 4.6 (iii)},
\]
\[
B_3 : E_2 \rightarrow L_2(0,T;X^*) \quad \text{Lemma 4.6 (iii)}.
\]
(5.12)

5.2. A priori estimates for solutions of (5.3)

**Theorem 5.2.** Let \(v \in E_2\) be a solution of operator equation (5.3). Then \(v\) satisfies the following estimate:
\[
\frac{\varkappa}{2} \|v\|_{C([0,T],V)}^2 + \varepsilon \|v\|_{C([0,T],X)}^2 \leq C_9 + \varepsilon \|a\|_X^2.
\]
(5.13)

Here \(C_9 = (2T/\varkappa)\|f\|_{L_2(0,T;V^*)}^2 + \|a\|_{V^*}^2 + \varkappa \|a\|_X^2\).
Proof. Let $v \in E_2$ be a solution of (5.3). Then for any $\phi \in X$ and almost all $t \in (0, T)$ $v$ satisfies the following equality:

$$
\int_{\Omega} \frac{\partial v}{\partial t} \phi \, dx - \lambda \int_{\Omega} v \frac{\partial \phi_j}{\partial x_i} \, dx + \lambda v \int_{\Omega} \nabla v : \nabla \phi \, dx + \varepsilon \int_{\Omega} \nabla \left( \Delta \left( \frac{\partial v}{\partial t} \right) \right) : \nabla (\Delta \phi) \, dx
$$

$$
+ \varepsilon \int_{\Omega} \nabla \left( \frac{\partial v}{\partial t} \right) : \nabla \phi \, dx + \frac{\lambda \varepsilon}{2} \int_{\Omega} v_k \frac{\partial^2 \phi_j}{\partial x_i \partial x_k} \, dx = \lambda (f, \phi). \tag{5.14}
$$

Obviously we have

$$
\frac{1}{2} \int_{\Omega} v_k \frac{\partial^2 \phi_j}{\partial x_i \partial x_k} \, dx + \frac{1}{2} \int_{\Omega} v_k \frac{\partial^2 \phi_j}{\partial x_i \partial x_k} \, dx
$$

$$
= \int_{\Omega} v_k \varepsilon_{ij}(v) \frac{\partial^2 \phi_j}{\partial x_i \partial x_k} \, dx = - \int_{\Omega} v_k \frac{\partial \varepsilon_{ij}(v)}{\partial x_k} \frac{\partial \phi_j}{\partial x_i} \, dx - \int_{\Omega} \frac{\partial v_k}{\partial x_k} \varepsilon_{ij}(v) \frac{\partial \phi_j}{\partial x_k} \, dx \tag{5.15}
$$

Using this equality and (5.14), we get

$$
\int_{\Omega} \frac{\partial v}{\partial t} \phi \, dx - \lambda \int_{\Omega} v \frac{\partial \phi_j}{\partial x_i} \, dx + \lambda v \int_{\Omega} \nabla v : \nabla \phi \, dx + \varepsilon \int_{\Omega} \nabla \left( \Delta \left( \frac{\partial v}{\partial t} \right) \right) : \nabla (\Delta \phi) \, dx
$$

$$
+ \varepsilon \int_{\Omega} \nabla \left( \frac{\partial v}{\partial t} \right) : \nabla \phi \, dx + \lambda \varepsilon \int_{\Omega} v_k \frac{\partial^2 \phi_j}{\partial x_i \partial x_k} \, dx = \lambda (f, \phi). \tag{5.16}
$$

Since this equality is valid for all $\phi \in X$, it is valid for $\phi = v$. So we have

$$
\int_{\Omega} \frac{\partial v}{\partial t} v \, dx - \lambda \int_{\Omega} v \frac{\partial v_j}{\partial x_i} \, dx + \lambda v \int_{\Omega} \nabla v : \nabla v \, dx + \varepsilon \int_{\Omega} \nabla \left( \Delta \left( \frac{\partial v}{\partial t} \right) \right) : \nabla (\Delta v) \, dx
$$

$$
+ \varepsilon \int_{\Omega} \nabla \left( \frac{\partial v}{\partial t} \right) : \nabla v \, dx + \lambda \varepsilon \int_{\Omega} v_k \frac{\partial^2 \phi_j}{\partial x_i \partial x_k} \, dx = \lambda (f, v). \tag{5.17}
$$

Let us transform the left-hand side of equality (5.17) as follows:

$$
\int_{\Omega} \frac{\partial v}{\partial t} v \, dx = \frac{1}{2} \int_{\Omega} \frac{\partial (v^2)}{\partial t} \, dx = \frac{1}{2} \frac{d}{dt} \int_{\Omega} v^2 \, dx = \frac{1}{2} \frac{d}{dt} ||v||^2_H,
$$

$$
\varepsilon \int_{\Omega} \nabla \left( \Delta \left( \frac{\partial v}{\partial t} \right) \right) : \nabla (\Delta v) \, dx = \frac{\varepsilon}{2} \int_{\Omega} \frac{\partial}{\partial t} (\nabla (\Delta v) : \nabla (\Delta v)) \, dx = \frac{\varepsilon}{2} \frac{d}{dt} \int_{\Omega} \nabla (\Delta v) : \nabla (\Delta v) \, dx
$$

$$
= \frac{\varepsilon}{2} \frac{d}{dt} ||v||^2_X,
$$

$$
\int_{\Omega} \frac{\partial v}{\partial t} \phi \, dx = \lambda \varepsilon \int_{\Omega} v_k \frac{\partial^2 \phi_j}{\partial x_i \partial x_k} \, dx = \lambda \varepsilon \int_{\Omega} v_k \frac{\partial^2 \phi_j}{\partial x_i \partial x_k} \, dx.
$$
\[
\begin{align*}
\int \nabla \left( \frac{\partial v}{\partial t} \right) : \nabla v \, dx &= \frac{\kappa}{2} \int \nabla v : \nabla v \, dx = \frac{\kappa}{2} \int \nabla v : \nabla v \, dx = \frac{\kappa}{2} \frac{d}{dt} \|v\|_V^2, \\
&= \int \nabla i_{ij}(v) \frac{\partial v}{\partial x_i} \, dx = 2 \int \nabla i_{ij}(v) \frac{\partial v}{\partial x_i} \, dx = 2 \int \nabla \left( i_{ij}(v) i_{ij}(v) \right) \frac{\partial v}{\partial x_i} \, dx = -2 \int \frac{\partial v}{\partial x_i} i_{ij}(v) i_{ij}(v) \, dx = 0.
\end{align*}
\]

Here we have used the symmetry of the strain rate tensor \( \kappa \).

Thus from (5.17) we obtain
\[
\frac{1}{2} \frac{d}{dt} \|v\|_V^2 + \frac{\varepsilon}{2} \frac{d}{dt} \|v\|_V^2 + \frac{\kappa}{2} \frac{d}{dt} \|v\|_V^2 + \lambda \|v\|_V^2 = \lambda(\kappa, v).
\]

Estimating the right-hand side of (5.19) we get
\[
\lambda(\kappa, v) \leq \lambda \|f\|_V \|v\|_V \leq \|f\|_V \|v\|_V.
\]

Estimating the left-hand side of (5.19) we have
\[
\frac{1}{2} \frac{d}{dt} \|v\|_V^2 + \frac{\varepsilon}{2} \frac{d}{dt} \|v\|_V^2 + \frac{\kappa}{2} \frac{d}{dt} \|v\|_V^2 + \lambda \|v\|_V^2 = \lambda(\kappa, v).
\]

Combining (5.20) and (5.21), we obtain
\[
\frac{1}{2} \frac{d}{dt} \|v\|_V^2 + \frac{\varepsilon}{2} \frac{d}{dt} \|v\|_V^2 + \frac{\kappa}{2} \frac{d}{dt} \|v\|_V^2 \leq \|f\|_V \|v\|_V.
\]

Integrate this inequality with respect to \( t \) from 0 to \( \tau \), where \( \tau \in [0, T] \):
\[
\begin{align*}
\frac{1}{2} \left[ \|v(\tau)\|_V^2 \right]_H - \frac{\lambda}{2} \|a\|_H^2 + \frac{\varepsilon}{2} \left[ \|v(\tau)\|_V^2 \right]_X - \frac{\varepsilon \lambda}{2} \|a\|_X^2 + \frac{\kappa}{2} \left[ \|v(\tau)\|_V^2 \right]_V - \frac{\lambda \kappa}{2} \|a\|_V^2 \\
&\leq \int_0^\tau \|f(t)\|_{V^*} \|v(t)\|_V \, dt.
\end{align*}
\]

The right-hand side of this inequality may be estimated as follows:
\[
\begin{align*}
\int_0^\tau \|f(t)\|_{V^*} \|v(t)\|_V \, dt \\
&\leq \max_{t \in [0, T]} \|v(t)\|_V \int_0^\tau \|f(t)\|_{V^*} \, dt \leq \max_{t \in [0, T]} \|v(t)\|_V \int_0^T \|f(t)\|_{V^*} \, dt \\
&\leq \sqrt{T} \max_{t \in [0, T]} \|v(t)\|_V \left( \int_0^T \|f(t)\|_{V^*}^2 \, dt \right)^{1/2} \leq \frac{\kappa}{4} \|v\|_{C([0,T],V)}^2 + \frac{T}{\kappa} \|f\|_{L_2(0,T;V^*)}^2.
\end{align*}
\]
20 Mathematical model of polymer solutions

Here we used G"{o}lter's inequality and Cauchy's inequality

$$bc \leq \frac{\delta b^2}{2} + \frac{c^2}{2\delta},$$

(5.25)

for $\delta = \kappa/2$.

Thus we have

$$\frac{1}{2} ||v(\tau)||^2_H + \frac{\kappa}{2} ||v(\tau)||^2_X + \frac{\kappa}{2} ||v(\tau)||^2_V \leq \frac{T}{\kappa} ||f||^2_{L_2(0,T;V^*)} + \frac{\kappa}{4} ||v||^2_{C([0,T],V)} + \frac{1}{2} ||a||^2_H + \frac{\kappa}{2} ||a||^2_X + \frac{\kappa}{2} ||a||^2_V.$$  

(5.26)

Since $(1/2)||v(\tau)||^2_H \geq 0$, we obtain

$$\frac{\epsilon}{2} ||v(\tau)||^2_X + \frac{\kappa}{2} ||v(\tau)||^2_V \leq \frac{T}{\kappa} ||f||^2_{L_2(0,T;V^*)} + \frac{\kappa}{4} ||v||^2_{C([0,T],V)} + \frac{1}{2} ||a||^2_H + \frac{\epsilon}{2} ||a||^2_X + \frac{\kappa}{2} ||a||^2_V.$$  

(5.27)

This completes the proof. □

**Theorem 5.3.** Let $v \in E_2$ be a solution of (5.3). Then $v$ satisfies the following estimate:

$$\epsilon ||v'||_{L_2(0,T;X)} \leq C_{10},$$

(5.29)

$$\gamma ||v'||_{L_2(0,T;Z^*)} \leq 2C_{10},$$

(5.30)

where

$$C_{10} = C_{12} + \left(\frac{2C_5}{\kappa} + 2C_7 \sqrt{T}\right) \epsilon ||a||^2_X + vC_0 \sqrt{\frac{2(C_9 + \epsilon ||a||^2_X)}{\kappa}},$$

(5.31)

$$C_{12} = C_{11} ||f||_{L_2(0,T;V^*)} + \frac{2C_5 C_9}{\kappa} + 2C_7 C_9 \sqrt{T}.$$  

Proof. Let $v \in E_2$ be a solution of (5.2). Then it is a solution for the following operator equation

$$v' - \lambda B_1(v) + \lambda v A v + \epsilon N v' + \kappa A v' - \frac{\lambda \kappa}{2} B_2(v) - \frac{\lambda \kappa}{2} B_3(v) = \lambda f.$$  

(5.32)

Consequently

$$||v' + \epsilon N v' + \kappa A v'||_{L_2(0,T;X^*)} = \left|\left| \lambda f + \lambda B_1(v) - \lambda v A v + \frac{\lambda \kappa}{2} B_2(v) + \frac{\lambda \kappa}{2} B_3(v) \right|\right|_{L_2(0,T;X^*)}.$$  

(5.33)
Using (4.4), (4.24), (4.35), (5.13), continuity of the embedding $L_2(0,T;V^*) \subset L_2(0,T;X^*)$ and inequality $\lambda \leq 1$, we obtain

\[
\left\| \lambda f + \lambda B_1(v) - \lambda vAv + \frac{\lambda \varepsilon}{2} B_2(v) + \frac{\lambda \varepsilon}{2} B_3(v) \right\|_{L_2(0,T;X^*)} \\
\leq \lambda \left\| f \right\|_{L_2(0,T;X^*)} + \lambda \left\| B_1(v) \right\|_{L_2(0,T;X^*)} + \lambda v \left\| Av \right\|_{L_2(0,T;X^*)} \\
+ \frac{\lambda \varepsilon}{2} \left\| B_2(v) \right\|_{L_2(0,T;X^*)} + \frac{\lambda \varepsilon}{2} \left\| B_3(v) \right\|_{L_2(0,T;X^*)} \\
\leq \| f \|_{L_2(0,T;V^*)} + \| B_1(v) \|_{L_2(0,T;X^*)} + v \| Av \|_{L_2(0,T;X^*)} \\
+ \frac{\varepsilon}{2} \| B_2(v) \|_{L_2(0,T;X^*)} + \frac{\varepsilon}{2} \| B_3(v) \|_{L_2(0,T;X^*)} \\
\leq C_{11} \| f \|_{L_2(0,T;V^*)} + C_5 \| v \|_{C([0,T],V)}^2 + v C_0 \| v \|_{C([0,T],V)} + \varepsilon \sqrt{T} C_7 \| v \|_{C([0,T],V)}^2 \\
\leq C_{11} \| f \|_{L_2(0,T;V^*)} + \frac{2 C_5 \left( C_9 + \varepsilon \| a \|_{X}^2 \right)}{\varepsilon} + v C_0 \sqrt{\frac{2 \left( C_9 + \varepsilon \| a \|_{X}^2 \right)}{\varepsilon}} \\
+ 2 C_7 \left( C_9 + \varepsilon \| a \|_{X}^2 \right) \sqrt{T}.
\]

Combining this inequality and (4.12) we get the inequality (5.29).

Similarly we have

\[
\| v' + \varepsilon Av' \|_{L_2(0,T;X^*)} = \left\| \varepsilon N v' + \lambda f + \lambda B_1(v) - \lambda vAv + \frac{\lambda \varepsilon}{2} B_2(v) + \frac{\lambda \varepsilon}{2} B_3(v) \right\|_{L_2(0,T;X^*)} \\
\leq \| \varepsilon N v' \|_{L_2(0,T;X^*)} \\
+ \left\| \lambda f + \lambda B_1(v) - \lambda vAv + \frac{\lambda \varepsilon}{2} B_2(v) + \frac{\lambda \varepsilon}{2} B_3(v) \right\|_{L_2(0,T;X^*)} \\
\leq \varepsilon \| v' \|_{L_2(0,T;X)} + C_{10} \leq 2 C_{10}.
\]

Further the operator $(I - \varepsilon \Delta) : L_2(0,T;X) \to L_2(0,T;Z)$ is invertible because ker$(I - \varepsilon \Delta) = \{0\}$ and the image of $L_2(0,T;X)$ under the action of $(I - \varepsilon \Delta)$ coincides with $L_2(0,T;Z)$. The adjoint operator to $(I - \varepsilon \Delta) : L_2(0,T;X) \to L_2(0,T;Z)$ is the operator $(I - \varepsilon \Delta)^* : L_2(0,T;Z^*) \to L_2(0,T;X^*)$. But we have that $(I - \varepsilon \Delta)^* = (I - \varepsilon \Delta)$.

Then the operator $(I - \varepsilon \Delta) : L_2(0,T;Z^*) \to L_2(0,T;X^*)$ is invertible. Hence there exists $\gamma > 0$ such that

\[
\|(I - \varepsilon \Delta) u \|_{L_2(0,T;X^*)} \geq \gamma \| u \|_{L_2(0,T;Z^*)}.
\]

From this inequality we have estimate (5.30).

Theorems 5.2 and 5.3 imply the following corollary.
Corollary 5.4. Let \( v \in E_2 \) be a solution of the operator equation (5.3). Then the following estimates take place:

\[
\|v\|_{E_2} \leq C_{13} = \sqrt{\frac{C_9}{\varepsilon} + \|a\|_X^2 + \frac{C_{10}}{\varepsilon}},
\]

(5.37)

\[
\|v\|_{E_1} \leq C_{14} = \frac{2C_{12}}{\gamma} + \sqrt{\frac{2(C_9 + \varepsilon\|a\|_X^2)}{\varepsilon}} \left(4C_5/\varepsilon + 4C_7\sqrt{T}\right)\varepsilon\|a\|_X^2 + 2\nu C_0\sqrt{2(C_9 + \varepsilon\|a\|_X^2)/\varepsilon}/\gamma.
\]

(5.38)

5.3. Existence theorem for solutions of operator equation (5.2)

Theorem 5.5. The operator equation (5.2) has at least one solution \( v \in E_2 \).

Proof. In the proof of this theorem we use the Leray–Schauder degree theory [10].

Consider the following family of operator equations

\[
L(v) + \lambda K(v) = \lambda (f, a), \quad \lambda \in [0, 1].
\]

(5.39)

By Corollary 5.4 all solutions of this family of operator equations satisfy a priori estimate (5.37). Therefore all equations of this family have no solutions on the boundary of the ball \( B_R \subset E_2 \) of radius \( R = C_{13} + 1 \) with center at zero. Consequently all equations of the family of operator equations

\[
v + \lambda L^{-1} [K(v) - (f, a)] = 0, \quad \lambda \in [0, 1],
\]

(5.40)

have no solutions on the boundary of the same ball \( B_R \subset E_2 \). By Lemma 5.1(ii) the map

\[
[K(\cdot) - (f, a)] : E_2 \to L_2(0, T; X^*) \times X
\]

(5.41)

is compact. By Lemma 5.1(i) the operator

\[
L^{-1} : L_2(0, T; X^*) \times X \to E_2
\]

(5.42)

is continuous.

Therefore the map

\[
L^{-1}[K(\cdot) - (f, a)] : E_2 \to E_2
\]

(5.43)

is compact. Let us introduce the map

\[
G : [0, 1] \times E_2 \to E_2, \quad G(\lambda, v) = \lambda L^{-1} [K(v) - (f, a)].
\]

(5.44)

By the above reasonings this map is compact on the set of variables \( \lambda \) and \( v \).

Thus we have that the compact vector field

\[
\Phi(\lambda, v) = v - G(\lambda, v)
\]

(5.45)
is non-degenerate on the boundary of the ball $B_R$. Consequently the topological degree $\deg_{LS}(\Phi, B_R, 0)$ is well defined.

Using the property of homotopic invariance of the degree we get

$$\deg_{LS}(\Phi(0, \cdot), B_R, 0) = \deg_{LS}(\Phi(1, \cdot), B_R, 0).$$

(5.46)

We recall that $\Phi(0, \cdot) = I$ and $\deg_{LS}(I, B_R, 0) = 1$. This implies that

$$\deg_{LS}(\Phi(1, \cdot), B_R, 0) = 1.$$  

(5.47)

Since this degree is nonzero, there exists at least one solution $v \in E_2$ of the operator equation

$$v + L^{-1}[K(v) - (f, a)] = 0.$$  

(5.48)

Hence there exists at least one solution $v \in E_2$ of the operator equation (5.2). This completes the proof.

Since there is at least one solution $v \in E_2$ of (5.2), from the above reasonings it follows that the initial-boundary value problem (3.1) has at least one weak solution $v \in E_2$.

6. Proof of Theorem 3.3

Since $X$ is dense in $V$, there exists a sequence $a_m \in X$ converging to $a$ in $V$. If $a \equiv 0$ we put

$$a_m \equiv 0, \quad \varepsilon_m = \frac{1}{m}.$$  

(6.1)

If $\|a\|_V \neq 0$, there exists some number $m_0$ such that $\|a_m\|_X \neq 0$ for $m > m_0$. Then we put

$$\varepsilon_m = \frac{1}{m\|a_m\|^2_X}.$$  

(6.2)

The sequence $\{\varepsilon_m\}$ converges to zero as $m \to +\infty$. By Theorem 5.5 for each $\varepsilon_m$ and $a_m$ there exists a weak solution $v_m \in E_2 \subset E_1$ for the initial-boundary value problem (3.1). Then every $v_m$ satisfies equality (3.2):

$$\int_{\Omega} \frac{\partial v_m}{\partial t} \phi \, dx - \int_{\Omega} (v_m)_i (v_m)_j \frac{\partial \phi}{\partial x_i} \, dx + \nu \int_{\Omega} \nabla v_m : \nabla \phi \, dx + \varepsilon_m \int_{\Omega} \nabla \left( \Delta \left( \frac{\partial v_m}{\partial t} \right) \right) : \nabla (\Delta \phi) \, dx$$

$$+ \kappa \int_{\Omega} \nabla \left( \frac{\partial v_m}{\partial t} \right) : \nabla \phi \, dx - \frac{\kappa}{2} \int_{\Omega} (v_m)_k \frac{\partial (v_m)_i}{\partial x_j} \frac{\partial^2 \phi}{\partial x_i \partial x_k} \, dx$$

$$- \frac{\kappa}{2} \int_{\Omega} (v_m)_k \frac{\partial (v_m)_i}{\partial x_i} \frac{\partial^2 \phi}{\partial x_k} \, dx = (f, \phi).$$  

(6.3)

and initial condition (3.3):

$$v_m \big|_{t=0}(x) = a_m(x), \quad x \in \Omega.$$  

(6.4)
Using the continuous embedding $C([0, T], V) \subset L_4(0, T; V)$ and estimates (5.13) and (5.30) without loss of generality (and passing to a subsequence if necessary), we get

$$
\nu_m \longrightarrow \nu_*, \quad \text{weakly in } L_4(0, T; V); \\
\nu'_m \longrightarrow \nu'_*, \quad \text{weakly in } L_2(0, T; Z^*). 
$$

(6.5)

Hence by definition of weak convergence we obtain

$$
\nu \int_\Omega \nabla \nu_m : \nabla \varphi \, dx \longrightarrow \nu \int_\Omega \nabla \nu_* : \nabla \varphi \, dx,
$$

$$
\int_\Omega \frac{\partial \nu_m}{\partial t} \varphi \, dx + \kappa \int_\Omega \nabla \left( \frac{\partial \nu_m}{\partial t} \right) \cdot \nabla \varphi \, dx = \left\langle (I - \kappa \Delta) \frac{\partial \nu_m}{\partial t}, \varphi \right\rangle \longrightarrow \left\langle (I - \kappa \Delta) \frac{\partial \nu_*}{\partial t}, \varphi \right\rangle 
$$

(6.6)

as $m \to \infty$.

Using estimate (5.29) as above without loss of generality we have that there exists $u \in L_2(0, T; X)$ such that

$$
\epsilon_m \nu'_m \longrightarrow u, \quad \text{weakly in } L_2(0, T; X). 
$$

(6.7)

However, in the sense of distributions the sequence $\epsilon_m \nu'_m$ converges to zero. Really, for any $\chi \in \mathcal{D}([0, T])$, $\varphi \in \mathcal{D}(\Omega)^n$ we have

$$
\lim_{m \to \infty} \left| \int_0^T \int_\Omega \nabla \left( \Delta \left( \frac{\partial \epsilon_m \nu'_m}{\partial t} \right) (t) \right) : \nabla (\Delta \varphi) \, dx \chi(t) \, dt \right| \\
= \lim_{m \to \infty} \epsilon_m \left| \int_0^T \int_\Omega \nabla \left( \Delta \left( \frac{\partial \nu'_m}{\partial t} (t) \right) \Delta \varphi \, dx \chi(t) \, dt \right| \\
= \lim_{m \to \infty} \epsilon_m \left| \int_0^T \int_\Omega \nabla \left( \frac{\partial \nu'_m}{\partial t} (t) \right) \Delta^2 \varphi \, dx \chi(t) \, dt \right| \\
= \lim_{m \to \infty} \epsilon_m \lim_{m \to \infty} \left| \int_0^T \int_\Omega \nabla \left( \frac{\partial \nu'_m}{\partial t} (t) \right) : \nabla (\Delta^2 \varphi) \, dx \chi(t) \, dt \right| \\
= \lim_{m \to \infty} \epsilon_m \lim_{m \to \infty} \left| \int_\Omega \left( \int_0^T \nabla \left( \frac{\partial \nu'_m}{\partial t} (t) \right) \chi(t) \, dt \right) : \nabla (\Delta^2 \varphi) \, dx \right| \\
= \lim_{m \to \infty} \epsilon_m \lim_{m \to \infty} \left| \int_\Omega \nabla \nu'_m(t) \cdot \nabla (\Delta^2 \varphi) \, dx \frac{\partial \chi(t)}{\partial t} \, dt \right| \\
= \left| \int_0^T \int_\Omega \nabla \nu'_* (t) : \nabla (\Delta^2 \varphi) \, dx \frac{\partial \chi(t)}{\partial t} \, dt \right| \lim_{m \to \infty} \epsilon_m = 0.
$$

(6.8)
Here we have used the fact that if the sequence \( v_m' \) converges weakly to \( v_* \) in \( L_2(0, T; V) \) then it converges to \( v_* \) in the sense of distributions.

Thus by uniqueness of a weak limit \( \varepsilon_m v_m' \to 0 \) weakly in \( L_2(0, T; X) \) as \( m \to +\infty \). Hence

\[
\varepsilon_m \int_\Omega \nabla \left( \Delta \left( \frac{\partial v_m'}{\partial t} \right) \right) : \nabla (\Delta \varphi) dx \to 0 \quad \text{as} \quad m \to +\infty.
\]  

(6.9)

By the same arguments as in Lemma 4.5(iii) we obtain the compact embedding

\[
Y = \{ v : v \in L_4(0, T; V); \ v' \in L_2(0, T; Z^*) \} \subset L_4(0, T; L_4(\Omega)^n).
\]  

(6.10)

Combining this compact embedding and estimate (5.38) we get

\[
v_m \to v_* \quad \text{strongly in} \quad L_4(0, T; L_4(\Omega)^n).
\]  

(6.11)

This implies that

\[
\int_\Omega (v_m)_i (v_m)_j \frac{\partial \varphi_j}{\partial x_i} dx \to \int_\Omega (v_*)_i (v_*)_j \frac{\partial \varphi_j}{\partial x_i} dx.
\]  

(6.12)

Furthermore we obtain

\[
\frac{\varepsilon}{2} \int_\Omega (v_m)_k \frac{\partial (v_m)_i}{\partial x_j} \frac{\partial^2 \varphi_j}{\partial x_i \partial x_k} dx \to \frac{\varepsilon}{2} \int_\Omega (v_*)_k \frac{\partial (v_*)_i}{\partial x_j} \frac{\partial^2 \varphi_j}{\partial x_i \partial x_k} dx,
\]  

\[
\frac{\varepsilon}{2} \int_\Omega (v_m)_k \frac{\partial (v_m)_j}{\partial x_i} \frac{\partial^2 \varphi_j}{\partial x_i \partial x_k} dx \to \frac{\varepsilon}{2} \int_\Omega (v_*)_k \frac{\partial (v_*)_j}{\partial x_i} \frac{\partial^2 \varphi_j}{\partial x_i \partial x_k} dx.
\]  

(6.13)

Indeed, the sequence \( v_m \) converges to \( v_* \) strongly in \( L_4(0, T; L_4(\Omega)^n) \) and the sequence \( \nabla v_m \) converges to \( \nabla v_* \) weakly in \( L_4(0, T; L_4(\Omega)^n) \). This yields that their product \( v_m \nabla v_m \) converges to \( v_* \nabla v_* \) weakly in \( L_2(0, T; L_{4/3}(\Omega)^n) \).

Thus passing in each term of equality (6.3) to the limit as \( m \to +\infty \), we obtain that the limit function \( v_* \) satisfies the following equality:

\[
\left( I - \kappa \Delta \right) \frac{\partial v_*}{\partial t} + \int_\Omega (v_*)_i (v_*)_j \frac{\partial \varphi_j}{\partial x_i} dx + \int_\Omega \nabla v_* : \nabla \varphi dx
\]

\[
- \frac{\varepsilon}{2} \int_\Omega (v_*)_k \frac{\partial (v_*)_i}{\partial x_j} \frac{\partial^2 \varphi_j}{\partial x_i \partial x_k} dx - \frac{\varepsilon}{2} \int_\Omega (v_*)_k \frac{\partial (v_*)_j}{\partial x_i} \frac{\partial^2 \varphi_j}{\partial x_i \partial x_k} dx = \langle f, \varphi \rangle.
\]  

(6.14)

Passing in initial condition (6.4) to the limit as \( m \to +\infty \), we obtain that \( v_* \) satisfies the following initial condition:

\[
v_* \bigg|_{t=0} (x) = a(x), \quad x \in \Omega.
\]  

(6.15)

Since for \( \{ v_m \} \) a priori estimate (5.38) is valid, for \( v_* \) the following estimate takes place

\[
\| v_* \|_{L_4(0, T; V)} + \| v_*' \|_{L_2(0, T; Z^*)} \leq C_{15}.
\]  

(6.16)
Here $C_{15} = 2C_{12}/γ + √2C_9γ + (2νC_9√2C_9/γ)/γ$. We obtain this estimate by passing to the limit in estimate (5.38).

Therefore we have that $v_* ∈ E_1$ and it satisfies the estimate:

$$
||v_*||_{E_1} ≤ C_{15}.
$$

(6.17)

This completes the proof.
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