This is a survey article featuring the general index locality principle introduced by the authors, which can be used to obtain index formulas for elliptic operators and Fourier integral operators in various situations, including operators on stratified manifolds and manifolds with singularities.

Copyright © 2006 V. E. Nazaikinskii and B. Yu. Sternin. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

1. Introduction

This is a survey article intended as an elementary introduction to the general index locality principle introduced in [17]. We discuss it and give some examples of its consequences and applications showing that this principle often proves to be a powerful tool for obtaining index formulas in various situations. Having in mind the introductory character of the article, we try to keep the exposition at a level as elementary as possible and often give only the simplest versions of results. Proofs can be found elsewhere; we provide only references. A lack of reference usually means that more detailed explanations can be found in [17].

A detailed account of the history of the problem is also contained in [17]. Here we only cite papers where this is specifically needed in the text.

1.1. Elliptic operators. We start by recalling elementary notions of elliptic theory. Let $M$ be a smooth compact manifold, and let $D$ be a differential operator on $M$. In local coordinates, one has

$$D = \sum_{|\alpha| \leq m} a_\alpha(x) \left(-i \frac{\partial}{\partial x}\right)^\alpha.$$  

(1.1)
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The principal symbol (characteristic polynomial) of $D$, defined in local coordinates by the formula

$$\sigma(D) = \sum_{|\alpha| = m} a_{\alpha}(x)\xi^\alpha,$$  \hfill (1.2)

is an invariantly defined function on the cotangent bundle $T^*M$.

**Definition 1.1.** The operator $D$ is said to be elliptic if $\sigma(D)$ is everywhere invertible on $T^*_0M$ (i.e., for $\xi \neq 0$).

The following theorem is the main assertion concerning the analytic properties of elliptic operators.

**Theorem 1.2 (finiteness theorem).** If the operator $D$ is elliptic, then it is Fredholm in the Sobolev spaces:

$$D : H^s(M) \longrightarrow H^{s-m}(M).$$  \hfill (1.3)

Recall that $D$ is said to be Fredholm if the following properties hold:

(i) $\text{Im } D$ is closed;
(ii) $\dim \ker D < \infty$;
(iii) $\dim \ker D^* < \infty$.

1.2. The index. Suppose that $D$ is an elliptic operator on $M$. Then $\dim \ker D$ and $\dim \ker D^*$ are not invariant under homotopies of $D$ in the class of elliptic operators, but their difference $\text{ind } D$ is already a homotopy invariant and hence is of interest.

The famous Atiyah-Singer theorem expresses the “infinite-dimensional” homotopy invariant $\text{ind } D$ in terms of topological invariants of the principal symbol $\sigma(D)$.

However, things become far more complicated if we abandon the smooth compact setting and consider operators on singular or noncompact manifolds.

In this connection, a natural task is to give methods that can help one to solve the index problem (possibly reducing it to the Atiyah-Singer case) in situations not covered by the Atiyah-Singer theorem. The list of such situations includes

(i) boundary value problems (for which the index formula was obtained by Atiyah and Bott [5]);
(ii) elliptic operators on noncompact manifolds;
(iii) elliptic operators on manifolds with singularities;
(iv) quantized canonical transformations (Fourier integral operators);
and possibly many other situations as well.

2. Surgery and the superposition principle

There are numerous methods that can be applied in index problems. However, we focus our attention only on one method, namely, surgery, that is, cutting and pasting of manifolds and elliptic operators, together with the associated superposition principle valid for the relative index (or index increment) resulting from surgeries.
2.1. Example: operators on compact closed manifolds. Let $D$ be an elliptic differential operator on a compact closed manifold $M$, and let $A, B \subset M$ be disjoint closed subsets of $M$ (see Figure 2.1). Let us modify the operator $D$ on $A$ via some surgery. Namely, we cut away the piece $A$ from $M$ and replace it by some other (smooth) piece and continue the operator from the rest of $M$ into the new piece in such a way that the resulting operator is elliptic. (Of course, we need to assume that this is possible.) Let us denote this new operator by $D_A$. The index of the new operator does not necessarily coincide with the index of $D$, and hence we see that our surgery at $A$ results in the index increment (relative index)

$$\triangle_A \overset{\text{def}}{=} \text{ind} D_A - \text{ind} D. \quad (2.1)$$

In a similar way, we can modify the operator over $B$ with the help of some surgery, thus obtaining a new operator $D_B$ and the index increment

$$\triangle_B \overset{\text{def}}{=} \text{ind} D_B - \text{ind} D. \quad (2.2)$$

These processes are completely independent: when we modify the operator over $A$, we do not touch anything away from $A$ (in particular, on $B$) and vice versa. Hence we can apply both modifications (surgeries) simultaneously, and the result for the operator will be the same as if we applied first one surgery and then the other, their order being irrelevant (see Figure 2.1. Commuting surgeries.)
The resulting operator will be denoted by $D_{A \cup B}$ and the index increment by

$$\triangle_{A \cup B} \overset{\text{def}}{=} \text{ind} \, D_{A \cup B} - \text{ind} \, D.$$  \hfill (2.3)

It is natural to ask how this “total” increment is related to the “partial” increments $\triangle_A$ and $\triangle_B$. The answer is exactly as it should be.

**Lemma 2.1 (superposition principle).**

$$\triangle_{A \cup B} = \triangle_A + \triangle_B.$$  \hfill (2.4)

**Proof.** This follows from the local index formula

$$\text{ind} \, D = \int_M \alpha(x),$$  \hfill (2.5)

where the local index density $\alpha(x)$ at a point $x$ depends only on $\sigma(D)$ and its derivatives in the fiber $T^*_x M$. Indeed, it suffices to note that, say,

$$\triangle_A = \int_A (\alpha(x) - \alpha'(x)),$$  \hfill (2.6)

where $\alpha'$ is the local index density corresponding to $D_A$, since $\alpha = \alpha'$ outside $A$. The desired formula follows since the integral is an additive set function. \qed

**Remark 2.2.** The superposition principle means that index increments stemming from independent surgeries behave additively.

### 2.2. General elliptic operators.

Beautiful as it is, the superposition principle on smooth closed manifolds is generally not of much help when computing the index for two reasons.

1. The index formula for the case of smooth closed manifold is already known (the Atiyah-Singer formula).
2. The proof given above is hardly satisfactory, since it relies on the fact that we already know the (local) index formula.

Hence we wish to generalize this principle to cases beyond the Atiyah-Singer theorem and, moreover, invent a proof that does not rely on the presence of any a priori known index formula.

Thus the problem is as follows: *describe a sufficiently general framework in which the superposition principle for index increments is valid.*

One possible solution to this problem is to consider the class of *general elliptic operators* introduced by Atiyah [4]. Let us recall the relevant definitions.

**Definition of general elliptic operators.** Let $X$ be a Hausdorff compactum, and let $C(X)$ be the algebra of continuous functions on $X$. Further, let $H_1$ and $H_2$ be Hilbert ∗-modules over $C(X)$, that is, Hilbert spaces equipped with a ∗-action of the $C^*$-algebra $C(X)$. 

Definition 2.3. An operator

\[ A : H_1 \longrightarrow H_2 \]  \hspace{1cm} (2.7)

is called a general elliptic operator if the following two conditions are satisfied:

(i) \( A \) is Fredholm;

(ii) \( A \) almost commutes with the action of \( C(X) \):

\[ \varphi A - A \varphi \in \mathcal{K}(H_1, H_2) \quad \forall \varphi \in C(X), \]  \hspace{1cm} (2.8)

where \( \mathcal{K}(H_1, H_2) \) is the set of compact linear operators from \( H_1 \) to \( H_2 \).

**Surgery and the superposition principle.** To state the superposition principle, we should first define the notion of surgery for general elliptic operators. This is however intuitively clear. Let \( D_1 \) and \( D_2 \) be two general elliptic operators (with the same underlying compactum \( X \)). Next, let \( A \subset X \) be a closed set.

Definition 2.4. We say that \( D_1 \) and \( D_2 \) are obtained from each other by a modification (or surgery) on \( A \) if for each function \( \varphi \in C(X) \) whose support does not meet \( A \) (i.e., \( \text{supp} \varphi \cap A = \emptyset \)) one has

\[ \varphi D_1 \varphi \equiv \varphi D_2 \varphi \quad \text{modulo compact operators}. \]  \hspace{1cm} (2.9)

In this case, we write \( D_1 \xrightarrow{A} D_2 \) or \( D_2 \xleftarrow{A} D_1 \).

This definition, however, needs further clarification: we did not assume that \( D_1 \) and \( D_2 \) act in the same spaces, so how can we compare \( \varphi D_1 \varphi \) and \( \varphi D_2 \varphi \)? Let us give necessary explanations (which prove to be a bit technical).

If \( H \) is a Hilbert \( \ast \)-module over \( C(X) \), then the notion of support \( \text{supp} u \subset X \) is well defined for all \( u \in H \) in a natural way: a point \( x \) does not belong to the support of \( u \) if \( \varphi u = 0 \) for all \( \varphi \in C(X) \) supported in a sufficiently small neighborhood of \( x \).

We introduce the following notation: by \( H_K \subset H \) we denote the closure of the set of elements \( u \in H \) supported in \( K \). Now if

\[ D_1 : H_1 \longrightarrow G_1, \quad D_2 : H_2 \longrightarrow G_2 \]  \hspace{1cm} (2.10)

are general elliptic operators, then it makes sense to say that they are obtained from each other by a surgery on \( A \) if some isomorphisms

\[ H_{1U} \longrightarrow H_{2U}, \quad G_{1U} \longrightarrow G_{2U} \]  \hspace{1cm} (2.11)

of \( \ast \)-modules over \( C(X) \), where \( U = X \setminus A \) is the complement of \( A \), are given and fixed.

Definition 2.5 (definition of surgery on \( A \) revisited). We write

\[ D_1 \xrightarrow{A} D_2 \]  \hspace{1cm} (2.12)
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if the diagram

\[
\begin{array}{ccc}
H_1 & \xrightarrow{\varphi^D \varphi} & G_1 \\
\downarrow & & \downarrow \\
H_2 & \xrightarrow{\varphi^D \varphi} & H_2
\end{array}
\]  \tag{2.13}

commutes modulo compact operators for each \( \varphi \in C(X) \) such that

\[
\text{supp } \varphi \cap A = \emptyset. \tag{2.14}
\]

With this definition of surgery for general elliptic operators, the following superposition theorem holds for the index increments.

**Theorem 2.6.** Let

\[
\begin{array}{ccc}
D & \xrightarrow{A} & D_A \\
\downarrow & & \downarrow \\
\downarrow & & \downarrow \\
D_B & \xrightarrow{A} & D_{AB}
\end{array}
\]  \tag{2.15}

be a commutative diagram (A diagram of surgeries is said to be commutative if the underlying isomorphisms of Hilbert spaces over \( X \setminus (A \cap B) \) form a commutative diagram.) of independent surgeries (\( A \cap B = \emptyset \)) of general elliptic operators over \( C(X) \). Then

\[
\triangle_{AB} = \triangle_A + \triangle_B. \tag{2.16}
\]

2.3. **Operators in collar spaces.** The theorem given in the preceding subsections does not cover applications related to Fourier integral operators (which do not almost commute with multiplication by functions). Furthermore, strictly speaking, it applies only to zero-order operators, since operators of positive order (in particular, any differential operators) do not compactly (or even boundedly) commute with continuous functions. So it is a good idea to devise a slightly different framework for the superposition principle, including the preceding as a special case.

This was done in [17], and we describe the corresponding results very briefly. The main ideas of the approach are as follows.

1. We actually do not need arbitrary spaces \( X \) in applications of the superposition principle. If \( X \) is a compactum and \( A, B \subset X \) are closed disjoint subsets, then there always exists a continuous mapping

\[
f : X \rightarrow [-1,1] \tag{2.17}
\]

such that \( A \subset f^{-1}(-1) \) and \( B \subset f^{-1}(1) \). The mapping \( f \) induces the structure of a \( C([-1,1]) \)-module on every \( C(X) \)-module, and so we can always assume that \( X = [-1,1] \), \( A = \{-1\} \), and \( B = \{1\} \).
(2) Instead of $C([-1, 1])$-modules one considers $C^\infty([-1, 1])$-modules (for brevity referred to as **collar spaces**), which permit one to cover the case of positive-order operators (in particular, differential operators).

(3) Finally, instead of single operators one considers families of operators depending on a small parameter such that the “support of the kernel” for these operators tends to the diagonal as the parameter tends to zero. Thus for each given parameter value the operators need not be local; they are only “local in the limit.” This permits one to consider a wider class of operators, including Fourier integral operators on manifolds with singularities, while the superposition principle remains true.

Let us give some more details; the reader uninterested in these details can skip the remaining part of the section and proceed to examples and applications.

**Collar spaces.** Collar spaces are a natural framework in which one can deal with surgeries and prove a rather general relative index theorem. They were introduced in [14, 16–18].

Consider the algebra $C^\infty([-1, 1])$ of smooth functions $\varphi(t)$, $t \in [-1, 1]$, on the interval $[-1, 1]$ with topology given by the standard system of seminorms

$$
\|\varphi\|_k = \sup_{t \in [-1, 1]} |\varphi^{(k)}(t)|. \quad (2.18)
$$

The multiplication in $C^\infty([-1, 1])$ is defined pointwise. Obviously, this is a unital topological algebra with unit $1$ being the function identically equal to $1$ for all $t \in [-1, 1]$.

**Definition 2.7.** A **collar space** is a separable Hilbert space $H$ equipped with the structure of a module over the commutative algebra $C^\infty([-1, 1])$ (the action is continuous, and the unit function $1 \in C^\infty([-1, 1])$ acts as the identity operator in $H$).

**Elliptic operators in collar spaces.** For operators in function spaces for which the Schwartz kernel theorem holds, there is an important notion of the **support of the kernel**, which is a closed subset of the direct product of the set where the functions are defined by itself. Although operators in collar spaces cannot be described as integral operators in general, the notion of the **support of an operator** defined as a subset of the square $[-1, 1] \times [-1, 1]$ is meaningful and proves useful in studying various questions pertaining to the relative index.

**Definition 2.8.** Let $A : H_1 \to H_2$ be a continuous linear operator in collar spaces and $K \subset [-1, 1] \times [-1, 1]$ a closed subset. One says that the **support of $A$ is contained in $K$** if

$$
\text{supp } Ah \subset K(\text{supp } h) \quad (2.19)
$$

for every $h \in H$. In formula (2.19), $K$ is treated as a self-multimapping of the interval $[-1, 1]$:

$$
Kx \defeq \{ y \in [-1, 1] | (x, y) \in K \}. \quad (2.20)
$$

The intersection of all closed sets $K$ with property (2.19) is called the **support** of $A$ and denoted by $\text{supp } A$. 
Let \( \Delta \subset [-1,1] \times [-1,1] \) be the diagonal
\[
\Delta = \{(x,x) \mid x \in [-1,1]\},
\] (2.21)
and let
\[
\Delta_\varepsilon = \{(x,y) \in [-1,1] \times [-1,1] \mid |x-y| < \varepsilon\}
\] (2.22)
be the \( \varepsilon \)-neighborhood of \( \Delta \).

**Definition 2.9.** A proper operator in collar spaces \( H_1 \) and \( H_2 \) is a family of continuous linear operators
\[
A_\delta : H_1 \longrightarrow H_2
\] (2.23)
with parameter \( \delta > 0 \) such that
(i) \( A_\delta \) continuously depends on \( \delta \) in the uniform operator topology;
(ii) for each \( \varepsilon > 0 \) there is a \( \delta_0 > 0 \) such that
\[
\text{supp} \ A_\delta \subset \Delta_\varepsilon \text{ for } \delta < \delta_0.
\] (2.24)

**Remark 2.10.** Condition (2.24) can be restated as follows: for \( \delta < \delta_0 \), one has
\[
\text{supp} \ A_\delta h \subset U_\varepsilon(\text{supp} \ h)
\] (2.25)
for every \( h \in H_1 \), where \( U_\varepsilon(F) \) is the \( \varepsilon \)-neighborhood of a set \( F \).

Now we can give the definition of elliptic operators in collar spaces.

**Definition 2.11.** An elliptic operator in collar spaces \( H \) and \( G \) is a proper operator
\[
D_\delta : H \longrightarrow G
\] (2.26)
such that \( D_\delta \) is Fredholm for each \( \delta \) and has an almost inverse \( D_\delta^{-1} \) such that the family \( D_\delta^{-1} \) is also a proper operator.

Here, as usual, the almost inverse of a bounded operator \( A \) is defined as an operator \( A^{-1} \) such that the products \( AA^{-1} \) and \( A^{-1}A \) differ from the identity operators by compact operators in the corresponding spaces.

**Definition 2.12.** Let \( F \subset [-1,1] \) be an open subset. One says that proper operators \( A_1 \) and \( A_2 \) coincide on \( F \) if for each compact subset \( K \subset F \) the following condition is satisfied: there is a number \( \delta_0 = \delta_0(K) > 0 \) such that
\[
A_{1\delta} h = A_{2\delta} h,
\] (2.27)
whenever \( \delta < \delta_0 \) and \( \text{supp} \ h \subset K \).

We note that for (2.27) to be well defined one has to assume that some isomorphisms of parts of the underlying Hilbert spaces where the operators act are given.

In the conditions of Definition 2.12, we say that \( A_1 \) is obtained from \( A_2 \) by a modification on \([-1,1] \setminus F\) (or \( A_1 \) coincides with \( A_2 \) on \( F \)) and write \( A_1 \overset{F}{=} A_2 \) or \( A_1 \overset{[-1,1] \setminus F}{\rightarrow} A_2 \).
Superposition principle. Now we are in a position to state the main theorem of this subsection.

**Theorem 2.13** [15, 17]. Suppose that the following commutative diagram of modifications of elliptic operators in collar spaces holds:

\[
\begin{array}{ccc}
D & \overset{-1}{\longrightarrow} & D_- \\
\downarrow & & \downarrow \\
D_+ & \overset{-1}{\longleftarrow} & D_\pm
\end{array}
\] (2.28)

Then

\[
\text{ind}(D) - \text{ind}(D_-) = \text{ind}(D_+) - \text{ind}(D_\pm). \quad (2.29)
\]

A detailed proof of this theorem (which however occupies less than two pages) can be found in [15].

3. Examples and applications

We consider examples from the following areas:

(i) elliptic operators on manifolds with singularities;
(ii) elliptic operators on noncompact manifolds;
(iii) boundary value problems;
(iv) Fourier integral operators.

3.1. Elliptic operators on manifolds with conical singularities.

**Cone-degenerate operators.** Let \( M \) be a manifold with conical point \( a \) and base \( \Lambda \) of the cone (Figure 3.1; for definitions, e.g., see [6] or [13]).

Cone-degenerate differential operators on \( M \) near the conical point have the form of finite sums:

\[
D = \sum a_{\alpha j}(\omega, r) \left( -i \frac{\partial}{\partial \omega} \right)^\alpha \left( ir \frac{\partial}{\partial r} \right)^j,
\]

where \( r \) is the distance from the conical point and \( \omega \) is a coordinate on the base of the cone. The operator family

\[
\sigma_c(D) = \sum a_{\alpha j}(\omega, 0) \left( -i \frac{\partial}{\partial \omega} \right)^\alpha p^j
\]

on \( \Omega \) is called the conormal symbol of \( D \). Cone-degenerate operators are considered in weighted Sobolev spaces \( H^{s,\gamma}(M) \) (for the definition, e.g., see [6]), and the ellipticity condition for cone-degenerate operators is that the interior principal symbol is invertible outside the zero section of the (“compressed” [11]) cotangent bundle of \( M \) minus the zero section and the conormal symbol is invertible on the weight line \( \text{Im } p = \gamma \). (In what follows, we for simplicity always assume that \( \gamma = 0 \).)
The index formula. Let $M$ be a manifold with conical point $a$, and let $D$ be an elliptic operator on $M$. Consider the problem of finding $\text{ind } D$. This problem can be solved with the help of the index increment superposition principle under certain symmetry conditions on the interior principal symbol of $D$. Namely, the following theorem holds.

**Theorem 3.1.** Suppose that the interior principal symbol of $D$ satisfies the symmetry condition

$$\sigma(D)(\omega, r, q, -p) = f_1 \sigma(D)(\omega, r, q, p) f_2,$$

where $f_1$ and $f_2$ are bundle isomorphisms on $M$. Then

$$\text{ind } D = \frac{1}{2} (\text{ind } 2D + \text{ind } D_c),$$

where $2D$ is the elliptic operator on the double of $M$ whose principal symbol is obtained by clutching with the use of symmetry conditions and $D_c$ is an operator on the spindle $S\Lambda$ explicitly constructed from the conormal symbol of $D$.

Thus the index of $D$ is represented as the sum of two terms, one of which depends only on the interior principal symbol and can be expressed by the Atiyah-Singer index theorem (applied to the operator $2D$ on the compact closed manifold $2M$) and the other depends only on the conormal symbol.

This theorem was first obtained in [19] under the slightly stronger symmetry condition

$$\sigma_c(D)(p) = f_1 \sigma_c(D)(p_0 - p) f_2,$$

(where $f_1$ and $f_2$ are bundle automorphisms) imposed on the conormal rather than interior symbol. In this case, the second term in the index formula can be represented as a sum of multiplicities of poles of the operator family $\sigma_c(D)(p)^{-1}$ in a certain strip in the complex plane. For the general case, for example, see [17]; here the second term is expressed as the spectral flow of some homotopy of $\sigma_c(D)(p)$ to $f_1 \sigma_c(D)(p_0 - p) f_2$.

The proof of this index formula is given by surgery in conjunction with the superposition principle; the nontrivial part of the surgery diagram is shown in Figure 3.2.

### 3.2. Elliptic operators on noncompact manifolds.

Let $X_0$ and $X_1$ be noncompact manifolds, and let $D_0$ and $D_1$ be Fredholm elliptic operators in certain $L^2$ spaces on these manifolds. Suppose that these manifolds coincide at infinity. Namely, there are compact
sets $K_j \subset X_j$ and a measure-preserving diffeomorphism

$$X_0 \setminus K_0 \cong X_1 \setminus K_1 \quad (3.6)$$

such that

$$D_1 = \Phi D_0 \Psi^{-1}, \quad (3.7)$$

where $\Phi$ and $\Psi$ are vector bundle isomorphisms over $a$.

We can compactify both manifolds by cutting the noncompact ends away along some compact hypersurface $H$ and then glueing the same compact “cap” to both manifolds and continuing the operators in the same way to the cap.

The new elliptic operators on the new compact manifolds $\tilde{X}_1$ and $\tilde{X}_2$ thus obtained will be denoted by $D_0$ and $D_1$.

The superposition theorem implies the following assertion.

**Theorem 3.2.** One has

$$\text{ind} D_1 - \text{ind} D_0 = \text{ind} \tilde{D}_1 - \text{ind} \tilde{D}_0. \quad (3.8)$$

This theorem was proved for the special case of Dirac operators on complete Riemannian manifolds by Gromov and Lawson [8] and later extended to a more general class of operators by Anghel [3].

### 3.3. Boundary value problems.

The index increment superposition principle has also well-known manifestations in boundary value problems.
Let $M$ be a compact manifold with boundary $\partial M$, and let $D$ be an elliptic operator on $M$; in local coordinates near the boundary,

$$D = \sum_{|\alpha| + \beta \leq m} a_{\alpha\beta}(x, t) \left( -i \frac{\partial}{\partial x} \right)^\alpha \left( -i \frac{\partial}{\partial t} \right)^\beta,$$

(3.9)

where we assume that the boundary is given by the equation $\partial M = \{ t = 0 \}$ and the interior of the manifold corresponds to positive $t$.

We consider classical boundary value problems of the form

$$Du = f,$$

$$Bu|_{\partial M} = g.$$  (3.10)

For short, we denote such a problem by $(D, B)$. Recall the ellipticity conditions for the problem $(D, B)$. To obtain these conditions, one freezes the coefficients of the equation at some point $(x, 0) \in \partial M$, drops away lower-order terms, and makes the Fourier transform with respect to the variables tangent to the boundary. Thus we obtain the ordinary differential operator

$$\tilde{D}(x, \xi) = \sum_{|\alpha| + \beta = m} a_{\alpha\beta}(x, 0) \xi^\alpha \left( -i \frac{\partial}{\partial t} \right)^\beta$$

(3.11)

on the half-line $\mathbb{R}_+$. This operator depends on the parameters $(x, \xi) \in T^*_{0} \partial M$.

Let $L_+ \equiv L_+(x, \xi)$ be the subspace of initial data at $t = 0$ for solutions of $\tilde{D}v = 0$ decaying as $t \to \infty$.

**Condition 3.3 (Shapiro-Lopatinskii).** We require that $\sigma(B) |_{L_+}$ be an isomorphism for $\xi \neq 0$.

The main analytic theorem of the theory of boundary value problems is as follows.

**Theorem 3.4.** *If the boundary value problem $(D, B)$ satisfies the Shapiro-Lopatinskii condition, then it is Fredholm.*

Now we are in a position to state two relative index theorems for boundary value problems.

Let $D_1$ and $D_2$ be two elliptic operators coinciding near $\partial M$, and let $B$ be a boundary operator satisfying the Shapiro-Lopatinskii conditions with respect to one (and hence both) of the operators.

The superposition principle implies the following assertion.

**Theorem 3.5.** *One has*

$$\text{ind}(D_1, B) - \text{ind}(D_2, B) = \text{ind}D,$$

(3.12)
where $D$ is an elliptic operator on $M$ such that

$$\sigma(D) = \sigma(D_1) \sigma(D_2)^{-1}$$

(3.13)

and $D$ acts as a system bundle isomorphism near $\partial M$.

Another relative index theorem deals, on the opposite, with the case of one operator and two boundary conditions.

Let $D$ be an elliptic operator on $M$, and let $B_1$ and $B_2$ be two boundary operators satisfying the Shapiro-Lopatinskii condition.

Then it follows from the superposition principle that the theorem below holds.

**Theorem 3.6.** One has

$$\text{ind} (D, B_1) - \text{ind} (D, B_2) = \text{ind} C,$$

(3.14)

where $C$ is an elliptic operator on $\partial M$ with

$$\sigma(C) = \sigma(B_1) \mid_{L_r} (\sigma(B_2) \mid_{L_r})^{-1}.$$  

(3.15)

These two theorems are known as Agranovich and Agranovich-Dynin theorems (see [1, 2]). Surgery, in conjunction with the superposition principle, provides new, elementary proofs.

### 3.4. Quantized canonical transformations.

The index problem for quantized canonical transformations (Fourier integral operators) was posed by Weinstein [20, 21], and its solution was obtained for smooth manifolds by Epstein and Melrose [7] in a particular case and by Leichtnam et al. [9] in the general case.

The superposition principle permits one to derive an index formula for quantized contact transformations on singular manifolds.

Let us briefly describe the construction of Fourier integral operators on a manifold with conical singularities.

Let $M$ be a manifold with a conical singular point $\alpha$ and base $\Lambda$ of the cone. (We assume for simplicity that there is only one conical point.) We will use the cylindrical model, that is, pass to from the coordinate $r$ to the cylindrical coordinate $t$ by the formula $r = e^{-t}$ (see Figure 3.3).

Quantized canonical transformations are obtained by the quantization of classical transformations, so let us say a few words about the latter.
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Classical transformations. We will quantize homogeneous canonical (contact) transformations:

\[ g : T_0^* M \longrightarrow T_0^* M. \] (3.16)

Transformations associated with the conical structure should be continuous up to \( r = 0 \). In the \( t \)-coordinate, this corresponds to “exponential stabilization of the coefficients” as \( t \to \infty \). For simplicity, we impose an even stronger condition that the coefficients “are independent of \( t \) for sufficiently large \( t \).” Stated precisely, this means the following.

Condition 3.7 (stabilization). The transformation \( g \) commutes with translations for along the \( t \)-axis for \( t \gg 0 \).

In other words,

\[ g \big|_{t \gg 0} = g_\infty : T_0^* C \longrightarrow T_0^* C, \] (3.17)

where \( C = \mathbb{R} \times \Lambda \) is the infinite cylinder with base \( \Lambda \) and \( g_\infty \) commutes with translations.

Quantization. The quantized transformation is given by the Fourier integral operator associated with the graph \( L_g \subset T_0^* M \times T_0^* M \) of the classical transformation \( g \). This graph is a Lagrangian manifold, and we make the following assumption.

Assumption 3.8. The quantization condition (e.g., see [10, 12]) is satisfied for \( L_g \) (i.e., the Maslov index is zero on \( L_g \)).

Then the quantized canonical transformation

\[ T_g : L^2(M) \longrightarrow L^2(M) \] (3.18)

is defined in the usual manner as the Fourier integral operator with amplitude 1 associated with the Lagrangian manifold \( L_g \). To ensure appropriate behavior near the conical point, we require that \( T_g \) commutes with translations along the \( t \)-axis for large \( t \). This can be done in view of the similar condition imposed on \( g \). We will assume that \( T_g \) is elliptic.

The index theorem. We impose the simplest symmetry condition on the classical transformation.

Condition 3.9. The transformation \( g_\infty \) commutes with the inversion \((t, p) \mapsto (-t, -p)\).

Then (in fact, after some homotopies) two copies of \( g \) can be glued into a canonical transformation \( 2g : T_0^* 2M \longrightarrow T_0^* 2M \) of the double of the cotangent bundle \( T_0^* M \).

Surgery and the superposition principle give the following formula for the index of the quantized canonical transformation.

Theorem 3.10. The index of an elliptic quantized canonical transformation is given by the formula

\[ \text{ind } T_g = \frac{1}{2} (\text{ind } T_{2g} + \text{ind } T_{g_\infty}), \] (3.19)
where
(i) \( T_{2g} \) is a quantized canonical transformation on the smooth closed manifold \( 2M \);
(ii) \( T_{g}^\infty \) is a quantized canonical transformation on the cylinder \( C \).

Remark 3.11. (1) The index \( \text{ind} \ T_{2g} \) is computable by Epstein-Melrose theorem.
(2) In special cases \( \text{ind} \ T_{g}^\infty \) can be computed as the sum of multiplicities of poles of an operator family (called the conormal symbol) associated with \( T_{g} \).

Acknowledgments

The article arose from the talks given by the authors at the conferences “Differential and Functional-Differential Equations 2005” and “Sixteenth Crimean Autumn Mathematical School-Symposium” and submitted to the conference “Topological and Variational Methods of Nonlinear Analysis and Their Applications.” We express our keen gratitude to the organizers of these conferences.

References

Surgery and the relative index in elliptic theory


V. E. Nazaikinskii: Institute for Problems in Mechanics, Russian Academy of Sciences, pr-t Vernadskogo 101-1, 119526 Moscow, Russia
E-mail address: nazaikinskii@yandex.ru

B. Yu. Sternin: Independent University of Moscow, Bolshoy Vlasyevskiy Pereulok 11, 119002 Moscow, Russia
E-mail address: sternin@mail.ru
Submit your manuscripts at http://www.hindawi.com