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A class of semistrictly $G$-preinvex functions and optimality in nonlinear programming are further discussed. Firstly, the relationships between semistrictly $G$-preinvex functions and $G$-preinvex functions are further discussed. Then, two interesting properties of semistrictly $G$-preinvexity are given. Finally, two optimality results for nonlinear programming problems are obtained under the assumption of semistrict $G$-preinvexity. The obtained results are new and different from the corresponding ones in the literature. Some examples are given to illustrate our results.

1. Introduction

It is well known that convexity and generalized convexity have been playing a central role in mathematical programming, economics, engineering, and optimization theory. The research convexity and generalized convexity are one of the most important aspects in mathematical programming and optimization theory in [1–4]. Various kinds of generalized convexity have been introduced by many authors (see, e.g., [5–21] and the references therein). In 1981, Hanson [5] introduced the concept of invexity which is extension of differentiable convex functions and proved the sufficiency of Kuhn-Tucker condition. Later, Weir and Mond [6] considered functions (not necessarily differentiable) for which there exists a vector function $\eta : R^n \times R^n \rightarrow R^n$ such that, for all $x, y \in R^n$, $\lambda \in [0, 1]$, one has the following:

$$f (y + \lambda \eta (x, y)) \leq \lambda f (x) + (1-\lambda) f (y), \quad (1)$$

which has been named as preinvex functions with respect to vector-valued function $\eta$. In 2001, Yang and Li [8] obtained some properties of preinvex function. At the same time, Yang and Li [9] introduced the concept of semistrictly preinvex functions and investigated the relationships between semistrictly preinvex functions and preinvex functions. It is worth mentioning that many properties and applications in mathematical programming for invex functions and preinvex functions are discussed by many authors (see, e.g., [6–11, 21] and the references therein).

On the other hand, Avriel et al. [12] introduced a class of $G$-convex functions which is another generalization of convex functions and obtained some relations with other generalization of convex functions. In [13], Antczak introduced the concept of a class of $G$-invex functions, which is a generalization of $G$-convex functions and invex functions. Recently, Antczak [14] introduced a class of $G$-preinvex functions, which is a generalization of $G$-invex [13], preinvex functions [8] and derived some optimality results for constrained optimization problems under $G$-preinvexity. Very recently, Luo and Wu introduced a new class of functions called semistrictly $G$-preinvex functions in [15], which include semistrictly preinvex functions [9] as a special case. They investigated the relationships between semistrictly $G$-preinvex functions and $G$-preinvex functions and gave a criterion for semistrict $G$-preinvexity. Moreover, they also proposed three open questions (just as they said: “an interesting topic for our future research is to”: (1) investigate $G$-preinvex functions and semicontinuity; (2) explore some properties of semistrictly $G$-preinvex functions; (3) research into some applications in optimization problems under semistrictly $G$-preinvexity [15]).
2. Preliminaries and Definitions

Throughout this paper, let $K$ be a nonempty subset of $\mathbb{R}^n$. Let $f : K \to R$ be a real-valued function and $\eta : K \times K \to \mathbb{R}$ a vector-valued function. Let $I_f(K)$ be the range of $f$, that is, the image of $K$ under $f$.

Now we recall some definitions.

Definition 1 (see [5, 6]). A set $K$ is said to be invex if there exists a vector-valued function $\eta : K \times K \to \mathbb{R}^n (\eta \neq 0)$ such that

$$x, y \in K, \quad \lambda \in [0, 1] \implies y + \lambda \eta(x, y) \in K. \quad (2)$$

Definition 2 (see [6, 8]). Let $K \subseteq \mathbb{R}^n$ be an invex set with respect to $\eta : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ and let $f : K \to R$ be a mapping.

One says that $f$ is preinvex if

$$f (y + \lambda \eta (x, y)) \leq \lambda f (x) + (1 - \lambda) f (y), \quad \forall x, y \in K, \quad \lambda \in [0, 1]. \quad (3)$$

Remark 3. Any convex function is a preinvex function with $\eta(x, y) = x - y$.

Definition 4 (see [10]). Let $K \subseteq \mathbb{R}^n$ be an invex set with respect to $\eta : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$. Let $f : K \to R$. One says that $f$ is prequasi-invex if

$$f (y + \lambda \eta (x, y)) \leq \max \{ f (x), f (y) \}, \quad \forall x, y \in K, \quad \lambda \in [0, 1]. \quad (4)$$

Definition 5 (see [14]). Let $K$ be a nonempty invex (with respect to $\eta$) subset $\mathbb{R}^n$. A function $f : K \to R$ is said to be $G$-preinvex at $u$ on $K$ if there exists a continuous real-valued increasing function $G : I_f(K) \to R$ such that for all $x \in K$ and $\lambda \in [0, 1] (\lambda \in (0, 1)),$

$$f (u + \lambda \eta(x, u)) \leq G^{-1} (\lambda G (f (x)) + (1 - \lambda) G (f (u))). \quad (5)$$

If (5) is satisfied for any $u \in K$ then $f$ is $G$-preinvex on $K$, with respect to $\eta$.

Definition 6 (see [15]). Let $K$ be a nonempty invex (with respect to $\eta$) subset $\mathbb{R}^n$. A function $f : K \to R$ is said to be semistrictly $G$-preinvex at $u$ on $K$ if there exists a continuous real-valued increasing function $G : I_f(K) \to R$ such that for all $x \in K (f(x) \neq f(u))$ and $\lambda \in (0, 1),$

$$f (u + \lambda \eta (x, u)) < G^{-1} (\lambda G (f (x)) + (1 - \lambda) G (f (u))). \quad (6)$$

If (6) is satisfied for any $u \in K$, then $f$ is semistrictly $G$-preinvex on $K$ with respect to $\eta$.

Remark 7. In order to define an analogous class of semistrictly $G$-preinvex functions with respect to $\eta$, the direction of the inequality in Definition 6 should be changed to the opposite one.

Remark 8. Every semistrictly preinvex function [8, 9] is semistrictly $G$-preinvex with respect to the same function $\eta$, where $G : I_f(K) \to R$ is defined by $G(x) = x$.

In order to prove our main result, we need Condition C as follows.

Condition C (see [9]). The vector-valued function $\eta : X \times X \to \mathbb{R}$ is said to satisfy Condition C if for any $x, y \in X$, and $\lambda \in [0, 1],$

$$\eta (y, y + \lambda \eta (x, y)) = -\lambda \eta (x, y), \quad \eta (x, y + \lambda \eta (x, y)) = (1 - \lambda) \eta (x, y). \quad (7)$$

Example 9. Let

$$\eta (x, y) = \begin{cases} x - y, & \text{if } x \geq 0, \ y \geq 0, \\ x - y, & \text{if } x < 0, \ y < 0, \\ 5 - y, & \text{if } x > 0, \ y \leq 0, \\ 5 - y, & \text{if } x \leq 0, \ y > 0. \end{cases} \quad (8)$$

It can be verified that $\eta$ satisfies the Condition C.

3. Relationships with Semistrictly $G$-Preinvexity

In [15], Luo and Wu obtained a sufficient condition of $G$-preinvex functions under the condition of intermediate-point $G$-preinvexity. Now we investigate $G$-preinvex functions and semicontinuity without the condition of intermediate-point $G$-preinvexity.

Theorem 10. Let $K$ be a nonempty invex set with respect to $\eta$, where $\eta$ satisfies Condition C. Let $f : K \to R$ be lower semicontinuous and semistrictly $G$-preinvex for the same $\eta$ on $K$, and let $f (y + \eta (x, y)) \leq f (x)$ (for all $x \in K$). Then $f$ is $G$-preinvex function on $K$.
Proof. Let \( x, y \in K \). From the assumption of \( f(y + \eta(x, y)) \leq f(x) \), when \( \lambda = 0, 1 \), we can know that
\[
f(x + \lambda \eta(x, y)) \leq G^{-1}(\lambda G(f(x)) + (1 - \lambda) G(f(y)))
\] (9)
Then, there are two cases to be considered.

(i) If \( f(x) \neq f(y) \), then by the semistrict \( G \)-preinvexity of \( f \), we have the following:
\[
f(x + \lambda \eta(x, y)) < G^{-1}(\lambda G(f(x)) + (1 - \lambda) G(f(y))), \quad \forall \lambda \in (0, 1).
\] (10)
(ii) If \( f(x) = f(y) \), to show that \( f \) is a \( G \)-preinvex function, we need to show that
\[
f(x + \lambda \eta(x, y)) \leq G^{-1}(\lambda G(f(x)) + (1 - \lambda) G(f(y))) = f(x).
\] (11)
By contradiction, suppose that there exists an \( \alpha \in (0, 1) \) such that
\[
f(x + \alpha \eta(x, y)) > f(x).
\] (12)
Let \( z_\alpha = y + \alpha \eta(x, y) \). Since \( f \) is lower semicontinuous, there exists \( \beta : \alpha < \beta < 1 \), such that
\[
f(z_\beta) = f(y + \beta \eta(x, y)) > f(x) = f(y).
\] (13)
From Condition C,
\[
z_\beta = z_\alpha + \frac{\beta - \alpha}{1 - \alpha} \eta(x, z_\alpha).
\] (14)
By the semistrict \( G \)-preinvexity of \( f \) and (12), we have the following:
\[
f(z_\beta) = f\left(z_\alpha + \frac{\beta - \alpha}{1 - \alpha} \eta(x, z_\alpha)\right)
< G^{-1}\left(\frac{\beta - \alpha}{1 - \alpha} G(f(x)) + \left(1 - \frac{\beta - \alpha}{1 - \alpha}\right) G(f(z_\alpha))\right)
= G^{-1}\left(\frac{\beta - \alpha}{1 - \alpha} G(f(z_\alpha)) + \left(1 - \frac{\beta - \alpha}{1 - \alpha}\right) G(f(z_\alpha))\right)
= f(z_\alpha).
\] (15)
On the other hand, from Condition C, one can obtain the following:
\[
z_\alpha = z_\beta + \left(1 - \frac{\alpha}{\beta}\right) \eta(y, z_\beta).
\] (16)
According to (13) and the semistrictly \( G \)-preinvexity of \( f \), we have the following:
\[
f(z_\alpha)
= f\left(z_\beta + \left(1 - \frac{\alpha}{\beta}\right) \eta(y, z_\beta)\right)
< G^{-1}\left(\frac{\beta - \alpha}{1 - \alpha} G(f(y)) + \frac{\alpha}{\beta} G(f(z_\beta))\right)
\] (17)
which contradicts (15). This completes the proof. \( \square \)

Remark 11. In Theorem 10, we investigate \( G \)-preinvex functions and lower semicontinuity, and establish a new sufficient condition for \( G \)-preinvexity without the condition of intermediate-point \( G \)-preinvexity. Therefore, we also answer the open question (1) which proposed in [15] (“(1) investigate \( G \)-preinvex functions and semicontinuity” [15]).

Now, we give a new sufficient condition for semistrictly \( G \)-preinvexity.

Theorem 12. Let \( K \) be a nonempty invex set with respect to \( \eta \), where \( \eta \) satisfies Condition C. Let \( f : K \to R \) be a \( G \)-preinvex function for the same \( \eta \) on \( K \). Suppose that for any \( x, y \in K \) with \( f(x) \neq f(y) \), there exists an \( \alpha \in (0, 1) \) such that
\[
f(x + \alpha \eta(x, y)) < G^{-1}(\alpha G(f(x)) + (1 - \alpha) G(f(y))).
\] (18)
Then, \( f \) is semistrictly \( G \)-preinvex function on \( K \).

Proof. For any \( x, y \in K \) with \( f(x) \neq f(y) \) and \( \lambda \in (0, 1) \), by assumption, we have the following:
\[
f(x + \lambda \eta(x, y)) \leq G^{-1}(\lambda G(f(x)) + (1 - \lambda) G(f(y))).
\] (19)

(i) Let \( \lambda \leq \alpha \). From Condition C, we can obtain the following:
\[
y + \frac{\lambda}{\alpha} \eta(y + \alpha \eta(x, y), y)
= y + \frac{\lambda}{\alpha} \eta(y + \alpha \eta(x, y), y + \alpha \eta(x, y) - \alpha \eta(x, y))
= y + \frac{\lambda}{\alpha} \eta(y + \alpha \eta(x, y), y + \alpha \eta(x, y) + \eta(y, y + \alpha \eta(x, y)))
= y - \frac{\lambda}{\alpha} \eta(y, y + \alpha \eta(x, y))
= y + \lambda \eta(x, y).
\] (20)
Using (18) and the G-preinvexity of \( f \), we have the following:

\[
\begin{align*}
\integrate{f(y + \lambda \eta(x, y))} &= f\left[ y + \frac{\lambda}{\alpha} \eta(x, y) + \left(1 - \frac{\lambda}{1 - \alpha}\right) \eta(x, y + \alpha \eta(x, y), y) \right] \\
&\leq G^{-1}\left[ \frac{\lambda}{\alpha} G\left(f(y + \alpha \eta(x, y))\right) + \left(1 - \frac{\lambda}{1 - \alpha}\right) G(f(y)) \right] \\
&< G^{-1}\left[ \frac{\lambda}{\alpha} G\left(G^{-1}\left(\alpha G(f(x)) + (1 - \alpha) G(f(y))\right)\right) + \left(1 - \frac{\lambda}{1 - \alpha}\right) G(f(y)) \right] \\
&= G^{-1}\left(\alpha G(f(x)) + (1 - \lambda \alpha) G(f(y))\right).
\end{align*}
\]

(21)

(ii) Let \( \alpha < \lambda \); that is, \( 0 < \frac{1 - \lambda}{1 - \alpha} < 1 \).

(22)

From Condition C, we have the following:

\[
\begin{align*}
y + \lambda \eta(x, y) + \left(1 - \frac{\lambda}{1 - \alpha}\right) \eta(x, y + \alpha \eta(x, y)) &= y + \left[ \alpha + \left(1 - \frac{\lambda}{1 - \alpha}\right)(1 - \alpha) \right] \eta(x, y) \\
&= y + \lambda \eta(x, y).
\end{align*}
\]

(23)

According to (18) and the G-preinvexity of \( f \), we get the following:

\[
\begin{align*}
\integrate{f(y + \lambda \eta(x, y))} &= f\left[ y + \alpha \eta(x, y) + \left(1 - \frac{\lambda}{1 - \alpha}\right) \eta(x, y + \alpha \eta(x, y), y) \right] \\
&\leq G^{-1}\left[ \left(1 - \frac{\lambda}{1 - \alpha}\right) G\left(f(x)\right) \\
&+ \frac{1 - \lambda}{1 - \alpha} G\left(f(y + \alpha \eta(x, y))\right) \right] \\
&< G^{-1}\left[ \left(1 - \frac{\lambda}{1 - \alpha}\right) G\left(f(x)\right) \\
&+ \frac{1 - \lambda}{1 - \alpha} G\left(G^{-1}\left(\alpha G(f(x)) + (1 - \alpha) G(f(y))\right)\right) \right]
\end{align*}
\]

(24)

(21) and (24) imply that \( f \) is a semistrictly G-preinvex function on \( K \).

\[ \square \]

Remark 13. Theorem 12 extends and improves Theorem 1 in [15]. In Theorem 1 of [15], a uniform \( \alpha \in (0, 1) \) is needed; while in assumption (18) of Theorem 12, this condition has been weakened, where a uniform \( \alpha \in (0, 1) \) is not necessary. Moreover, our proof is also different from the corresponding result of [15].

The following example illustrates that assumption (18) in Theorem 12 is essential.

Example 14. Let

\[
f(x) = \ln\left(\frac{3}{2}|x| + \frac{7}{4}\right),
\]

\[
\eta(x, y) = \begin{cases} 
  x - y, & \text{if } x \geq 0, y \geq 0; \\
  x - y, & \text{if } x \leq 0, y \leq 0; \\
  -x - y, & \text{if } x > 0, y < 0; \\
  -x - y, & \text{if } x < 0, y > 0.
\end{cases}
\]

(25)

It is obvious that \( f \) is a G-preinvex function with respect to \( \eta \), where \( G(t) = e^t, K = R \).

However, from Definition 6, we can verify that \( f \) is a semistrictly G-preinvex function. The reason is that the assumption (18) is violated. Indeed, there exist \( x = 1/2, y = 4 \) (with \( f(x) \neq f(y) \)), for any \( \lambda \in (0, 1) \), we have the following:

\[
\begin{align*}
f(y + \lambda \eta(x, y)) &= f\left(4 - 7 \lambda \right) \\
&= \ln\left(\frac{3}{2}\left|4 - \frac{7}{2}\lambda\right| + \frac{7}{4}\right) \\
&= \ln\left(\frac{31}{4} - \frac{21}{4} \lambda\right) \\
&= G^{-1}\left(\frac{3}{2}\left(|x| + (1 - \lambda) |y|\right) + \frac{7}{4}\right)
\end{align*}
\]

(26)

Therefore, (18) is essential.

Lemma 15 (see [16]). Let \( K \) be a nonempty invex set with respect to \( \eta \). Suppose that \( f \) is a semistrictly \( G_1 \)-preinvex function with respect to \( \eta \) and \( G_2 \) is a continuous and strictly increasing function on \( I_1'(X) \). If \( g(t) = G_2G^{-1}_1 \) is convex on the image under \( G_1 \) of the range of \( f \), then \( f \) is also semistrictly \( G_2 \)-preinvex function with respect to the same \( \eta \) on \( K \).

Theorem 16. Let \( K \) be an invex set with respect to \( \eta \) and \( f : K \to R \) be a semistrictly G-preinvex function on \( K \). If \( G \) is
concave on $I_f(X)$, then $f$ is a preinvex function with respect to the same $\eta$ on $K$.

Proof. Let $y$ and $z$ be two points in $I_f(X)$. Because $G$ is concave on $I_f(X)$, the following inequality

$$G \left( \lambda y + (1 - \lambda) z \right) \geq \lambda G(y) + (1 - \lambda) G(z) \quad (27)$$

holds for any $\lambda \in [0, 1]$. Let $G(y) = x$ and $G(z) = u$. Then, for each pair of points $x$ and $u$ in image $G$ of $I_f(X)$, that is, $G^{-1}(x) = y$ and $G^{-1}(u) = z$, we have the following:

$$G \left( \lambda G^{-1}(x) + (1 - \lambda) G^{-1}(u) \right) \geq \lambda G \left( G^{-1}(x) \right) + (1 - \lambda) G \left( G^{-1}(u) \right) \quad (28)$$

$$= \lambda x + (1 - \lambda) u.$$

It follows from (28) and the increasing property of $G^{-1}$ that

$$G^{-1} \left( \lambda G^{-1}(x) + (1 - \lambda) G^{-1}(u) \right) \geq G^{-1} \left( \lambda G \left( G^{-1}(x) \right) + (1 - \lambda) G \left( G^{-1}(u) \right) \right) \quad (29)$$

$$= G^{-1} \left( \lambda x + (1 - \lambda) u \right).$$

Thus,

$$\lambda G^{-1}(x) + (1 - \lambda) G^{-1}(u) \geq \lambda x + (1 - \lambda) u. \quad (30)$$

This means that $G^{-1}$ is convex. Letting $G_1 = G, G_2(t) = t$, then $G_1(t) = G_2 G_1^{-1}(t)$ is convex. Hence, by virtue of Lemma 15, $f$ is a semistrictly $G_1^{-1}$-preinvex function with respect to $\eta$. Because $G_2(t) = t$ is identity function, $f$ is a preinvex function with respect to the same $\eta$ on $K$. \hfill $\square$

From Theorem 16 and Definitions 2-4, we can obtain the following Corollary easily.

Corollary 17. Let $K$ be an invex set with respect to $\eta$ and $f : K \rightarrow R$ is a semistrictly $G^{-1}$-preinvex function on $K$. If $G$ is concave on $I_f(X)$ then $f$ be a prequasi-invex function with respect to the same $\eta$ on $K$.

4. Semistrictly $G$-Preinvexity and Optimality

In order to solve the open question (3) proposed in [15] (see, the part of Introduction), in this section, we consider nonlinear programming problems with constraint and obtain two optimality results under semistrictly $G$-preinvexity.

We consider the following nonlinear programming Problem (P) with inequality constraint:

$$\min f(x) \quad (P)$$

$$g_i(x) \leq 0, \quad i \in J = 1, \ldots, m, \quad (31)$$

where $f : K \rightarrow R, g_i : K \rightarrow R, i \in J$, and $K$ is a nonempty subset of $R^n$. We denote the set of all feasible solutions in (P) by the following:

$$D = \{ x \in K : g_i(x) \leq 0, i \in J \}. \quad (32)$$

**Theorem 18.** Suppose the set of all feasible solutions $D$ of problem (P) is an invex set with respect to $\eta$, and $D$ at least contains two points with nonempty interior. Let $f$ be a nonconstant semistrictly $G$-preinvex function with respect to $\eta$ on $D$. Then no interior of $D$ is an optimal solution of (P), or equivalently, any optimal solution $\overline{x}$ in problem (P), if exists, must be a boundary point of $D$.

Proof. If problem (P) has no solution the theorem is trivially true. Let $\overline{x}$ be an optimal solution in problem (P). By assumption, $f$ is a nonconstant on $D$. Then, there exists a feasible point $x^* \in D$ such that

$$f(x^*) > f(\overline{x}). \quad (33)$$

Let $z (z \neq x^*)$ be an interior point of $D$. By assumption, $D$ is an invex set with respect to $\eta$. It follows from the definition of invex set $D$ that there exists $y \in D$ such that for some $\lambda \in (0, 1)$,

$$z = x^* + \lambda \eta(y, x^*). \quad (34)$$

By assumption, $f$ is semistrictly $G$-preinvex with respect to $\eta$ on $D$. Then, we have the following:

$$f(z) = f \left( x^* + \lambda \eta(y, x^*) \right)$$

$$> G^{-1} \left( \lambda G \left( f(y) \right) + (1 - \lambda) G \left( f(x^*) \right) \right)$$

$$> G^{-1} \left( \lambda G \left( f(\overline{x}) \right) + (1 - \lambda) G \left( f(\overline{x}) \right) \right) = f(\overline{x}), \quad (35)$$

where $z$ is an interior point of $D$.

From the inequality above, we conclude that no interior of $D$ is an optimal solution of (P), that is, any optimal solution $\overline{x}$ in problem (P), if exists, must be a boundary point of $D$. This completes the proof. \hfill $\square$

**Theorem 19.** Let $\overline{x} \in D$ be local optimal in problem (P). Moreover, we assume that $f$ is semistrictly $G$-preinvex with respect to $\eta$ at $\overline{x}$ on $D$ and the constraint functions $g_i, i \in J$, are $G$-preinvex with respect to $\eta$ at $\overline{x}$ on $D$. Then $\overline{x}$ is a global optimal solution in problem (P).

Proof. Assume that $\overline{x} \in K$ is a local optimal solution in (P). Hence, there is a neighborhood $N_r(\overline{x})$ around $\overline{x}$ such that

$$f(\overline{x}) \leq f(x), \quad \forall x \in K \cap N_r(\overline{x}). \quad (36)$$

Suppose to the contrary, $\overline{x}$ is not a global minimum in (P), there exists an $x^* \in D$ such that

$$f(x^*) < f(\overline{x}). \quad (37)$$

By assumption, the constraint functions $g_i, i \in J$, are $G$-preinvex with respect to the same $\eta$ at $\overline{x}$ on $D$. By using Definition 5 together with $x^*, \overline{x} \in D$, then for all $i \in J$ and any $\lambda \in [0, 1]$, we have the following:

$$g_i(\overline{x} + \lambda \eta(x^*, \overline{x})) \leq G_i^{-1} \left( \lambda G_i(g_i(x^*)) + (1 - \lambda) G_i(g_i(\overline{x})) \right)$$

$$\leq G_i^{-1} \left( \lambda G_i(0) + (1 - \lambda) G_i(0) \right) = 0. \quad (38)$$
Thus, for all \( i \in J \) and any \( \lambda \in [0,1] \),
\[
\bar{x} + \lambda \eta(x^*, \bar{x}) \in D.
\]
(39)

By assumption, \( f \) is semistrictly \( G \)-preinvex with respect to the same \( \eta \) at \( \bar{x} \) on \( D \). Therefore, by Definition 6, we have the following:
\[
f(\bar{x} + \lambda \eta(x^*, \bar{x})) < G^{-1}(\lambda G(f(x^*)) + (1 - \lambda) G(f(\bar{x}))), \quad \forall \lambda \in (0,1).
\]
(40)

From (37) and (40), we have the following:
\[
f(\bar{x} + \lambda \eta(x^*, \bar{x})) < G^{-1}(\lambda G(f(\bar{x})) + (1 - \lambda) G(f(\bar{x})))
= f(\bar{x}), \quad \forall \lambda \in (0,1).
\]
(41)

For a sufficiently small \( \lambda > 0 \), it follows that
\[
\bar{x} + \lambda \eta(x^*, \bar{x}) \in K \cap N_{\epsilon}(\bar{x}),
\]
which contradicts that \( \bar{x} \) is local optimal in problem (P). This completes the proof.

Now, we give an example to illustrate Theorem 19.

Example 20. Let \( f : K \to R \) be defined as follows:
\[
f(x) = \begin{cases} 
\ln(5 - 4|x|), & \text{if } |x| \leq 1, \\
0, & \text{if } |x| > 1,
\end{cases}
\]
(43)

and let
\[
g_i(x) = 3x - 1, \quad i \in J = 1, \ldots, m,
\]
\[
\eta(x, y) = \begin{cases} 
3 - y, & \text{if } x > 1, \ 0 \leq y < 1, \\
& \text{or } x < -1, \ -1 < y \leq 0; \\
4 - y, & \text{if } y \geq 1, \ 0 < y < 1; \\
1, & \text{if } x > 1, \ 0 < x < 1; \\
x - y, & \text{if } 0 \leq x \leq 1, \ -1 < y \leq 0; \\
x - y, & \text{if } 0 \leq x < 1, \ 0 < y < 1; \\
x - y, & \text{if } 0 \leq x < 1, \ y = 1; \\
-6x - y, & \text{if } 0 \leq x < 1, \ y > 1; \\
1 - y, & \text{if } |x| \geq 1, \ |y| \geq 1; \\
y - x - 2, & \text{if } x > 1, \ 1 < y < 0; \\
y - x, & \text{if } x > 1, \ -1 < y < 0; \\
y - x, & \text{or } y > 1, \ -1 < x < 0; \\
y - x, & \text{if } y < 1, \ 0 < x < 1; \\
y - x, & \text{if } y < 1, \ 0 < x < 1; \\
y - x, & \text{if } y < 1, \ 0 < x < 1; \\
-5 - \frac{1}{2}y, & \text{if } |x| < 1, \ -1 \leq y \leq 0; \\
-4x + \frac{3}{2}y, & \text{if } x = 1, \ 0 < y < 1; \\
3x + \frac{3}{2}y, & \text{if } x = -1, \ 0 < y < 1; \\
- \frac{y}{2} - x - \frac{15}{2}, & \text{if } -1 < x < 0, \ 0 < y \leq 1; \\
\end{cases}
\]
(44)

From Definitions 5-6, we can get that \( f \) is semistrictly \( G \)-preinvex with respect to \( \eta \) and the constraint functions \( g_i, i \in J \) are \( G \)-preinvex with respect to \( \eta \), respectively, where \( G(t) = e^t, K = R \). Obviously, \( \bar{x} = -1 \) is a local optimal solution of (P). Then, all the conditions in Theorem 19 are satisfied. By virtue of Theorem 19, \( \bar{x} = -1 \) is a global optimal solution in problem (P).
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