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1. Introduction

Consider a two-dimensional analytic real differential system of the form

\[ \dot{x} = F(x, y), \quad \dot{y} = G(x, y), \] (1)

where we suppose there is a nondegenerate center at the origin \(O\). Let \(L(h)\) denote the orbit passing through the point \((h, 0)\) with \(h > 0\) of (1) and \(T(h)\) denote its period. As we all know, the isolated zeros of derivative of \(T(h)\) are named critical periods. An interesting problem is to investigate the number of the critical periods. This is an important problem in the research of period functions and a lot of results have been obtained for polynomial differential systems, for example, monotonicity [1–8], finiteness of critical periods [9, 10] and isochronicity [11–13], and local bifurcation of critical periods [14]. The number of critical periods was also discussed in [15–20] for perturbations of isochronous vector fields.

Recently, the authors in [18] studied the following system:

\[ \begin{align*}
\dot{x} &= -y + F_n(x, y) + \varepsilon \sum_{i=2}^{m} \bar{P}_i(x, y), \\
\dot{y} &= x + K_n(x, y) + \varepsilon \sum_{i=2}^{m} \bar{Q}_i(x, y),
\end{align*} \] (2)

where \(n, m \geq 2, 0 < \varepsilon \ll 1\),

\[ F_n(x, y) = \sum_{j=1}^{[n/2]} a_{n-2j+1} x^{n-2j+1} y^{2j-1}, \]

\[ K_n(x, y) = \sum_{j=1}^{[n/2]} a_{n-2j+1} x^{n-2j} y^{2j}, \]

\[ \bar{P}_i(x, y) = \sum_{j=1}^{[i(1)/2]} b_{i-2j+1} x^{i-2j+1} y^{2j-1}, \]

\[ \bar{Q}_i(x, y) = \sum_{j=1}^{[(i+2)/2]} c_{i+2-2j} x^{i+2-2j} y^{2j-2}. \]

Under the conditions above, system (2) is time-reversible and hence has a center at the origin.

As shown in [15–20], for \(0 < \varepsilon \ll 1\), the period function \(\bar{T}(h, \varepsilon)\) of system (2) can be written as

\[ \bar{T}(h, \varepsilon) = T_0 + \sum_{i=1}^{\infty} \bar{T}_i(h) \varepsilon^i, \] (4)

where \(T_0\) is a positive constant. The authors [18] gave expressions of \(\bar{T}_1(h)\) and \(\bar{T}_2(h)\). It is also proved in [18] that one critical period can appear for the case \(n = m = 2\) and two critical periods can be found for the case \(n = m = 3\).
In this paper, we consider the following system:

\[
\begin{align*}
\dot{x} &= -y + \left[ F_n(x, y) + \lambda \bar{F}_l(x, y) \right] + \varepsilon \left[ Q_m(x, y) + \lambda \bar{Q}_k(x, y) \right], \\
\dot{y} &= x + \left[ K_n(x, y) + \lambda \bar{K}_l(x, y) \right] + \varepsilon \left[ P_m(x, y) + \lambda \bar{P}_k(x, y) \right],
\end{align*}
\]  

(5)

where

\[
\begin{align*}
F_n(x, y) &= \sum_{j=1}^{[n/2]} a_{n-2j-1} x^{n-2j-1} y^{-j-1}, \\
\bar{F}_l(x, y) &= \sum_{j=1}^{[l/2]} \bar{a}_{l-2j-1} x^{l-2j-1} y^{2j-1}, \\
P_m(x, y) &= \sum_{j=1}^{[m+1]/2} \bar{b}_{l-2j-1} x^{l-2j-1} y^{2j-1}, \\
\bar{P}_k(x, y) &= \sum_{j=1}^{[k+1]/2} \bar{c}_{l+2j-2} x^{l+2j-2} y^{2j-2}, \\
K_n(x, y) &= \sum_{j=1}^{[n/2]} a_{n-2j-1} x^{n-2j-1} y^{2j}, \\
\bar{K}_l(x, y) &= \sum_{j=1}^{[l/2]} \bar{a}_{l-2j-1} x^{l-2j-1} y^{2j}, \\
Q_m(x, y) &= \sum_{j=1}^{[m+1]/2} \bar{c}_{l+2j-2} x^{l+2j-2} y^{2j-2}, \\
\bar{Q}_k(x, y) &= \sum_{j=1}^{[k+1]/2} \bar{c}_{l+2j-2} x^{l+2j-2} y^{2j-2},
\end{align*}
\]

(6)

and since (5) becomes (2) as \( \lambda = 0 \), we have \( T(h, \varepsilon, 0) = \bar{T}(h, \varepsilon) \).

Next section, we give some preliminary lemmas.

2. Preliminary Lemmas

In this section, we cite some results obtained in [18].

**Lemma 1** (see [18]). For system (5),

\[
T_1(h, 0) = T_{10}(h)
\]

\[
= -\int_{0}^{\infty} \int_{0}^{\infty} \left( \frac{h^i S_i(\theta)}{(1 + (1 - n) h^{n-1}) \int_{0}^{\delta} G_0(\alpha) d\alpha} \right)^{(n-1)/2} d\theta, d\delta,
\]

(10)

\[
T_2(h, 0) = T_{20}(h)
\]

\[
= \int_{0}^{2\pi} \left( \sum_{i=1}^{m-1} r_0^i(\theta, h) S_i(\theta) \right)^2 d\theta,
\]

(11)

where

\[
r_0(\theta, h) = \left[ h^{1-n} + (1-n) \int_{0}^{\delta} G_0(\alpha) d\alpha \right]^{1/(1-n)}, \quad (12)
\]

\[
G_0(\theta) = \sum_{j=0}^{[n/2]} a_{n+2j-2} \cos^{n-2j-1} \theta \sin^{2j-1} \theta, \quad (13)
\]

\[
S_i(\theta) = \begin{cases} 
\sum_{j=0}^{[(i+1)/2]} (g_{i+2j-2} - b_{i+2j-2}) & i \text{ even}, \\
\sum_{j=0}^{[(i+1)/2]} (g_{i+2j-2} - b_{i+2j-2}) & i \text{ odd}, 
\end{cases}
\]

(14)

\[
r_1(\theta, h) = \int_{0}^{\delta} \left( \sum_{i=1}^{m-1} r_0^i(\alpha, h) G_i(\alpha) - G_0(\alpha) \right) \times \int_{0}^{\delta} r_0^{i+1}(\beta, h) G_i(\beta) d\beta d\alpha,
\]

(15)
moreover, if \(n\) is odd, \(S_0(\theta) \equiv 0\), and

\[
T_1 (h, 0) = \sum_{k=1}^{\lfloor (n-1)/2 \rfloor} \int_0^{2\pi} h^{2k} S_{2k} (\theta) \left( 1 + (1 - n) h^{n-1} \right)^k \, d\theta.
\]

(16)

**Lemma 2** (see [18]). Let \(n = m = 2\) and \(\lambda = 0\) in (5). Then

\[
T_1 (h, 0) = \left( D_{02} - 3D_{20} \right) \pi + \frac{2}{h^2} \left( D_{02} - D_{20} \right) \pi + \frac{4}{h} \left( D_{20} - D_{02} \right) \pi + \frac{2}{h^2} \frac{D_{20} h^2 + 2 \left( D_{02} - D_{20} \right) h + D_{20} - D_{02} \pi}{h^2 \sqrt{1 - 2h}}.
\]

(17)

where \(h \in (0, 1/2)\) and \(D_{ij}\) are constants depending on the coefficients appearing in \(F_n, K_m, P_m,\) and \(Q_m\). Furthermore, for sufficiently small \(\varepsilon\),

(i) the center \(O\) preserves the isochronicity when \(D_{20} = -D_{02} = 0\); period function \(T(h, \varepsilon, 0)\) is increasing (resp., decreasing) for \(h \in (0, 1/2)\) when \(D_{20} = 0\) and \(D_{02} > 0\) (resp., < 0);

(ii) there is at most one critical period in \((0, 1/2)\) when \(D_{20} \neq 0\). Moreover, there is exactly one critical period in \((0, 1/2)\) if and only if

\[
r_* := \frac{D_{20}}{D_{02}} < -3.
\]

(18)

**Lemma 3** (see [18]). Let \(n = m = 3\) and \(\lambda = 0\) in (5). Then

\[
T_1 (h, 0) = \frac{1 - \sqrt{1 - h^2}}{(1 + \sqrt{1 - h^2}) \sqrt{1 - h^2}} \pi \times \left[ 2B_{03} - 2D_{30} + (B_{03} + B_{21} - D_{12} - D_{30}) \right] \times \sqrt{1 - h^2 + 2D_{30}h^2}.
\]

(19)

where \(h \in (0, 1)\) and \(B_{ij}, D_{ij}\) are constants depending on the coefficients appearing in \(F_n, K_m, P_m,\) and \(Q_m\). Furthermore, for sufficiently small \(\varepsilon\), one has the following results.

(i) The center \(O\) preserves the isochronicity when

\[
D_{20} = B_{11} - D_{02} = 0,
\]

\[
D_{30} = B_{03} = B_{21} - D_{12} = 0.
\]

(20)

(ii) If (20) do not hold, there are at most two critical periods in \((0, 1)\) and the maximum is achievable.

### 3. Main Results

As in [18], one can make the polar coordinates

\[
x = r \cos(\theta),
\]

\[
y = r \sin(\theta),
\]

so that system (5) becomes

\[
\dot{r} = r^2 G_0 (\theta) + \lambda r^3 \overline{C}_0 (\theta)
\]

\[
+ \varepsilon \left[ \sum_{i=1}^{n-1} r^{i+1} G_i (\theta) + \sum_{i=1}^{k-1} \lambda r^{i+1} \overline{S}_i (\theta) \right],
\]

(21)

\[
\dot{\theta} = 1 + \varepsilon \left[ \sum_{i=1}^{m-1} r^{i+1} \overline{S}_i (\theta) + \sum_{i=1}^{k-1} \lambda r^{i+1} \overline{S}_i (\theta) \right],
\]

where \(G_0(\theta)\) and \(S_i(\theta)\) are given by (13) and (14),

\[
\overline{C}_0 (\theta) = \sum_{j=1}^{\lfloor l/2 \rfloor} a_{2j-1,2j-1} \cos^{l-2j} (\theta) \sin^{2j-1} (\theta),
\]

(22)

\[
\overline{G}_i (\theta) = \sum_{j=1}^{\lfloor l/2 \rfloor} \left( b_{i+1-2j,2j-1} + c_{i+1-2j,2j-1} \right) \times \cos^{l+3-2j} (\theta) \sin^{2j-1} (\theta), \quad i \text{ even},
\]

(23)

\[
\overline{G}_i (\theta) = \sum_{j=1}^{\lfloor l+1/2 \rfloor} \left( b_{i+1-2j,2j-1} + c_{i+1-2j,2j-1} \right) \times \cos^{l+3-2j} (\theta) \sin^{2j-1} (\theta)
\]

\[
+ c_{i+1} \sin^{l+2} (\theta), \quad i \text{ odd},
\]

(24)

\[
\overline{S}_i (\theta) = \sum_{j=0}^{\lfloor l+1/2 \rfloor} \left( c_{i+1-2j,2j-1} - b_{i+1-2j,2j-1} \right) \times \cos^{l+2j} (\theta) \sin^{2j} (\theta)
\]

\[
- c_{i+1} \sin^{l+2} (\theta), \quad i \text{ even},
\]

(25)

\[
\overline{S}_i (\theta) = \sum_{j=0}^{\lfloor l+1/2 \rfloor} \left( c_{i+1-2j,2j-1} - b_{i+1-2j,2j-1} \right) \times \cos^{l+2j} (\theta) \sin^{2j} (\theta), \quad i \text{ odd}.
\]

Obviously, \(\dot{\theta} \equiv 1\) when \(\varepsilon = 0\), which implies that the unperturbed system (5) \(|_{\varepsilon=0}\) has an isochronous center at \(O\) which is called a rigidly or uniformly isochronous center. We have the following fundamental result.
Theorem 4. Let (8) and (9) hold. Then, for system (5), one has

\[ T_{11}(h) = \sum_{i=1}^{m-1} r_{00}^i \rho^{i-1}(\theta, h) r_{01}(\theta, h) S_i(\theta) d\theta \]

\[ + \sum_{i=1}^{k-1} \int_0^{2\pi} r_{00}^i(\theta, h) \overline{S}_i(\theta) d\theta, \]

where

\[ r_{00}(\theta, h) = \frac{h}{1 + (1-n) h^{n-1} \int_0^1 G_0(\alpha) d\alpha}^{1/(n-1)}, \]

\[ r_{01}(\theta, h) = \int_0^1 r_{00}(\alpha, h) C_0(\alpha) \cdot \exp \left[ \int_0^\theta n r_{00}^{-1}(\beta, h) G_0(\beta) d\beta \right] d\alpha. \]

Proof. We follow the idea of proving Lemma 1 which is Theorem 2.1 given in [18].

From (21), we have

\[ \frac{d}{d\theta} \left( r^n G_0(\theta) + \lambda r^l C_0(\theta) \right) + \varepsilon \left( \sum_{i=1}^{m-1} r^{i+1} G_i(\theta) + \lambda \sum_{i=1}^{k-1} r^{i+1} C_i(\theta) \right) \]

\[ \times \left( 1 + \varepsilon \left( \sum_{i=1}^{m-1} r^i S_i(\theta) + \lambda \sum_{i=1}^{k-1} r^i \overline{S}_i(\theta) \right) \right)^{-1}. \]

Let \( r(\theta, \varepsilon, \lambda, h) \) be the solution of the above equation satisfying the initial condition \( r(\theta, \varepsilon, \lambda, h) = h \). It can be written as a series of \( \varepsilon \)

\[ r(\theta, \varepsilon, \lambda, h) = \sum_{i=0}^{+\infty} r_i(\theta, \lambda, h) \varepsilon^i, \]

where \( r_0(0, \lambda, h) = h, r_i(0, \lambda, h) = 0, i \geq 1 \).

Substituting (30) into differential equation (29) and comparing the coefficients of \( \varepsilon^0 \), we have

\[ \frac{dr_0}{d\theta}(\theta, \lambda, h) = r_0^0(\theta, \lambda, h) G_0(\theta) + \lambda r_0^l(\theta, \lambda, h) C_0(\theta). \]

We can write \( r_0(\theta, \lambda, h) = r_{00}(\theta, h) + r_{01}(\theta, h) \lambda + \cdots \), where \( r_{00}(0, h) = h, r_{0i}(0, h) = 0, i \geq 1 \). Then, substituting \( r_i(\theta, \lambda, h) \) into (31), then comparing the coefficients of \( \lambda^0 \) and \( \lambda \), we can obtain

\[ \frac{dr_{00}}{d\theta}(\theta, h) = r_{00}^0(\theta, h) G_0(\theta), \]

\[ \frac{dr_{01}}{d\theta}(\theta, h) = n r_{00}^{-1}(\theta, h) r_{01}(\theta, h) G_0(\theta) + r_{00}^l(\theta, h) C_0(\theta). \]

Solving the above ODEs associated with the initial values \( r_{00}(0, h) = h \) and \( r_{01}(0, h) = 0 \), we can get (27) and (28). By (21) we have

\[ T(h, \varepsilon, \lambda) = \int_0^{2\pi} \frac{1}{\theta} d\theta \]

\[ = \int_0^{2\pi} \frac{d\theta}{1 + \varepsilon \left( \sum_{i=1}^{m-1} r_i^0(\theta, \lambda, h) S_i(\theta) + \lambda \sum_{i=1}^{k-1} r_i^0(\theta, \lambda, h) \overline{S}_i(\theta) \right)} \]

\[ + O(\varepsilon^2). \]

Therefore,

\[ T_{11}(h, \lambda) = - \int_0^{2\pi} \left[ \sum_{i=1}^{m-1} r_i^0(\theta, \lambda, h) S_i(\theta) + \lambda \sum_{i=1}^{k-1} r_i^0(\theta, \lambda, h) \overline{S}_i(\theta) \right] d\theta \]

\[ = - \sum_{i=1}^{m-1} \int_0^{2\pi} r_i^0(\theta, h) S_i(\theta) d\theta \]

\[ - \sum_{i=1}^{m-1} \int_0^{2\pi} i r_i^0(\theta, h) r_0(\theta, h) S_i(\theta) d\theta \]

\[ + \sum_{i=1}^{k-1} \int_0^{2\pi} r_i^0(\theta, h) \overline{S}_i(\theta) d\theta \lambda \]

\[ + O(\lambda^2). \]

It implies that

\[ T_{10}(h) = - \sum_{i=1}^{m-1} \int_0^{2\pi} r_i^0(\theta, h) S_i(\theta) d\theta, \]

\[ T_{11}(h) = - \sum_{i=1}^{m-1} \int_0^{2\pi} i r_i^0(\theta, h) r_0(\theta, h) S_i(\theta) d\theta \]

\[ + \sum_{i=1}^{k-1} \int_0^{2\pi} r_i^0(\theta, h) \overline{S}_i(\theta) d\theta \lambda \]

Thus, (26) is proved. This ends the proof of Theorem 4. □

With the same method as for \( r_{01}(\theta, h) \), we can compute \( r_{0i}(\theta, h) \) for \( i \geq 2 \) and give an expression of \( T_{1i}(h) \) for \( i \geq 2 \) from the proof of Theorem 4, which are omitted here.

Define

\[ M_0(h) = \frac{dT_{10}(h)}{dh}, \quad M_1(h) = \frac{dT_{11}(h)}{dh}. \]

Another fundamental result is as follows.
**Theorem 5.** Let \(T(h, \varepsilon, \lambda)\) be defined as before with \(h \in (0, K)\). Then for \(0 < |\varepsilon| \ll |\lambda| \ll 1\), one has the following.

(i) The period function \(T(h, \varepsilon, \lambda)\) of system (5) is increasing (resp., decreasing) in \(h \in (0, K)\) if \(M_0(h) > 0\) (resp., < 0) for all \(h \in (0, K)\).

(ii) If \(M_0(h)\) is not identically zero, the number of critical periods of \(T(h, \varepsilon, \lambda)\) in \((0, K)\) is not more than the number of zeros (take the multiplicity into consideration) of \(M_0(h)\) in \((0, K)\). And there are exactly \(k\) critical periods if \(M_0(h)\) has exactly \(k\) simple positive zeros.

(iii) If \(M_0(h) \equiv 0\), the number of critical periods of \(T(h, \varepsilon, \lambda)\) in \((0, K)\) is not larger than the number of zeros of \(M_1(h)\) in \((0, K)\). And \(k\) critical periods can appear if \(M_1(h)\) has simple zeros. Similarly, the period function \(T(h, \varepsilon, \lambda)\) of (5) is increasing (resp., decreasing) in \(h \in (0, K)\) if \(M_1(h) > 0\) (resp., < 0).

**Proof.** From (8) and (9)

\[
\frac{\partial T(h, \varepsilon, \lambda)}{\partial h} = \sum_{j=1}^{\infty} \frac{\partial T_j(h, \lambda)}{\partial h} \varepsilon^j = e \Gamma(h, \varepsilon, \lambda),
\]

\[
\Gamma(h, \varepsilon, \lambda) = \frac{\partial T_1(h, \lambda)}{\partial h} + \sum_{j=2}^{\infty} \frac{\partial T_{j+1}(h, \lambda)}{\partial h} \varepsilon^j,
\]

\[
\frac{\partial T_1(h, \lambda)}{\partial h} = \frac{\sum_{i=0}^{\infty} dT_{i+1}(h)}{\partial h} \lambda^i = M_0(h) + \sum_{i=1}^{\infty} \frac{dM_i(h)}{\partial h} \lambda^i = \Gamma_1(h, \lambda).
\]

If \(M_0(h) > 0, h \in (0, K)\), then there exists a \(\lambda_0\) such that for \(0 < |\lambda| < \lambda_0\), \(\Gamma_1(h, \lambda)/\partial h\) has the same sign with \(dT_{i0}(h)/\partial h\). For \(0 < \varepsilon < \lambda\), the sign of the function \(\partial T(h, \varepsilon, \lambda)/\partial h\) is the same as \(\Gamma_1(h, \lambda)/\partial h\). Then the conclusion (i) is proved.

Further, suppose that \(h_1, h_2, \ldots, h_k\) are the \(k\) zeros of \(M_0(h)\) with the multiplicity \(m_1, m_2, \ldots, m_k\), respectively. We only need to prove that the number of critical periods of \(T(h, \varepsilon, \lambda)\) is less than or equal to \(\sum_{j=1}^{k} m_j\). For the purpose, it suffices to prove that \(\partial T(h, \varepsilon, \lambda)/\partial h\) has at most \(\sum_{j=1}^{k} m_j\) roots. Thus, only we need to prove that \(\partial T(h, \varepsilon, \lambda)/\partial h\) has at most \(m_j\) zeros near \(h_j, j = 1, 2, \ldots, k\). At first, we prove that \(\partial T_j(h, \lambda)/\partial h\) has at most \(m_j\) zeros near \(h_j\) for \(\lambda\) small. If it is not the case, then \(\partial T_j(h, \lambda)/\partial h\) has at least \(m_j + 1\) zeros near \(h_j\); that is, there exists \(\lambda_n \to 0\) such that \(\partial T_j(h, \lambda_n)/\partial h\) has at least \(m_j + 1\) zeros \(h_{jn} (i = 1, 2, \ldots, m_j + 1)\) near \(h_j\), where \(h_j \to h_j (n \to \infty)\). By Rolle theorem, \(\partial T_j(h, \lambda_n)/\partial \lambda^{2}\) has at least \(m_j\) zeros near \(h_j, \ldots,\) and \(\partial^{m_j+1} T_j(h, \lambda_n)/\partial \lambda^{m_j+1}\) has at least one zero \(h^{*}_{jn}\) near \(h_j\). Thus, \(\partial^{m_j+1} T_j(h, \lambda_n)/\partial \lambda^{m_j+1} = 0\). Letting \(n \to \infty\), we have \(\partial^{m_j+1} T_j(h, 0)/\partial \lambda^{m_j+1} = \partial^{m_j+1} M_0(h_j)/\partial \lambda^{m_j+1} = 0\). This is a contradiction. Thus, \(\partial T_j(h, \lambda)/\partial h\) has at most \(m_j\) zeros near \(h_j\). Using the same method, for sufficiently small \(\varepsilon, \Gamma(h, \varepsilon, \lambda)\) or \(\partial T/\partial h\) has at most \(m_j\) zeros near \(h_j\). Thus, \(T(h, \varepsilon, \lambda)\) has at most \(m_j\) critical periods for each \(h_j\). Thus, we have proved the first part of (ii).

For the second part of (ii), assume that \(h_1, h_2, \ldots, h_k\) are the \(k\) simple zeros of \(M_0(h)\); that is, \(M_0(h_j) = 0\) and \(M_0(h_j) \neq 0, j = 1, 2, \ldots, k\). Then

\[
\Gamma_1(h, 0) = \frac{\partial T_1(h, \lambda)}{\partial h} \bigg|_{(h, \lambda) = (h_1, 0)} = 0,
\]

\[
\frac{\partial \Gamma_1(h, \lambda)}{\partial h} \bigg|_{(h, \lambda) = (h_1, 0)} = \frac{\partial^2 T_1(h, \lambda)}{\partial h^2} \bigg|_{(h, \lambda) = (h_1, 0)} \neq 0.
\]

By the Implicit Function Theorem, there is a unique function \(h_j(\lambda)\) such that \(\Gamma_1(h_j(\lambda), \lambda) = 0\) and \(h_j(0) = h_j, j = 1, 2, \ldots, k\). Therefore \(h_1(\lambda), h_2(\lambda), \ldots, h_k(\lambda)\) are \(k\) simple zeros of \(\partial T_1(h, \lambda)/\partial h\). By the same method, there is a unique function \(h_1^*(\varepsilon, \lambda, \varepsilon)\) such that \(\Gamma(h_1^*(\varepsilon, \lambda, \varepsilon), \lambda) = 0, h_1^*(0, \lambda) = h_1(\lambda)\). The second part of (ii) is proved.

When \(M_0 \equiv 0\), then

\[
\frac{\partial T_1(h, \lambda)}{\partial h} = \Gamma_1(h, \lambda) = \frac{\sum_{i=1}^{\infty} dT_{i1}(h)}{\partial h} \lambda^i = \frac{dT_{i1}(h)}{\partial h} + \sum_{i=2}^{\infty} \frac{dT_{i1}(h)}{\partial h} \lambda^i,
\]

\[
\frac{\partial T_{i1}(h, \lambda)}{\partial h} = \lambda \Gamma_1(h, \lambda),
\]

\[
\frac{\partial \Gamma_1(h, \lambda)}{\partial h} = M_1(h) + \sum_{i=1}^{\infty} \frac{\partial T_{i1+1}(h)}{\partial h} \lambda^i.
\]

Then, we can prove conclusion (iii) in the same way as proving conclusion (ii). The proof is completed.

\[\square\]

### 4. Application

In this section, we apply Theorems 4 and 5 to the cases \(n = m = 2, l = k = 3; n = m = 3, l = k = 4\), and \(n = l = 2, m = k = 3\), respectively.

**Case I** \((n = m = 2, l = k = 3)\). In this case, system (5) becomes

\[
\dot{x} = -y + a_{11}xy + \lambda \bar{a}_{21}x^2y + \varepsilon \left[b_{11}xy + \lambda (\bar{b}_{21}x^2y + \bar{b}_{30}y^2)\right],
\]

\[
\dot{y} = x + a_{11}y^2 + \lambda \bar{a}_{21}x^2y + \varepsilon \left[c_{20}x^2 + c_{30}y^2 + \lambda (\bar{c}_{30}x^2 + \bar{c}_{32}y^2)\right],
\]

where \(a_{11} \neq 0\). For system (40), \(O\) is a center because of the symmetry.

We only need to consider the case of \(a_{11} > 0\) in (40); otherwise, we can use the transformation \(x \to -x, y \to -y\) to change (40) into the same form with opposite signs to
the coefficients. Further, suppose \( a_{11} = 1 \), otherwise, system (40) can be simplified as the form of system (41) by the transformation \( u = a_{11} x \), \( v = a_{11} y \). In this case, system (40) becomes

\[
\begin{align*}
\dot{x} &= -y + xy + \lambda b_{21} x^2 y \\
&\quad + \epsilon \left[ b_{11} xy + \lambda \left( \bar{b}_{11} xy + \bar{b}_{21} x^2 y + \bar{b}_{03} y^3 \right) \right], \\
\dot{y} &= x + y^2 + \lambda \bar{a}_{21} x y^2 \\
&\quad + \epsilon \left[ c_{20} x^2 + c_{02} y^2 \\
&\quad + \lambda \left( \bar{c}_{20} x^2 + \bar{c}_{02} y^2 + \bar{c}_{30} x^3 + \bar{c}_{12} x y^3 \right) \right].
\end{align*}
\]

(41)

It is easy to conclude that system (41) \( |\epsilon = 0 \) has a first integral of the form

\[
H(x, y) = \frac{2(1 + \lambda a_{11}) x + (1 + \lambda a_{11}) y^2 - 1}{(1 + \lambda a_{11})^2 \left[ 1 - (1 + \lambda a_{11}) x \right]^2},
\]

(42)

Theorem 6. For system (41), one has

\[
T_{10}(h) = \left( c_{20} - b_{11} - 3c_{02} \right) \pi \\
+ \frac{2 \left( c_{20} - b_{11} - c_{02} \right) \pi}{h^2} + \frac{4 \left( c_{20} - c_{02} + b_{11} \right) \pi}{h} \\
+ \left( 2(1-h) \left[ c_{20} h^2 + 2 \left( c_{20} - b_{11} - c_{02} \right) h \\
+ c_{20} - c_{02} + b_{11} \right] \pi \right) \\
\times \left( h^2 \sqrt{1-2h} \right)^{-1},
\]

where \( h \in (0, 1/2) \). For sufficiently small \( \epsilon \) and \( \lambda \), there is at most one critical period if \( M_\eta(h) \) is not identically zero and \( c_{20} \neq 0 \); there is exactly one critical period if and only if \( \rho := (c_{20} - b_{11})/c_{02} < -3 \). Otherwise, the period function \( T(h, \epsilon, \lambda) \) is increasing for \( h \in (0, 1/2) \) (resp., decreasing) if \( c_{20} > 0 \) (resp., \( < 0 \));

\[
T_{11}(h) = - \left[ A_2 h^2 + A_3 h^3 + A_4 h^4 \\
+ A_5 h^5 + A_6 h^6 + O(h^8) \right] \pi,
\]

(44)

where

\[
A_2 = -\frac{1}{4} \left( c_{02} - \bar{b}_{11} \right) - \frac{3}{4} \bar{c}_{20} + \frac{3}{4} \bar{c}_{30} \\
+ \frac{1}{4} \left( \bar{c}_{12} - \bar{b}_{11} \right) - \frac{3}{4} \bar{b}_{03},
\]

\[
A_3 = 2A_2,
\]

\[
A_4 = -\frac{23}{8} \bar{c}_{20} + \frac{33}{8} \bar{c}_{30} - \frac{7}{8} \left( \bar{c}_{02} - \bar{b}_{11} \right) \\
- \frac{21}{8} \bar{c}_{03} + \frac{9}{8} \left( \bar{c}_{12} - \bar{b}_{21} \right),
\]

\[
A_5 = -\frac{9}{2} \bar{c}_{03} - \frac{11}{2} \bar{c}_{20} + \frac{5}{2} \left( \bar{c}_{12} - \bar{b}_{21} \right) \\
+ \frac{21}{2} \bar{c}_{30} - \frac{3}{2} \left( \bar{c}_{02} - \bar{b}_{11} \right),
\]

\[
A_6 = -\frac{675}{64} \bar{c}_{20} - \frac{99}{16} \bar{c}_{03} - \frac{165}{64} \left( \bar{c}_{02} - \bar{b}_{11} \right) + \frac{323}{16} \bar{c}_{30} + \frac{69}{16} \left( \bar{c}_{12} - \bar{b}_{21} \right).
\]

(45)

There can appear three critical periods in \( h \in (0, 1/2) \) if \( T_{11}(h) \) is not identically zero.

Proof. For system (41), from (13), (14), (22)–(25), we have

\[
G_\eta(\theta) = \sin(\theta), \quad \bar{G}_\eta(\theta) = \pi_1, \cos(\theta) \sin(\theta),
\]

\[
G_1(\theta) = \left( c_{20} + b_{11} \right) \cos^2(\theta) \sin(\theta) + c_{02} \sin^3(\theta),
\]

\[
\bar{G}_1(\theta) = \left( \bar{b}_{11} + \bar{c}_{20} \right) \cos^2(\theta) \sin(\theta) + \bar{c}_{02} \sin^3(\theta),
\]

\[
\bar{G}_2(\theta) = \left( \bar{b}_{21} + \bar{c}_{30} \right) \cos^3(\theta) \sin(\theta)
\]

\[
+ \left( \bar{b}_{03} + \bar{c}_{12} \right) \cos(\theta) \sin^3(\theta),
\]

(46)

\[
S_1(\theta) = c_{20} \cos^3(\theta) + (c_{02} - b_{11}) \cos(\theta) \sin^2(\theta),
\]

\[
\bar{S}_1(\theta) = \bar{c}_{20} \cos^3(\theta) + (\bar{c}_{02} - \bar{b}_{11}) \cos(\theta) \sin^2(\theta),
\]

\[
\bar{S}_2(\theta) = \bar{c}_{30} \cos^4(\theta) + (\bar{c}_{12} - \bar{b}_{21}) \cos^2(\theta) \sin^2(\theta)
\]

\[
- \bar{b}_{03} \sin^4(\theta).
\]

From (27), we have

\[
r_{00}(\theta, h) = \frac{h}{1 - h \cos(\theta)}.
\]

From (10), we have

\[
T_{10}(h)
\]

\[
= -\sum_{i=1}^{m-1} \int_{0}^{2\pi} \frac{h S_i(\theta) \left[ 1 - \frac{1}{1 - h\cos(\theta)} \int_{0}^{2\pi} G_{\eta}(\theta) d\theta \right]^{i/(n-1)}}{1 + (1 - n) h^{n-1}} d\theta
\]

\[
= -\int_{0}^{2\pi} \frac{h S_1(\theta) \left[ 1 - \frac{1}{1 - h\cos(\theta)} \int_{0}^{2\pi} G_{\eta}(\theta) d\theta \right]}{1 - h - \int_{0}^{2\pi} \frac{h S_1(\theta) \left[ 1 - \frac{1}{1 - h\cos(\theta)} \int_{0}^{2\pi} G_{\eta}(\theta) d\theta \right]}{1 - h - \int_{0}^{2\pi} \frac{h S_1(\theta) \left[ 1 - \frac{1}{1 - h\cos(\theta)} \int_{0}^{2\pi} G_{\eta}(\theta) d\theta \right]}{1 - h + h \cos(\theta)} d\theta}
\]

\[
= -\frac{23}{8} \bar{c}_{20} + \frac{33}{8} \bar{c}_{30} - \frac{7}{8} \left( \bar{c}_{02} - \bar{b}_{11} \right) \\
- \frac{21}{8} \bar{c}_{03} + \frac{9}{8} \left( \bar{c}_{12} - \bar{b}_{21} \right),
\]

\[
A_5 = -\frac{9}{2} \bar{c}_{03} - \frac{11}{2} \bar{c}_{20} + \frac{5}{2} \left( \bar{c}_{12} - \bar{b}_{21} \right) \\
+ \frac{21}{2} \bar{c}_{30} - \frac{3}{2} \left( \bar{c}_{02} - \bar{b}_{11} \right),
\]

\[
A_6 = -\frac{675}{64} \bar{c}_{20} - \frac{99}{16} \bar{c}_{03} - \frac{165}{64} \left( \bar{c}_{02} - \bar{b}_{11} \right) + \frac{323}{16} \bar{c}_{30} + \frac{69}{16} \left( \bar{c}_{12} - \bar{b}_{21} \right).
\]
Then we expand $T_1(h)$ at $h = 0$ by letting

$$T_1(h) = -\left[A_2 h^2 + A_3 h^3 + A_4 h^4 + A_5 h^5 + O(h^6)\right] \pi,$$

Then we expand $T_1(h)$ at $h = 0$ by letting

$$T_1(h) = -\left[A_2 h^2 + A_3 h^3 + A_4 h^4 + A_5 h^5 + O(h^6)\right] \pi.$$
Case 2 \((n = m = 3, l = k = 4)\). In this case, system (40) becomes
\[
\begin{align*}
\dot{x} &= -y + a_{21}x^2y + \lambda a_{31}x^3y + \lambda a_{13}xy^3 \\
&+ \epsilon \left[ b_{11}xy + b_{21}x^2y + b_{03}y^3 \\
&+ \lambda \left( b_{11}xy + b_{21}x^2y + b_{03}y^3 \right) \\
&+ b_{31}x^3y + b_{13}xy^3 \right], \\
y &= x + a_{21}xy^2 + \lambda a_{31}x^2y^2 + \lambda a_{13}y^4 \\
&+ \epsilon \left[ c_{00}x^2 + c_{02}y^2 + c_{03}x^3 + c_{12}xy^2 \\
&+ \lambda \left( c_{00}x^2 + c_{02}y^2 + c_{03}x^3 \right) \\
&+ c_{12}xy^2 + c_{04}y^4 \right],
\end{align*}
\]
(58)
where we suppose \(a_{21} \neq 0\). This is a new system which is not studied in [18]. For the case \(a_{21} > 0\), by the rescaling
\[
u = \sqrt{a_{21}}y,
\]
(59)
system (58) can be written as
\[
\begin{align*}
\dot{u} &= -v + u^2v + \lambda \vec{A}_{31}u^3v + \lambda \vec{A}_{13}uv^3 \\
&+ \epsilon \left[ B_{11}uv + B_{21}u^2v + B_{03}v^3 \\
&+ \lambda \left( B_{11}uv + B_{21}u^2v + B_{03}v^3 \right) \\
&+ B_{31}u^3v + B_{13}uv^3 \right], \\
\dot{v} &= u + uv^2 + \lambda \vec{A}_{31}u^3v^2 + \lambda \vec{A}_{13}u^2v^3 \\
&+ \epsilon \left[ D_{30}u^2 + D_{03}v^2 + D_{30}u^3 + D_{12}uv^2 \\
&+ \lambda \left( D_{20}u^2 + D_{02}v^2 + D_{30}u^3 + D_{12}uv^2 \right) \\
&+ D_{40}u^4 + D_{21}u^2v^2 + D_{04}v^4 \right],
\end{align*}
\]
where
\[
\begin{align*}
\vec{A}_{31} &= \frac{\vec{a}_{31}}{a_{21} \sqrt{a_{21}}} & \vec{A}_{13} &= \frac{\vec{a}_{13}}{a_{21} \sqrt{a_{21}}} & B_{11} &= \frac{b_{11}}{\sqrt{a_{21}}}, \\
B_{21} &= \frac{b_{21}}{a_{21}} & B_{03} &= \frac{b_{03}}{a_{21}} & \vec{B}_{11} &= \frac{\vec{b}_{11}}{\sqrt{a_{21}}}, \\
\vec{B}_{21} &= \frac{\vec{b}_{21}}{a_{21}} & \vec{B}_{03} &= \frac{\vec{b}_{03}}{a_{21}} & \vec{B}_{21} &= \frac{\vec{b}_{21}}{a_{21} \sqrt{a_{21}}}, \\
\vec{B}_{13} &= \frac{\vec{b}_{13}}{a_{21} \sqrt{a_{21}}} & D_{20} &= \frac{c_{20}}{\sqrt{a_{21}}} & D_{03} &= \frac{c_{02}}{\sqrt{a_{21}}}, \\
D_{30} &= \frac{c_{30}}{a_{21}} & D_{12} &= \frac{c_{12}}{a_{21}} & \vec{D}_{20} &= \frac{\vec{c}_{20}}{\sqrt{a_{21}}}, \\
\end{align*}
\]
If \(a_{21} < 0\), system (58) can be simplified as (60) similarly by the change \(u = \sqrt{-a_{21}}x, v = \sqrt{-a_{21}}y\).

**Theorem 7.** For system (60), one has

(i)
\[
T_{10}(h) = \frac{1 - \sqrt{1 - h^2}}{(1 + \sqrt{1 - h^2}) \sqrt{1 - h^2}} \pi \\
\times \left( 2B_{03} - 2D_{30} + (B_{03} + B_{21} - D_{12} - D_{30}) \right) \\
\times \sqrt{1 - h^2 + 2D_{30}h^2},
\]
(62)
where \(h \in (0, 1)\). If \(M_n(h)\) is not identically zero, there are at most two critical periods in \(h \in (0, 1)\) for sufficiently small \(\epsilon\) and \(\lambda\), and the maximum can be achievable;

(ii) if \(M_n(h) \equiv 0\), one has
\[
T_{11}(h) = \frac{1 - \sqrt{1 - h^2}}{(1 + \sqrt{1 - h^2}) \sqrt{1 - h^2}} \pi \\
\times \left( 2B_{03} - 2D_{30} + (B_{03} + B_{21} - D_{12} - D_{30}) \right) \\
\times \sqrt{1 - h^2 + 2D_{30}h^2},
\]
(63)
and there are at most two critical periods in \(h \in (0, 1)\) if \(T_{11}(h)\) is not identically zero.

**Proof.** From (13), (14), (22)–(25), we have that for system (60)
\[
\begin{align*}
G_0(\theta) &= \cos(\theta) \sin(\theta), \\
\bar{G}_0(\theta) &= \bar{A}_{31} \cos^2(\theta) \sin(\theta) + \bar{A}_{13} \sin^3(\theta), \\
G_1(\theta) &= (B_{11} + D_{30}) \cos^2(\theta) \sin(\theta) + D_{02} \sin^3(\theta), \\
\bar{G}_1(\theta) &= (\vec{B}_{11} + \vec{D}_{20}) \cos^2(\theta) \sin(\theta) + \bar{D}_{02} \sin^3(\theta), \\
G_2(\theta) &= (B_{21} + D_{30}) \cos^3(\theta) \sin(\theta) \\
&+ (B_{03} + D_{12}) \cos(\theta) \sin^3(\theta), \\
\bar{G}_2(\theta) &= (\vec{B}_{21} + \vec{D}_{30}) \cos^3(\theta) \sin(\theta) \\
&+ (\vec{B}_{03} + \vec{D}_{12}) \cos(\theta) \sin^3(\theta),
\end{align*}
\]
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\[ S_1(\theta) = D_{20}\cos^3(\theta) + (D_{02} - B_{11})\cos(\theta)\sin^2(\theta), \]
\[ S_2(\theta) = D_{30}\cos^4(\theta) + (D_{12} - B_{21})\cos^2(\theta)\sin^2(\theta) - B_{03}\sin^4(\theta), \]
\[ S_3(\theta) = D_{40}\cos^5(\theta) + (D_{22} - B_{31})\cos^3(\theta)\sin^2(\theta) + (D_{04} - B_{13})\sin^4(\theta)\cos(\theta). \]

From (27) and (28), we have
\[ r_{00}(\theta, h) = \frac{h}{\sqrt{1 - h^2\sin^2(\theta)}}, \]
\[ r_{01}(\theta, h) = \frac{r_{00}(\theta, h)}{h} - \frac{1 - \sqrt{1 - h^2\sin^2(\theta)}}{h}. \]

Hence, from (10),
\[ T_{10}(h) = \frac{1}{\sqrt{1 - h^2}} \int_0^{2\pi} \frac{h^2 S_1(\theta)}{1 + n^{-1} h^2 G_0(\alpha) d\alpha} d\theta. \]
\[ = \frac{1}{\sqrt{1 - h^2}} \int_0^{2\pi} h^2 S_1(\theta) d\theta - \int_0^{2\pi} \frac{h^2 S_2(\theta) d\theta}{1 - h^2\sin^2(\theta)} \]
\[ = \frac{1 - \sqrt{1 - h^2}}{\sqrt{1 + \sqrt{1 - h^2}}} \sqrt{1 - h^2} \]
\[ \times [2B_{03} - 2D_{30} + (B_{03} + B_{21} - D_{12} - D_{30}) \sqrt{1 - h^2} + 2D_{04}]. \]

Thus, \( dT_{10}(h)/dh = -(2\pi \bar{F}(\delta)/\delta^3(1 + \delta^2)\sqrt{1 - \delta^2}, \)
\[ \delta = \sqrt{1 - h^2}, \]
\[ \bar{F}(\delta) = D_{30}\delta^4 + 2D_{30}\delta^3 + (D_{12} - B_{21})\delta^2 - 2B_{03}\delta - B_{03}. \]
\[ D_{30} = 0, \]
\[ \bar{F}(\delta) = (D_{12} - B_{21})\delta^2 - 2B_{03}\delta - B_{03}. \]
\[ \text{we can control the coefficients D}_{12} - B_{21}, -2B_{03}, \text{and B}_{03}, \]
\[ \text{which gives two zeros of F}(\delta) \text{in (0, 1). If D}_{30} \neq 0, \text{according to the expression of F}(\delta), \]
\[ \text{we suppose that } \delta_1, \delta_2, \delta_3, \delta_4 \text{ are four zeros of } F(\delta). \]
\[ \text{From the relationship of root and coefficients, we have } \delta_1 + \delta_2 + \delta_3 + \delta_4 = -2; \]
\[ \text{thus not all of the zeros are in (0, 1). Then from [18], and it is impossible for } F(\delta) \text{ to have } \]
\[ \text{3 zeros in (0, 1). Thus, the first part of conclusion (i) is proved.} \]

Next, we give an example to show that the zeros in (0, 1) can be achievable. We can choose \( D_{30} = 1300, D_{12} - B_{21} = -2553, B_{03} = 116, \) then, \( F(\delta) = 1300\delta^4 + 2600\delta^3 - 2553\delta^2 - 232\delta - 116 = (2\delta - 1)(5\delta - 2)(130\delta^2 + 377\delta + 58), \)
\[ \text{so, } \bar{F}(\delta) \]
\[ \text{has two simple zeros 2/5 and 1/2 in (0, 1). Thus, } T(h, \varepsilon, \lambda) \text{ has exactly two critical periods in (0, 1). The proof of conclusion} \]
\[ \text{(i) is completed.} \]

For the conclusion (ii), if \( M_0(h) \equiv 0, \text{we get } D_{30} = B_{03} = D_{12} - B_{21} = 0 \text{ or } S_2(\theta) = 0. \]

Hence, from (26), we have
\[ T_{11}(h) = -\int_0^{2\pi} r_{01}(\theta, h) S_1(\theta) d\theta - \int_0^{2\pi} r_{00}(\theta, h) S_1(\theta) d\theta \]
\[ = \frac{1 - \sqrt{1 - h^2}}{(1 + \sqrt{1 - h^2}) \sqrt{1 - h^2}} \]
\[ \times [2B_{03} - 2D_{30} + (B_{03} + B_{21} - D_{12} - D_{30}) \sqrt{1 - h^2} + 2D_{04}]. \]

So, \( dT_{11}(h)/dh = -(2\pi \bar{F}(\delta)/\delta^3(1 + \delta^2)\sqrt{1 - \delta^2}, \)
\[ \text{where } \delta = \sqrt{1 - h^2}, \] 
\[ \bar{F}(\delta) = D_{30}\delta^4 + 2D_{30}\delta^3 + (D_{12} - B_{21})\delta^2 - 2B_{03}\delta - B_{03}. \]

From the proof above, we can get result (ii). This ends the proof of Theorem 7.

**Corollary 8.** For system (58) with \( a_{21} > 0, \text{one obtains} \)
\[ T_{10}(h) = \frac{1 - \sqrt{1 - a_{21}h^2}}{(1 + \sqrt{1 - a_{21}h^2}) \sqrt{1 - a_{21}h^2}} ^{\pi} \]
\[ \times [2b_{03} - 2c_{30} + (b_{03} + b_{21} - c_{12} - c_{30}) \sqrt{1 - a_{21}h^2} + 2c_{30}a_{21}h^2] (a_{21})^{-1}, \]

where \( h \in (0, 1/\sqrt{a_{21}}). \) For sufficiently small \( \varepsilon \) and \( \lambda, \) there are at most two critical periods for \( T(h, \varepsilon, \lambda) \) in \( h \in (0, 1) \)

and the maximum number can be achievable.

**Proof.** Let \( T(h, \varepsilon, \lambda) \) denote the period function of (60) and \( \bar{T}(h, \varepsilon, \lambda) \) denote the period function of (58). Then we have \( h = \sqrt{a_{21}}, \) and \( T(h, \varepsilon, \lambda) |_{\varepsilon = \lambda = 0} = \bar{T}(h, \varepsilon, \lambda) |_{\varepsilon = \lambda = 0}. \) Hence by Theorem 7 and (61), we have for system (58),
\[ T_{10}(h) = \frac{1 - \sqrt{1 - a_{21}h^2}}{(1 + \sqrt{1 - a_{21}h^2}) \sqrt{1 - a_{21}h^2}} ^{\pi} \]
\[ \times [2b_{03} - 2c_{30} + (b_{03} + b_{21} - c_{12} - c_{30}) \sqrt{1 - a_{21}h^2} + 2c_{30}a_{21}h^2] (a_{21})^{-1}, \]

which gives the formula of \( T_{10}(h). \) Other conclusions in the corollary can also be gotten from results in Theorem 7 similarly. This ends the proof of Corollary 8.
Case 3 ($n = l = 2, m = k = 3$). In this case, system (5) becomes
\[ \dot{x} = -y + a_{11} xy + \lambda \bar{a}_{11} xy \\
+ \varepsilon \left[ b_{11} xy + b_{21} x^2 y + b_{03} y^3 \\
+ \lambda \left( \bar{b}_{11} xy + \bar{b}_{21} x^2 y + \bar{b}_{03} y^3 \right) \right], \tag{70} \]
\[ \dot{y} = x + a_{11} y^2 + \lambda \bar{a}_{11} y^2 \\
+ \varepsilon \left[ c_{20} x^2 + c_{02} y^2 + c_{30} x^3 + c_{12} x y^2 \\
+ \lambda \left( \bar{c}_{20} x^2 + \bar{c}_{02} y^2 + \bar{c}_{30} x^3 + \bar{c}_{12} x y^2 \right) \right]. \tag{71} \]
Without loss of generality, we suppose $a_{11} = 1$, otherwise, system (70) can be simplified as the form of system (71) by the transformation $u = a_{11} x, v = a_{11} y$. In this case, system (70) becomes
\[ \dot{x} = -y + xy + \lambda \bar{a}_{11} xy \\
+ \varepsilon \left[ b_{11} xy + b_{21} x^2 y + b_{03} y^3 \\
+ \lambda \left( \bar{b}_{11} xy + \bar{b}_{21} x^2 y + \bar{b}_{03} y^3 \right) \right], \tag{72} \]
\[ \dot{y} = x + y^2 + \lambda \bar{a}_{11} y^2 \\
+ \varepsilon \left[ c_{20} x^2 + c_{02} y^2 + c_{30} x^3 + c_{12} x y^2 \\
+ \lambda \left( \bar{c}_{20} x^2 + \bar{c}_{02} y^2 + \bar{c}_{30} x^3 + \bar{c}_{12} x y^2 \right) \right]. \tag{73} \]

**Theorem 9.** For system (71) and sufficiently small $\varepsilon$ and $\lambda$, one has

(i) $T_{10}(h) = -\pi (I_1 + I_2), \tag{74}$

where
\[ I_1 = (c_{02} + b_{11} - 3c_{20}) + \frac{2(c_{02} + b_{11} - c_{30})}{h^2} + \frac{4(c_{02} - b_{03} + b_{11})}{h}, \]
\[ + \frac{2(1 - h) \left[ c_{20} h^2 + 2(c_{02} + b_{11} - c_{30}) h^2 + c_{30} - c_{02} + b_{11} \right]}{h^2 \sqrt{1 - 2h}}, \]
\[ I_2 = (c_{02} - b_{03} - c_{12} + b_{21}) I_{21} \\
+ (c_{12} - b_{21} + 2b_{03}) I_{22} - b_{03} I_{23}, \]
\[ I_{21} = (-4h^6 - 10h^5 + 78h^4 - 140h^3 - 112h^2 \\
- 7(1 - 2h)^{5/2} h^2 + 2(1 - 2h)^{5/2} h \\
- 6(1 - 2h)^{5/2} + 6 - 42h) \left( (1 - 2h)^{5/2} h \right)^{-1}, \]
\[ I_{22} = \frac{2h^4 + h^3 - 7h^2 + 5h - 1 - (1 - 2h)^{5/2}}{(1 - 2h)^{3/2}}, \]
\[ I_{23} = \frac{2h^2 \left( 4h^3 - 8h^2 + 5h - 1 \right)}{(1 - 2h)^{3/2}}, \tag{75} \]

There can exist three critical periods for system (71) if $T_{10}(h)$ is not identically zero.

(ii) if $M_{10}(h) = T_{10}'(h) \equiv 0$, one has
\[ T_{11}(h) = -\pi (I_3 + I_4), \tag{76} \]

where
\[ I_3 = (c_{02} - b_{11} + 3c_{20}) \left( \frac{2(\bar{c}_{02} - \bar{b}_{11} - \bar{c}_{30})}{h^2} + \frac{4(\bar{c}_{02} - \bar{b}_{03} + \bar{b}_{11})}{h} \\ \\
+ \frac{2(1 - h) \left[ \bar{c}_{20} h^2 + 2(\bar{c}_{02} - \bar{b}_{11} - \bar{c}_{30}) h^2 + \bar{c}_{30} - \bar{c}_{02} + \bar{b}_{11} \right]}{h^2 \sqrt{1 - 2h}} \right), \]
\[ I_4 = (\bar{c}_{30} - \bar{b}_{03} - \bar{c}_{12} + \bar{b}_{21}) I_{21} \\
+ (\bar{c}_{12} - \bar{b}_{21} + 2\bar{b}_{03}) I_{22} - \bar{b}_{03} I_{23}. \tag{77} \]

There can appear three critical periods for system (71) if $T_{11}(h)$ is not identically zero.

**Proof.** From (13), (14), (22)–(25), we have
\[ G_0(\theta) = \sin(\theta), \quad \overline{G}_0(\theta) = \overline{a}_{11} \sin(\theta), \]
\[ G_1(\theta) = (c_{02} + b_{11}) \cos^2(\theta) \sin(\theta) + c_{02} \sin^3(\theta), \]
\[ G_2(\theta) = (b_{21} + c_{30}) \cos^3(\theta) \sin(\theta) \\
+ (b_{03} + c_{12}) \cos(\theta) \sin^3(\theta), \]
\[ S_1(\theta) = c_{30} \cos^3(\theta) + (c_{02} - b_{11}) \cos(\theta) \sin^2(\theta), \]
\[ S_2(\theta) = c_{30} \cos^3(\theta) + (c_{12} - b_{21}) \cos^2(\theta) \sin^2(\theta) \\
- b_{03} \sin^4(\theta), \tag{78} \]
\[ \overline{G}_1(\theta) = (\overline{b}_{11} + \overline{c}_{20}) \cos^2(\theta) \sin(\theta) + \overline{c}_{02} \sin^3(\theta), \]
\[ \overline{G}_2(\theta) = (\overline{b}_{21} + \overline{c}_{30}) \cos^3(\theta) \sin(\theta) \\
+ (\overline{b}_{03} + \overline{c}_{12}) \cos(\theta) \sin^3(\theta), \]
\[ \overline{S}_1(\theta) = \overline{c}_{30} \cos^3(\theta) + (\overline{c}_{02} - \overline{b}_{11}) \cos(\theta) \sin^2(\theta), \]
\[ \overline{S}_2(\theta) = \overline{c}_{30} \cos^3(\theta) + (\overline{c}_{12} - \overline{b}_{21}) \cos^2(\theta) \sin^2(\theta) \\
- \overline{b}_{03} \sin^4(\theta). \tag{79} \]
From (10), we can get
\[
T_{10}(h) = -\int_0^{2\pi} \frac{hS_1(\theta)}{1-h+h\cos(\theta)} d\theta
- \int_0^{2\pi} \frac{h^2S_2(\theta)}{(1-h+h\cos(\theta))^2} d\theta
= -\int_0^{2\pi} \left( \left( h (c_{20}\cos^3(\theta) + (c_{02} - b_{11}) \right) \right.
\times (1-h+h\cos(\theta))^2 d\theta
- \int_0^{2\pi} \left( \left( h^2 [c_{30}\cos^4(\theta) + (c_{12} - b_{21}) \right) \times (1-h+h\cos(\theta))^2 d\theta
= -\pi (I_1 + I_2),
\] (77)
where
\[
I_1 = (c_{02} - b_{11} + 3c_{20}) + \frac{2(c_{02} - b_{11} - c_{20})}{h^2}
+ \frac{4(c_{20} - c_{02} + b_{11})}{h}
+ 2(1-h) \left[ c_{20}h^2 + 2(c_{02} - b_{11} - c_{20})h \right.
\times (1-h+h\cos(\theta))^2 d\theta
\]
\[
I_2 = (c_{30} - b_{03} - c_{12} + b_{23}) I_{21}
+ (c_{12} - b_{21} + 2b_{03}) I_{22} - b_{03} I_{23},
\]
\[
I_{21} = \left( -4h^6 - 70h^5 + 78h^4 - 140h^3 - 112h^2 \right)
- 7(1-2h)^{1/2}h^2 + 12(1-2h)^{5/2}h
\times (1-h+h\cos(\theta))^2 d\theta
\]
\[
I_{22} = -2h^4 + h^3 - 7h^2 + 5h - 1 - (1-2h)^{5/2}
\]
\[
I_{23} = 2h^2 \left( 4h^3 - 8h^2 + 5h - 1 \right)
\]
\[
(1-2h)^{5/2}.
\]
For conclusion (ii), if \(M_{10}(h) = T'_{10}(h) \equiv 0\), giving \(S_1(\theta) = S_2(\theta) = 0\), thus from (26),
\[
T_{11}(h) = -\int_0^{2\pi} r_{00}(\theta, h) S_1(\theta) d\theta
- \int_0^{2\pi} r_{10}^2(\theta, h) S_2(\theta) d\theta
= -\int_0^{2\pi} \left( \left( h \left[ \bar{c}_{20}\cos^3(\theta) \right) \right.ight.
\times (1-h+h\cos(\theta))^2 d\theta
\]
\[
= -\pi (I_3 + I_4),
\] (79)
where
\[
I_3 = (\bar{c}_{02} - \bar{b}_{11} + 3\bar{c}_{20}) + \frac{2(\bar{c}_{02} - \bar{b}_{11} - \bar{c}_{20})}{h^2}
+ \frac{4(\bar{c}_{20} - \bar{c}_{02} + \bar{b}_{11})}{h}
+ 2(1-h) \left[ \bar{c}_{20}h^2 + 2(\bar{c}_{02} - \bar{b}_{11} - \bar{c}_{20})h \right.
\times (1-h+h\cos(\theta))^2 d\theta
\]
\[
= 4(\bar{c}_{20} - \bar{c}_{02} + \bar{b}_{11}) \left[ h \left( \bar{c}_{20}h^2 + 2(\bar{c}_{02} - \bar{b}_{11} - \bar{c}_{20})h \right. \right.
\times (1-h+h\cos(\theta)^2 d\theta
\]
\[
I_4 = (\bar{c}_{30} - \bar{b}_{03} - \bar{c}_{12} + \bar{b}_{23}) I_{21}
+ (\bar{c}_{12} - \bar{b}_{21} + 2\bar{b}_{03}) I_{22} - \bar{b}_{03} I_{23},
\]
We can get conclusion (ii) with the same method as the proof of Theorem 6. This ends the proof of Theorem 9. \(\square\)
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