Density Problem and Approximation Error in Learning Theory

Ding-Xuan Zhou

Department of Mathematics, City University of Hong Kong, Tat Chee Avenue, Kowloon, Hong Kong, China

Correspondence should be addressed to Ding-Xuan Zhou; mazhou@cityu.edu.hk

Received 3 May 2013; Accepted 5 August 2013

Academic Editor: Yiming Ying

Copyright © 2013 Ding-Xuan Zhou. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

We study the density problem and approximation error of reproducing kernel Hilbert spaces for the purpose of learning theory. For a Mercer kernel $K$ on a compact metric space $(X, d)$, a characterization for the generated reproducing kernel Hilbert space (RKHS) $H_K$ to be dense in $C(X)$ is given. As a corollary, we show that the density is always true for convolution type kernels. Some estimates for the rate of convergence of interpolation schemes are presented for general Mercer kernels. These are then used to establish for convolution type kernels quantitative analysis for the approximation error in learning theory. Finally, we show by the example of Gaussian kernels with varying variances that the approximation error can be improved when we adaptively change the value of the parameter for the used kernel. This confirms the method of choosing varying parameters which is used often in many applications of learning theory.

1. Introduction

Learning theory investigates how to find function relations or data structures from random samples. For the regression problem, one usually has some experience and would expect that the (underlying) unknown function lies in some set of functions $\mathcal{H}$ called the hypothesis space. Then one tries to find a good approximation in $\mathcal{H}$ of the underlying function $f$ (under certain metric). The best approximation in $\mathcal{H}$ is called the target function $f_\mathcal{H}$. However, $f$ is unknown. What we have in hand is a set of random samples $\{(x_i, y_i)\}_{i=1}^\ell$. These samples are not given by $f$ exactly ($f(x) \neq y_i$). They are controlled by this underlying function $f$ with noise or some other uncertainties ($f(x) \approx y_i$). The most important model studied in learning theory [1] is to assume that the uncertainty is represented by a Borel probability measure $\rho$ on $X \times Y$, and the underlying function $f : X \rightarrow Y$ is the regression function of $\rho$ given by

$$f_\rho(x) = \int_Y y \ d\rho(y \mid x), \quad x \in X. \quad (1)$$

Here, $\rho(y \mid x)$ is the conditional probability measure at $x$. Then, the samples $\{(x_i, y_i)\}_{i=1}^\ell$ are independent and identically distributed drawers according to the probability measure $\rho$. For the classification problem, $Y = \{1, -1\}$ and sign ($f_\rho$) is the optimal classifier.

Based on the samples, one can find a function from the hypothesis space $\mathcal{H}$ that best fits the data $z := \{(x_i, y_i)\}_{i=1}^\ell$ (with respect to certain loss functional). This function is called the empirical target function $f_z$. When the number $\ell$ of samples is large enough, $f_z$ is a good approximation of the target function $f_\mathcal{H}$ with certain confidence. This problem has been extensively investigated and well developed in the literature of statistical learning theory. See, for example, [1–4].

What is less understood is the approximation of the underlying desired function $f$ by the target function $f_\mathcal{H}$. For example, if one takes $\mathcal{H}$ to be a polynomial space of some fixed degree, then $f$ can be approximated by functions from $\mathcal{H}$ only when $f$ is a polynomial in $\mathcal{H}$.

In kernel machine learning such as support vector machines, one often uses reproducing kernel Hilbert spaces or their balls as hypothesis spaces. Here, we take $(X, d(\cdot, \cdot))$ to be a compact metric space and $Y = \mathbb{R}$.

Definition 1. Let $K : X \times X \rightarrow \mathbb{R}$ be continuous, symmetric, and positive semidefinite; that is, for any finite set of distinct points $\{x_1, \ldots, x_\ell\} \subset X$, the matrix $(K(x_i, x_j))_{i,j=1}^\ell$ is positive semidefinite. Such a kernel is called a Mercer kernel. It is called...
positive definite if the matrix \((K(x_i, x_j))_{i,j=1}^\ell\) is always positive definite.

The reproducing kernel Hilbert space (RKHS) \(\mathcal{H}_K\) associated with a Mercer kernel \(K\) is defined (see [5]) to be the completion of the linear span of the set of functions \(\{K_x := K(x, \cdot) : x \in X\}\) with the inner product \(\langle \cdot, \cdot \rangle_{\mathcal{H}_K} = \langle \cdot, \cdot \rangle_K\) satisfying

\[
\left\| \sum_{i=1}^\ell c_i K_{x_i} \right\|_K = \left\langle \sum_{i=1}^\ell c_i K_{x_i}, \sum_{i=1}^\ell c_i K_{x_i} \right\rangle_K = \sum_{i,j=1}^\ell c_i K(x_i, x_j) c_j.
\]  

(2)

The reproducing kernel property is given by

\[
\langle K_x, g \rangle_K = g(x), \quad \forall x \in X, \; g \in \mathcal{H}_K.
\]  

(3)

This space can be embedded into \(C(X)\), the space of continuous functions on \(X\).

In kernel machine learning, one often takes \(\mathcal{H}_K\) or its balls as the hypothesis space. Then, one needs to know whether the desired function \(f\) can be approximated by functions from the RKHS.

The first purpose of this paper is to study the density of the reproducing kernel Hilbert spaces in \(C(X)\) (or in \(L^2(X)\) when \(X\) is a subset of the Euclidean space \(\mathbb{R}^n\)). This will be done in Section 2 where some characterizations will be provided. Let us mention a simple example with detailed proof given in Section 6.

**Example 2.** Let \(X = [0,1]\) and let \(K\) be a Mercer kernel given by

\[
K(x, y) = \sum_{j=0}^\infty a_j (x \cdot y)^j,
\]  

(4)

where \(a_j \geq 0\) for each \(j\) and \(\sum_{j=0}^\infty a_j < \infty\). Set \(J := \{j \in \mathbb{Z}_+: a_j > 0\}\). Then, \(\mathcal{H}_K\) is dense in \(C(X)\) if and only if

\[
a_0 > 0, \quad \sum_{j \in J \setminus \{0\}} 1/j = +\infty.
\]  

(5)

When the density holds, we want to study the convergence rate of the approximation by functions from balls of the RKHS as the radius tends to infinity. The quantity

\[
I(f, R) := \inf_{\|g\|_{\mathcal{H}_K} \leq R} \|f - g\|
\]  

(6)

is called the approximation error in learning theory. Some estimates have been presented by Smale and Zhou [6] for the \(L^2\) norm and many kernels. The second purpose of this paper is to investigate the convergence rate of the approximation error with the uniform norm as well as the \(L^2\) norm. Estimates will be given in Section 4, based on the analysis in Section 3 for interpolation schemes associated with general Mercer kernels. With this analysis, we can understand the approximation error with respect to marginal probability distribution induced by \(\rho\). Let us provide an example of Gaussian kernels to illustrate the idea. Notice that when the parameter \(\sigma\) of the kernel is allowed to change with \(R\), the rate of the approximation error may be improved. This confirms the method of adaptively choosing the parameter of the kernel, which is used in many applications (see e.g., [7]).

**Example 3.** Let

\[
K_\sigma(x, y) = \exp \left\{ -\frac{|x - y|^2}{\sigma^2} \right\}, \quad x, y \in X = [0,1]^n.
\]  

(7)

There exist positive constants \(A\) and \(B\) such that, for each \(f \in H^s(\mathbb{R}^n)\) and \(R \geq A \|f\|_{L^2}\), there holds

\[
\inf_{\|g\|_{\mathcal{H}_K} \leq R} \|f - g\|_{L^2(X)} \leq B (\log R)^{-s/4}
\]  

(8)

when \(\sigma\) is fixed; while when \(\sigma\) may change with \(R\), there holds

\[
\inf_{\|g\|_{\mathcal{H}_K} \leq R} \|f - g\|_{L^2(X)} \leq B (\log R)^{-s}.
\]  

(9)

### 2. Density and Positive Definiteness

The density problem of reproducing kernel Hilbert spaces in \(C(X)\) was raised to the author by Poggio et al. See [8]. It can be stated as follows.

Given a Mercer kernel \(K\) on a compact metric space \((X, d(\cdot, \cdot))\), when is the RKHS \(\mathcal{H}_K\) dense in \(C(X)\)?

By means of the dual space of \(C(X)\), we can give a general characterization. This is only a simple observation, but it does provide us useful information. For example, we will show that the density is always true for convolution type kernels. Also, for dot product type kernel, we can give a complete nice characterization for the density, which will be given in Section 6.

Recall the Riesz Representation Theorem asserting that the dual space of \(C(X)\) can be represented by the set of Borel measures on \(X\). For a Borel measure \(\mu\) on \(X\), we define the integral operator \(L_{K,\mu}^\perp\) associated with the kernel as

\[
L_{K,\mu}^\perp(f)(x) := \int_X K(x, y) f(y) d\mu(y), \quad x \in X.
\]  

(10)

This is a compact operator on \(L_\mu^2(X)\) if \(\mu\) is a positive measure.

**Theorem 4.** Let \(K\) be a Mercer kernel on a compact metric space \((X, d)\). Then, the following statements are equivalent.

1. \(\mathcal{H}_K\) is dense in \(C(X)\).
2. For any nontrivial positive Borel measure \(\mu\), \(\mathcal{H}_K\) is dense in \(L_\mu^2(X)\).
3. For any nontrivial positive Borel measure \(\mu\), \(L_{K,\mu}^\perp\) has no eigenvalue zero in \(L_\mu^2(X)\).
4. For any nontrivial Borel measure \(\mu\), as a function in \(C(X)\),

\[
\int_X K(., y) d\mu(y) \neq 0.
\]  

(11)
Proof. (1) ⇒ (2). This follows from the fact that \( C(X) \) is dense in \( L^2(\mu) \). See, for example, \( \cite{9} \).

(2) ⇒ (3). Suppose that \( K \) is dense in \( L^2(\mu) \), but \( L_{K,\mu} \) has an eigenvalue zero in \( L^2(\mu) \). Then, there exists a nontrivial function \( f \in L^2(\mu) \) such that \( L_{K,\mu}(f) = 0 \); that is,

\[
L_{K,\mu}(f)(x) = \int_X K(x, y) f(y) \, d\mu(y) = \int_X K_x(y) f(y) \, d\mu(y) = 0.
\]

The identity holds as functions in \( L^2(\mu) \). If the support of \( \mu \) is \( X \), then this identity would imply that \( f \) is orthogonal to each \( K_x \) with \( x \in X \). When the support of \( \mu \) is not \( X \), things are more complicated. Here, the support of \( \mu \), denoted as \( supp \mu \), is defined to be the smallest closed subset \( F \) of \( X \) satisfying \( \mu(X \setminus F) = 0 \).

The property of the RKHS enables us to prove the general case. As the function \( L_{K,\mu}(f) \) is continuous, we know from (12) that, for each \( x \) in \( supp \mu \),

\[
\int_{supp \mu} K_x(y) f(y) \, d\mu(y) = \int_X K_x(y) f(y) \, d\mu(y) = 0.
\]

This means for each \( x \) in \( supp \mu \), \( f \perp K_x \) in \( L^2(\mu) \), where \( \mu \) has been restricted onto \( supp \mu \). When we restrict \( K \) onto \( supp \mu \times supp \mu \), the new kernel \( K \) is again a Mercer kernel. Moreover, by (1), \( K = K|_{supp \mu} \).

If it follows that \( \text{span}[K_x : x \in supp \mu] \) is dense in \( K = K|_{supp \mu} \). The latter is dense in \( L^2(\mu) \).

Therefore, \( f \) is orthogonal to \( L^2(\mu) \); hence, as a function in \( L^2(\mu) \), \( f \) is zero. This is a contradiction.

(3) ⇒ (4). Every nontrivial Borel measure \( \mu \) can be uniquely decomposed as the difference of two mutually singular positive Borel measures: \( \mu = \mu^+ - \mu^- \); that is, there exists a Borel set \( A \subset X \) such that \( \mu^+(A) = \mu(A) \) and \( \mu^-(A) = 0 \).

With this decomposition,

\[
\int_X K(x, y) \, d\mu(y) = \int_X K(x, y) [\chi_A(y) - \chi_{X \setminus A}(y)] \, d|\mu| = L_{K|_{|\mu|}}(\chi_A - \chi_{X \setminus A})(x).
\]

Here, \( \chi_A \) is the characteristic function of the set \( A \), and \( |\mu| = \mu^+ + \mu^- \) is the absolute value of \( \mu \). As \( |\mu| \) is a nontrivial positive Borel measure and \( \chi_A - \chi_{X \setminus A} \) is a nontrivial function in \( L^2(|\mu|) \), statement (3) implies that, as a function in \( L^2(|\mu|) \), \( \int_X K(x, y) \, d\mu(y) \neq 0 \). Since this function lies in \( C(X) \), it is nonzero as a function in \( C(X) \).

The last implication (4) ⇒ (1) follows directly from the Riesz Representation Theorem.

The proof of Theorem 4 also yields a characterization for the density of the RKHS in \( L^2(\mu) \).

**Corollary 5.** Let \( K \) be a Mercer kernel on a compact metric space \( (X, d) \) and \( \mu \) a positive Borel measure on \( X \). Then, \( K \) is dense in \( L^2(\mu) \) if and only if \( L_{K,\mu} \) has no eigenvalue zero in \( L^2(\mu) \).

The necessity has been verified in the proof of Theorem 4, while the sufficiency follows from the observation that an \( L^2(\mu) \) function \( f \) lying in the orthogonal complement of \( \text{span}[K_x : x \in X] \) gives an eigenfunction of \( L_{K,\mu} \) with eigenvalue zero:

\[
\langle K_x, f \rangle = \int_X K_x(y) f(y) \, d\mu(y) = L_{K,\mu}(f)(x) = 0.
\]

Theorem 4 enables us to conclude that the density always holds for convolution type kernels \( K(x, y) = k(x - y) \) with \( k \in L^2(\mathbb{R}^n) \). The density for some convolution type kernels has been verified by Steinwart \( \cite{10} \). The author observed the density as a corollary of Theorem 4 when \( \tilde{k}(\xi) \) is strictly positive. Charlie Micchelli pointed out to the author that, for a convolution type kernel, the RKHS is always dense in \( C(X) \). So, the density problem is solved for these kernels.

**Corollary 6.** Let \( K(x, y) = k(x - y) \) be a nontrivial convolution type Mercer kernel on \( \mathbb{R}^n \) with \( k \in L^2(\mathbb{R}^n) \). Then, for any compact subset \( X \) of \( \mathbb{R}^n \), \( K \) on \( X \) is dense in \( C(X) \).

**Proof.** It is well known that \( K \) is a Mercer kernel if and only if \( k \) is continuous and \( \tilde{k}(\xi) \geq 0 \) almost everywhere. We apply the equivalent statement (4) of Theorem 4 to prove our statement.

Let \( \mu \) a Borel measure on \( X \) such that

\[
\int_X K(x, y) \, d\mu(y) = 0, \quad \forall x \in X.
\]

Then, the inverse Fourier transform yields

\[
\int_{\mathbb{R}^n} \hat{k}(\xi) e^{i\xi \cdot x} \, d\mu(y) = \int_{\mathbb{R}^n} \hat{k}(\xi) \tilde{\mu}(\xi) e^{i\xi \cdot x} \, d\xi = 0, \quad \forall x \in X.
\]

Here, \( \tilde{\mu}(\xi) = \int e^{-i\xi \cdot y} \, d\mu(y) \) is the Fourier transform of the Borel measure \( \mu \), which is an entire function.

Taking the integral on \( X \) with respect to the measure \( \mu \), we have

\[
\int_{\mathbb{R}^n} \hat{k}(\xi) \tilde{\mu}(\xi) e^{i\xi \cdot x} \, d\xi = \int_{\mathbb{R}^n} \hat{k}(\xi) \tilde{\mu}(\xi) \, d\xi = 0.
\]

For a nontrivial Borel measure \( \mu \) supported on \( X \), \( \tilde{\mu}(\xi) \) vanishes only on a set of measure zero. Hence, \( \hat{k}(\xi) = 0 \) almost everywhere, which gives \( k = 0 \). Therefore, we must have \( \mu = 0 \). This proves the density by Theorem 4.

After the first version of the paper was finished, I learned that Micchelli et al. \( \cite{11} \) proved the density for a class of
convolution type kernels $k(x - y)$ with $k$ being the Fourier transform of a finite Borel measure. Note that a large family of convolution type reproducing kernels are given by radial basis functions; see, for example, [12].

Now we can state a trivial fact that the positive definiteness is a necessary condition for the density.

**Corollary 7.** Let $K$ be a Mercer kernel on a compact metric space $(X, d)$. If $H_K$ is dense in $C(X)$, then $K$ is positive definite.

**Proof.** Suppose to the contrary that $H_K$ is dense in $C(X)$, but there exists a finite set of distinct points $\{x_i\}_{i=1}^f \subset X$ such that the matrix $A_x := (K(x_i, x_j))_{i,j=1}^f$ is not positive definite. By the Mercer kernel property, $A_x$ is positive semidefinite. It is singular, and we can find a nonzero vector $c := (c_1, \ldots, c_f) \in \mathbb{R}^f$ satisfying $A_x c = 0$. It follows that $c^T A_x c = 0$; that is,

$$
\left\| \sum_{i=1}^f c_i K_{x_i} \right\|_K^2 = \left\langle \sum_{i=1}^f c_i K_{x_i}, \sum_{j=1}^f c_j K_{x_j} \right\rangle_K = \sum_{i,j=1}^f c_i c_j K(x_i, x_j) = 0.
$$

Thus,

$$
\sum_{i=1}^f c_i K_{x_i} = 0.
$$

Now, we define a nontrivial Borel measure $\mu$ supported on $\{x_1, \ldots, x_f\}$ as

$$
\mu(\{x_i\}) = c_i, \quad i = 1, \ldots, f.
$$

Then, for $x \in X$,

$$
\int_X K(x, y) d\mu(y) = \sum_{i=1}^f K(x, x_i) c_i = \sum_{i=1}^f c_i K_{x_i}(x) = 0.
$$

This is a contradiction to the equivalent statement (4) in Theorem 4 of the density.

Because of the necessity given in Corollary 7, one would expect that the positive definiteness is also sufficient for the density. Steve Smale convinced the author that this is not the case in general. This motivates us to present a constructive density. This is a contradiction to the equivalent statement (4) in Theorem 4 of the density.

**Example 8.** Let $X = [0, 1]$. For every $m \in \mathbb{N}$ and every $i \in \{0, 1, \ldots, m\}$, choose a real-valued $C^\infty$ function $\psi_{i,m}(x)$ on $[0, 1]$ such that

$$
\psi_{i,m}(x) = x^i, \quad \forall x \in [0, 1] \setminus \left( \frac{1}{m+1}, \frac{1}{m} \right),
$$

$$
\int_0^1 \psi_{i,m}(x) dx = 0.
$$

Define $K$ on $[0, 1] \times [0, 1]$ by

$$
K(x, y) = \sum_{m=1}^{\infty} \sum_{j=0}^{m} \psi_{i,m}(x) \psi_{i,m}(y) \frac{2^m}{\sum_{j=0}^{m} \left\| \psi_{i,m} \right\|_{W^m}^2},
$$

$$
x, y \in [0, 1].
$$

Then, $K$ is a $C^\infty$ Mercer kernel on $[0, 1]$. It is positive definite, but the constant function 1 is not in the closure of $H_K$ in $C(X)$. Hence, $H_K$ is not dense in $C(X)$.

**Proof.** The series in (24) converges in $W^m_{C^\infty}$ for any $m \in \mathbb{N}$. Hence, $K$ is $C^\infty$ and is a Mercer kernel on $[0, 1]$. To prove the positive definiteness, we let $\{x_i\}_{i=1}^f \subset [0, 1]$ be a finite set of distinct points and $(c_i)_{i=1}^f$ a nonzero vector. Choose $m \in \mathbb{N}$ such that

$$
m \geq \ell - 1, \quad \frac{1}{m} < \min \left\{ x_j : x_j > 0, j \in \{1, \ldots, \ell \} \right\}.
$$

Then, for each $j \in \{1, \ldots, \ell \}$, either $x_j = 0$ or $x_j > 1/m$. Hence,

$$
x_j \in [0, 1] \setminus \left( \frac{1}{m+1}, \frac{1}{m} \right), \quad \forall j = 1, \ldots, \ell.
$$

By the construction of $\psi_{i,m}$, there holds

$$
\psi_{i,m}(x_j) = x_j^i, \quad \forall i = 0, 1, \ldots, m, \quad j = 1, \ldots, \ell.
$$

Then,

$$
\sum_{i,j=1}^f c_i c_j K(x_i, x_j) \geq \frac{2^m}{\sum_{j=0}^{m} \left\| \psi_{i,m} \right\|_{W^m}^2} \sum_{i,j=1}^f \left[ \sum_{j=0}^{m} \left\| \psi_{i,m} \right\|_{W^m}^2 \right]^2.
$$

Now, the determinant of the matrix $(x_j^i)_{i=1}^f_{j=0}^{\ell-1}$ is a Vandermonde determinant and is nonzero. Since $(c_i)_{i=1}^f$ is a nonzero vector, we know that $\sum_{j=1}^{\ell} c_i x_j^i \neq 0$ for some $i \in \{0, 1, \ldots, \ell - 1\}$. It follows that $\sum_{j=1}^{\ell} c_i c_j K(x_i, x_j) > 0$. Thus, $K$ is positive definite.

We now prove that 1, the constant function taking the value 1 everywhere, is not in the closure of $H_K$ in $C(X)$. In fact, the uniformly convergent series (24) and the vanishing property of $\psi_{i,m}$ imply that

$$
\int_0^1 K(x, y) dy = \int_0^1 K_x(y) dy = 0, \quad \forall x \in X.
$$

Since $\text{span} \{K_x : x \in X \}$ is dense in $H_K$ and $H_K$ is embedded in $C(X)$, we know that

$$
\int_0^1 f(y) dy = 0, \quad \forall f \in H_K.
$$
If \( \mathbf{1} \) could be uniformly approximated by a sequence \( \{f_m\} \) in \( \mathcal{H}_K \), then
\[
1 = \int_0^1 1(y) \, dy = \lim_{m \to \infty} \int_0^1 f_m(y) \, dy = 0, \tag{31}
\]
which would be a contradiction. Therefore, \( \mathcal{H}_K \) is not dense in \( C(X) \).

Combining the previous discussion, we know that the positive definiteness is a nice necessary condition for the density of the RKHS in \( C(X) \) but is not sufficient.

3. Interpolation Schemes for Reproducing Kernel Spaces

The study of approximation by reproducing kernel Hilbert spaces has a long history; see, for example, [13, 14]. Here, we want to investigate the rate of approximation as the RKHS norm of the approximant becomes large.

In the following sections, we consider the approximation error for the purpose of learning theory. The basic tool for constructing approximants is a set of nodal functions used in [6, 15, 16].

**Definition 9.** We say that \( \{u_i(x) := u_i(x)\}_{i=1}^\ell \) is the set of nodal functions associated with the nodes \( x \) if \( u_i \in \text{span}\{K_{x_i}\}_{j=1}^\ell \) and
\[
\left. u_i \right|_{x_j} = \delta_{ij} = \begin{cases} 1, & \text{if } j = i, \\ 0, & \text{otherwise}. \end{cases} \tag{32}
\]

The nodal functions have some nice minimization properties; see [6, 16].

In [15], we show that the nodal functions \( \{u_i\}_{i=1}^\ell \) associated with \( x \) exist if and only if the Gramian matrix \( A_x := (K(x_i, x_j))_{i,j=1}^\ell \) is nonsingular. In this case, the nodal functions are uniquely given by
\[
u_i(x) = \sum_{j=1}^\ell (A_x^{-1})_{ij} K_{x_j}(x), \quad i = 1, \ldots, \ell. \tag{33}
\]

**Remark 10.** When the RKHS has finite dimension \( m \), then, for any \( \ell \leq m \) we can find nodal functions \( \{u_j\}_{j=1}^\ell \) associated with some subset \( x = \{x_1, \ldots, x_\ell\} \subset X \), while for \( \ell > m \), no such nodal functions exist. When \( \dim \mathcal{H}_K = \infty \), then, for any \( \ell \in \mathbb{N} \), we can find a subset \( x = \{x_1, \ldots, x_\ell\} \subset X \) which possesses a set of nodal functions.

The nodal functions are used to construct an interpolation scheme:
\[
I_x(f)(x) = \sum_{i=1}^\ell f(x_i) u_i(x), \quad x \in X, \ f \in C(X). \tag{34}
\]
It satisfies \( I_x(f)(x_i) = f(x_i) \) for \( i = 1, \ldots, \ell \). Interpolation schemes have been applied to the approximation by radial basis functions in the vast literature; see, for example, [17–20].

The error \( I_x(f) - f \) for \( f \in \mathcal{H}_K \) will be estimated by means of a power function.

**Definition 11.** Let \( K \) be a Mercer kernel on a compact metric space \( (X, d) \) and \( x = \{x_1, \ldots, x_\ell\} \subset X \). The power function \( \varepsilon_K \) is defined on \( x \) as
\[
\varepsilon_K(x) := \sup_{x \in \mathcal{H}_K} \left\{ \inf_{w \in \mathcal{H}_K} \left\{ K(x, x) - 2 \sum_{i=1}^\ell w_i K(x_i, x_i) \right\}^{1/2} + \sum_{i,j=1}^\ell w_i K(x_i, x_j) w_j \right\}. \tag{35}
\]

We know that \( \varepsilon_K(x) \to 0 \) when \( d_x := \max_{x \in X} \min_{1 \leq i,j \leq \ell} d(x_i, x_j) \to 0 \). If \( K \) is Lipschitz on \( X \):
\[
|K(x, y) - K(x, t)| \leq C(d(y, t))^s, \tag{36}
\]
then
\[
\varepsilon_K(x) \leq 2C\varepsilon_x^s. \tag{37}
\]
Moreover, higher order regularity of \( K \) implies faster convergence of \( \varepsilon_K(x) \). For details, see [16].

The error of the interpolation scheme for functions from RKHS can be estimated as follows.

**Theorem 12.** Let \( K \) be a Mercer kernel and \( A_x \) nonsingular for a finite set \( x = \{x_1, \ldots, x_\ell\} \subset X \). Define the interpolation scheme associated with \( x \) as (34). Then, for \( f \in \mathcal{H}_K \), there holds
\[
\|I_x(f) - f\|_{C(X)} \leq \|f\|_{\mathcal{H}_K} \varepsilon_K(x), \tag{38}
\]
\[
\|I_x(f)\|_{\mathcal{H}_K} \leq \|f\|_{\mathcal{H}_K}. \tag{39}
\]

**Proof.** Let \( x \in X \). We apply the reproducing property (3) of the function \( f \) in
\[
I_x(f)(x) - f(x) = \sum_{i=1}^\ell f(x_i) u_i(x) - f(x). \tag{40}
\]
Then,
\[
I_x(f)(x) - f(x) = \sum_{i=1}^\ell u_i(x) \langle K_{x_i}, f \rangle_K - \langle K_{x_i}, f \rangle_K
\]
\[
= \left\langle \sum_{i=1}^\ell u_i(x) K_{x_i} - K_{x_i}, f \right\rangle_K. \tag{41}
\]
By the Schwartz inequality in \( \mathcal{H}_K \),
\[
|I_x(f)(x) - f(x)| \leq \left\| \sum_{i=1}^\ell u_i(x) K_{x_i} - K_{x_i} \right\| \|f\|_{\mathcal{H}_K}. \tag{42}
\]

As $\langle K_s, K_t \rangle_K = K(s, t)$, we have
\[
\left\| \sum_{i=1}^{\ell} u_i(x) K_{x_i} - K_x \right\|_K^2 = K(x, x) - 2 \sum_{i=1}^{\ell} u_i(x) K(x, x_i) + \sum_{i,j=1}^{\ell} u_i(x) K(x_i, x_j) u_j(x).
\]
However, the quadratic function
\[
Q\left(\{u_i\}_{i=1}^{\ell}\right) := K(x, x) - 2 \sum_{i=1}^{\ell} u_i K(x, x_i) \quad \ell \sum_{i=1}^{\ell} u_i K(x_i, x_j) u_j
\]
over $\mathbb{R}^\ell$ takes its minimum value at $(u_i(x))^{\ell}_{i=1}$. Therefore,
\[
\left\| \sum_{i=1}^{\ell} u_i(x) K_{x_i} - K_x \right\|_K \leq \varepsilon_K(x).
\]
It follows that
\[
|I_x(f)(x) - f(x)| \leq \|f\|_K \varepsilon_K(x).
\]
This proves (38).

As $I_x(f) \in \mathcal{H}_K$ and $I_x(f)(x_i) = f(x_i)$ for $i = 1, \ldots, \ell$, we know that
\[
I_x(f)(x_i) - f(x_i) = \langle K_{x_i}, I_x(f) - f \rangle_K = 0, \quad i = 1, \ldots, \ell.
\]
This means that $I_x(f) - f$ is orthogonal to span$\{K_{x_i}\}_{i=1}^{\ell}$. Hence, $I_x(f)$ is the orthogonal projection of $f$ onto span$\{K_{x_i}\}_{i=1}^{\ell}$. Thus, $\|I_x(f)\|_K \leq \|f\|_K$. \quad \square

The regularity of the kernel in connection with Theorem 12 yields the rate of convergence of the interpolation scheme. As an example, from the estimate for $\varepsilon_K(x)$ given in [16, Proposition 2], we have the following.

**Corollary 13.** Let $X = \{0, 1\}$, $s \leq N \in \mathbb{N}$, and $K(x, y)$ be a $C^s$ Mercer kernel such that $A_s(x)$ is nonsingular for $x = \{s/N\}_{s=0}^{N-1}$. Then, for $f \in \mathcal{H}_K$, there holds
\[
\|I_x(f) - f\|_{(X)} \leq \|f\|_K \left\{ \frac{(4s)^s}{(s-1)!} \left\| \frac{\partial^s}{\partial x^s} K \right\|_\infty \right\} N^{-s}.
\]

For convolution type kernels, the power function can be estimated in terms of the Fourier transform of the kernel function. This is of particular interest when the kernel function is analytic. Let us provide the details.

Assume that $k$ is a symmetric function in $L^2(\mathbb{R}^n)$ and $\tilde{k}(\xi) > 0$ almost everywhere on $\mathbb{R}^n$. Consider the Mercer kernel
\[
K(x, y) = k(x - y), \quad x, y \in [0, 1]^n.
\]
For $N \in \mathbb{N}$, we define the following function to measure the regularity:
\[
\lambda_k(N) := n\left(1 + \frac{1}{2^N}\right)^{n-1} \times \max_{1 \leq \ell \leq N} \left\{ \left(2\pi\right)^{-\ell} \int_{|\xi| \leq N/2} \tilde{k}(\xi) \left( \frac{|\xi|}{N} \right)^N d\xi \right\} + \left(1 + (N2^{N/2})^2 \right)(2\pi)^{-N} \int_{|\xi| \geq N/2} \tilde{k}(\xi) d\xi.
\]

**Remark 14.** This function involves two parts. The first part is $\xi \in [-N/2, N/2]^n$, where $|\xi| \leq 2^{-N}$; hence, it decays exponentially fast as $N$ becomes large. The second part is $\xi \notin [-N/2, N/2]^n$, where $\xi$ is large. Then, the decay of $\tilde{k}$ (which is equivalent to the regularity of $k$) yields the fast decay of the second part.

The power function $\varepsilon_k(x)$ can be bounded by $\lambda_k(N)$ on the regular points:
\[
\varepsilon_k(x) \leq \lambda_k(N).
\]

**Proposition 15.** For the convolution type kernel (49) and $x$ given by (51), one has
\[
\varepsilon_k(x) \leq \lambda_k(N).
\]
In particular, if
\[
\tilde{k}(\xi) \leq C_0 e^{-\lambda |\xi|}, \quad \forall \xi \in \mathbb{R}^n
\]
for some constants $C_0 > 0$ and $\lambda > 4 + 2n \ln 4$, then there holds
\[
\varepsilon_k(x) \leq \lambda_k(N) \leq 4C_0 \left( \max \left\{ \frac{1}{e^{\lambda} \cdot e^{4\pi}} \right\} \right)^{N/2}.
\]

**Proof.** Choose $\{u_{\alpha,x} := u_{\alpha,x}(x)\}_{\alpha \in X}$ as the Lagrange interpolation polynomials on $x$. It is a vector in $\mathbb{R}^{2^{N-1}}$ for each $x \in X$. Then, $\varepsilon_k(x) \leq \sup_{x \in X} Q_N(x)$, where
\[
Q_N(x) := k(0) - 2 \sum_{\alpha \in X} u_{\alpha,x}(x) \cdot k(x - \alpha) + \sum_{\alpha,\beta \in X} u_{\alpha,x}(x) \cdot k(\alpha - \beta) \cdot w_{\beta,x}(x).
\]
In the proof of Theorem 2 in [16], we showed that $Q_N(x) \leq \lambda_k(N)$ for each $x \in [0, 1]^n$. Therefore, $\varepsilon_k(x) \leq \lambda_k(N)$.

The estimate for $\lambda_k(N)$ in the second part was verified in the proof of Theorem 3 in [16]. \quad \square
For the Gaussian kernels
\[ K(x, y) = \exp\left(-\frac{|x - y|^2}{\sigma^2}\right), \quad x, y \in [0, 1]^n, \quad (56) \]
it was proved in [16, Example 4] that, for \( N \geq 80n \log 2/\sigma^2 \), there holds
\[ \epsilon_K(x) \leq \lambda_k(N) \leq 2 \sqrt{\left(\frac{1}{16n}\right)^{N/2}} + \frac{4}{\sigma \sqrt{\pi}} 2^{-nN}. \quad (57) \]

4. Approximation Error in Learning Theory

Now, we can estimate the approximation error in learning theory by means of the interpolation scheme (34).

Consider the convolution type kernel (49) on \( X = [0, 1]^n \). As in [6], we denote
\[ \Lambda_k(r) := \inf_{\tilde{k}(\xi) > 0} \left\{ \tilde{k}(\xi) \right\}^{-1/2}, \quad r > 0. \quad (58) \]
The approximation error (6) can be realized as follows.

**Theorem 16.** Let \( k \in L^2(\mathbb{R}^n) \) be a symmetric function with \( \tilde{k}(\xi) > 0 \), and let the kernel on \( X = [0, 1]^n \) be \( K(x, y) = k(x - y) \). For \( f \in L^2(\mathbb{R}^n) \) and \( M \leq N \in \mathbb{N} \), we set \( f_M \in L^2(\mathbb{R}^n) \) by
\[ f_M(\xi) = \begin{cases} \hat{f}(\xi), & \text{if } \xi \in [-M\pi, M\pi]^n, \\ 0, & \text{otherwise.} \end{cases} \quad (59) \]

Then, with \( x = \{0, 1/N, \ldots, (N - 1)/N\}^n \), one has
\begin{enumerate}
  \item \( \|I_x f_M\|_K \leq \|f\|_{L^2} \Lambda_k(N) \); \( (i) \)
  \item \( \|f_M - I_x f_M\|_{L^2(X)} \leq \|f\|_{L^2} \Lambda_k(M) \|e_K(x)\| \); \( (ii) \)
  \item \( \|f - f_M\|_{L^2(X)} \leq (2\pi)^{-n} \int_{\xi \in [-M\pi, M\pi]^n} |\hat{f}(\xi)|^2 d\xi \rightarrow 0 \) (as \( M \rightarrow \infty \)). \( (iii) \)
\end{enumerate}

**Proof.** (i) For \( i, j \in X_N := \{0, 1, \ldots, N - 1\}^n \) and \( x_j = i/N \), expression (33) gives
\[ \left\langle u_i, u_j \right\rangle_K = \sum_{a, j \in X_N} \left( A^{-1}_x \right)_{ij} \left( A^{-1}_x \right)_{kj} \left\langle K_x, K_{x_i} \right\rangle_K = \sum_{a, j \in X_N} \left( A^{-1}_x \right)_{ij} \left( A^{-1}_x \right)_{kj} = \left( A^{-1}_x \right)_{ij}. \quad (60) \]

Then for \( g \in C(X) \) we have
\[ \|I_x g\|^2_K = \left\| \sum_{i,j \in X_N} g(x_j) u_i(x) \right\|^2_K = \sum_{i,j \in X_N} g(x_j) g(x_i) \left\langle u_i, u_j \right\rangle_K = \left( g \right)^T A^{-1}_x g, \quad (61) \]

where \( g \) is the vector \( (g(x_i))_{i \in X_N} \in \mathbb{R}^{nN} \). It follows that
\[ \|I_x f\|_K = \left\langle f, A^{-1}_x g \right\rangle \leq \|A^{-1}_x\|_2 \|g\|_2 = \|A^{-1}_x\|_2 \sum_{i \in X_N} |g(x_i)|^2 \leq \|A^{-1}_x\|_2 \|f\|_2, \quad (62) \]

where \( \|A^{-1}_x\|_2 \) denotes the (operator) norm of the matrix \( A^{-1}_x \) in \((\mathbb{R}^{nN}, \epsilon^2)\).

We apply the previous analysis to the function \( f_M \) satisfying
\[ \sum_{j \in X_N} \left| f_M(x_j) \right|^2 = \sum_{i \in X_N} (2\pi)^{-n} \int_{\xi \in [-\pi, \pi]^n} \tilde{f}_M(\xi) e^{ijN\xi} d\xi \leq (2\pi)^{-n} \int_{\xi \in [-\pi, \pi]^n} \tilde{f}_M(\xi) N^n d\xi \leq N^n \|f\|^2_{L^2}. \quad (63) \]

Then,
\[ \|I_x f_M\|_K \leq \left\| A^{-1}_x \right\|_2 \|f\|_{L^2} \quad (64) \]

Now, we need to estimate the norm \( \left\| A^{-1}_x \right\|_2 \). For convolution type kernels, such an estimate was given in [15, Theorem 2] by means of methods from the radial basis function literature, for example, [17, 21–24]. We have
\[ \left\| A^{-1}_x \right\|_2 \leq N^{-n} (A_k(N))^2. \quad (65) \]

Therefore,
\[ \|I_x f_M\|_K \leq \left\| f \right\|_{L^2} A_k(N). \quad (66) \]

This proves the statement in (i).

(ii) Let \( x \in X \). Then
\[ f_M(x) - I_x f_M(x) = (2\pi)^{-n} \int_{\xi \in [-\pi, \pi]^n} \tilde{f}(\xi) \left\{ e^{ix\xi} - \sum_{j \in X_N} u_{ij}(x) e^{ix_j \xi} \right\} d\xi. \quad (67) \]
By the Schwartz inequality,
\[ \|f_M(x) - I_x(f_M)(x)\| \leq \left\{ (2\pi)^{-n} \int_{\xi \in [-M\pi,M\pi]^n} \left| \hat{f}(\xi) \right|^2 \frac{d\xi}{k(\xi)} \right\}^{1/2} \times \left\{ (2\pi)^{-n} \int_{\xi \in [-M\pi,M\pi]^n} \left| \hat{f}(\xi) \right|^2 \frac{d\xi}{k(\xi)} \right\}^{1/2} \times \sum_{j \in X_N} u_{j,x}(x) e^{i\xi_j} \frac{d\xi_j}{C}.
\]

The first term is bounded by \(\|f\|_{L^2}\Lambda_k(M)\). The second term is
\[ \left\{ k(0) - 2 \sum_{j \in X_N} u_{j,x}(x) k \left( x - x_j \right) \right\}^{1/2} \sum_{j \in X_N} u_{j,x}(x) k \left( x - x_j \right) \left( x - x_j \right), \]
which can be bounded by \(\varepsilon_k(x)\), as shown in the proof of Theorem 12. Therefore, by (52),
\[ \|f_M - I_x(f_M)\|_{C(\mathbb{X})} \leq \left\{ (2\pi)^{-n} \int_{\xi \in [-M\pi,M\pi]^n} \left| \hat{f}(\xi) \right|^2 \frac{d\xi}{k(\xi)} \right\}^{1/2} \times \sum_{j \in X_N} u_{j,x}(x) k \left( x - x_j \right) \left( x - x_j \right), \]

(iii) By the Plancherel formula,
\[ \|f - f_M\|_{L^2(\mathbb{R}^n)} = (2\pi)^{-n} \int_{\xi \in [-M\pi,M\pi]^n} \left| \hat{f}(\xi) \right|^2 d\xi. \]
This proves all the statements in Theorem 16. \(\square\)

Theorem 16 provides quantitative estimates for the approximation error:
\[ \|f - I_x(f_M)\|_{L^2(\mathbb{X})} \leq \left\{ (2\pi)^{-n} \int_{\xi \in [-M\pi,M\pi]^n} \left| \hat{f}(\xi) \right|^2 \frac{d\xi}{k(\xi)} \right\}^{1/2} \times \sum_{j \in X_N} u_{j,x}(x) k \left( x - x_j \right) \left( x - x_j \right), \]
with
\[ \|I_x(f_M)\|_x \leq \|f\|_{L^2}\Lambda_k(M)\Lambda_k(N). \]

Choose \(N = N(M) \geq M\) such that \(\Lambda_k(M)\Lambda_k(N) \to 0\) as \(M \to +\infty\); we have \(\|f - I_x(f_M)\|_{L^2(\mathbb{X})} \to 0\) and the RKHS norm of \(I_x(f_M)\) is controlled by the asymptotic behavior of \(\Lambda_k(N)\).

Denote by \(\Lambda_k^{-1}\) the inverse function of \(\Lambda_k\):
\[ \Lambda_k^{-1}(R) := \max \{ r > 0 : \Lambda_k(r) \leq R \} \]
\[ = \max \{ r > 0 : \hat{k}(\xi) \geq R^{-2} \forall \xi \in [-r\pi,r\pi]^n \}. \]

Then, our estimate for the approximation error can be given as follows.

**Corollary 17.** Let \(X = [0,1]^n\) and \(f \in H^s(\mathbb{R}^n)\). Then, for \(R > \|f\|_{L^2}\),
\[ \inf_{|g|_{L^2} < R} \|f - g\|_{L^2(\mathbb{X})} \leq \inf_{\|g\|_{L^2} < R} \left\{ \|f\|_{H^s(M\pi)^n} + \|f\|_{L^2}\Lambda_k(M)\lambda_k(N_R) \right\}, \]
\[ \text{where } N_R := \left[ \Lambda_k^{-1}(R/\|f\|_{L^2}) \right]. \]
If \(s > n/2\), then
\[ \inf_{|g|_{L^2} < R} \|f - g\|_{C(\mathbb{X})} \leq \left\{ \|f\|_{H^s(M\pi)^n} + \|f\|_{L^2}\Lambda_k(M)\lambda_k(N_R) \right\}. \]

In particular, when
\[ C_1 \exp \left\{ -\lambda_1 |\xi|^d \right\} \leq \hat{k}(\xi) \leq C_0 \exp \left\{ -\lambda_1 |\xi|^d \right\}, \quad \forall \xi \in \mathbb{R}^n \]
for some \(C_0, C_1, d, \lambda_1 > 0\) and \(\lambda > 4 + 2n \log 4\), one has
\[ I(f, R) = \inf_{|g|_{L^2} < R} \|f - g\|_{L^2(\mathbb{X})} \leq \left( 2^{d+1} R^n \right)^{d+1} \left( \pi^{-n}\|f\|_{H^s} + \frac{2^{n+2} C_0}{\sqrt{C_1}} \|f\|_{L^2} \right) \times \left( \log R + \frac{1}{2} \log C_1 - \log \|f\|_{L^2} \right)^{-s/2}, \]
provided that with the function \(G(r) := (1/\sqrt{n})(2/\lambda_1) \max(r\sqrt{C_1}/\|f\|_{L^2}))^{1/d}, R \) satisfies
\[ G(R) \geq \left( \frac{16C_1 n^{2d} R^d}{-\log \max(1/\varepsilon \lambda, 4^n/\varepsilon^{1/2})} \right)^{d+1}, \]
\[ \log G(R) \leq \left( -\log \max(1/\varepsilon \lambda, 4^n/\varepsilon^{1/2}) \right) \geq (d + 1). \]

**Proof:** The first part is a direct consequence of Theorem 16 when we choose \(N = N_R\), the integer part of \(\Lambda_k^{-1}(R/\|f\|_{L^2})\).

To see the second part, we note that (77) in connection with Proposition 15 implies with \(\Lambda := \max(1/4\varepsilon \lambda, 4^n/\varepsilon^{1/2}), \)
\[ \lambda_k(N) \leq 4C_0 \exp \left\{ \frac{N \log \Lambda}{2} \right\}, \]
\[ \Lambda_k(N) \leq \left[ C_1 \exp \left\{ -\lambda_1 (\sqrt{n\pi})^{d} \right\} \right]^{-1/2} \]
\[ = \frac{1}{\sqrt{C_1}} \exp \left\{ \frac{\lambda_1 (\sqrt{n\pi})^{d} \varepsilon}{2} \right\}. \]

Then, \(\Lambda_k^{-1}(R/\|f\|_{L^2}) \geq G(R)\).
For \( R \geq (\|f\|_{L^2}/\sqrt{C_1}) \exp(\lambda_1/2(\sqrt{\pi}r)^d) \), we can choose \( M \in \mathbb{N} \) such that
\[
\frac{1}{2} \{G(\Theta)\}^{1/(d+1)} \leq M \leq \{G(\Theta)\}^{1/(d+1)}.
\tag{81}
\]
Choose \( N \in \mathbb{N} \) such that
\[
\frac{M^{d+1}}{2} \leq N \leq M^{d+1}.
\tag{82}
\]
Then, \( M \leq N \), and by Theorem 16,
\[
\|K_k(f_M)\|_k \leq \|f\|_{L^2} \exp \left[ \frac{\lambda_1}{2} (\sqrt{\pi})^d M^{d/(d+1)} \right] \leq R,
\]
\[
\Lambda_k(M) \lambda_k(N)
\leq \frac{4C_0}{\sqrt{C_1}} \exp \left\{ \frac{N}{4} \log \Lambda \right\}
\times \left( \frac{\log \Lambda + \lambda_1(\sqrt{\pi})^d N^{-1/(d+1)}}{4s} \right).
\tag{83}
\]
When
\[
N^{1/(d+1)} \geq \frac{4\lambda_1(\sqrt{\pi})^d}{\log \Lambda},
\tag{84}
\]
\[
\log \frac{N}{N^{1/(d+1)}} \leq \frac{(-\log \Lambda)(d+1)}{4s},
\]
there holds
\[
\Lambda_k(M) \lambda_k(N) \leq \frac{4C_0}{\sqrt{C_1}} \exp \left\{ \frac{N}{4} \log \Lambda \right\}
\leq \frac{4C_0}{\sqrt{C_1}} N^{-1/(d+1)}.
\tag{85}
\]
Hence,
\[
\|f - I_k(f_M)\|_{L^2(X)}
\leq \|f\|_{H^s(M\pi)^{-s}} + \|f\|_{L^2} \frac{4C_0}{\sqrt{C_1}} \left( \frac{2}{M} \right)^s
\leq \left( \|f\|_{H^s(M\pi)^{-s}} + 2^s \|f\|_{L^2} \frac{4C_0}{\sqrt{C_1}} \right)
\times 2^s (G(\Theta))^{-s/(d+1)}.
\tag{86}
\]
When \( R \) satisfies (79), we know that
\[
N^{1/(d+1)} \geq \frac{M}{2} \geq \frac{1}{4} \{G(\Theta)\}^{1/(d+1)} \geq \frac{4\lambda_1(\sqrt{\pi})^d}{-\log \Lambda},
\]
\[
\log \frac{N}{N^{1/(d+1)}} \leq \frac{2 \log M^{d+1}}{M^{d+1}} \leq \frac{2^{d+2} \log G(\Theta)}{G(\Theta)} \leq \frac{-\log \Lambda(d+1)}{4s}.
\tag{87}
\]
Hence, (84) holds true. This proves our statements.

For the Gaussian kernels, we have the following.

**Proposition 18.** Let
\[
K(x, y) = \exp \left\{ \frac{|x - y|^2}{\sigma^2} \right\}, \quad x, y \in X = [0, 1]^n.
\tag{88}
\]
Denote \( C_{\sigma,n} := \sigma^2 n^2/4 \min\{\log(4\sqrt{\pi}), n \log 2 \} \) and \( C_{\sigma,n,4} := (\sigma^2 \sqrt{\pi})^{1/2} \left( \frac{\sigma^2}{\sigma^2} \right)^{-n/2}(2\sqrt{e} + 4/\sqrt{\pi}) \). If \( f \in H^s(\mathbb{R}^n) \), then one has
\[
I(f, R) \leq C_{\sigma,n} \left( \|f\|_{H^s} + \|f\|_{L^2} \right)
\times \left\{ \log R + \frac{n}{2} \log(\sigma \sqrt{\pi}) - \log \|f\|_{L^2} \right\}^{-s/4}
\tag{89}
\]
and when \( s > n/2 \),
\[
\inf_{h \geq 0} \|f - g\|_{C(X)} \leq C_{\sigma,n,s-n/2} \left( \|f\|_{H^s} + \|f\|_{L^2} \right)
\times \left\{ \log R + \frac{n}{2} \log(\sigma \sqrt{\pi}) - \log \|f\|_{L^2} \right\}^{n/2-s/4}
\tag{90}
\]
for \( R \) satisfying
\[
R > \|f\|_{L^2}(\sigma \sqrt{\pi})^{-n/2}
\times \exp \left\{ \frac{\sigma^2 n^2 \left( \max \left\{ \frac{C_{\sigma,n}, 80n \log 2}{\sigma^2} \right\} + 1 \right)^2}{8} \right\},
\tag{91}
\]
\[
\left( \frac{1}{32C_{\sigma,n}} \frac{\log \frac{\sigma \sqrt{\pi}}{n^{2} R}}{\|f\|_{L^2}} \right)^{1/2}
\geq \frac{5}{2} \left( \frac{2 \sqrt{3}}{\sigma \sqrt{\pi}} + \frac{1}{2} \frac{\log \left( \frac{\sigma \sqrt{\pi}}{n^{2} R} \right)}{\|f\|_{L^2}} \right).
\tag{92}
\]
**Proof.** The Fourier transform of \( k(x) = \exp(-|x|^2/\sigma^2) \) is
\[
k(\xi) = (\sigma \sqrt{\pi})^{n} \exp \left\{ -\frac{\sigma^2 |\xi|^2}{4} \right\}.
\tag{93}
\]
Then,
\[
\Lambda_k(r) = (\sigma \sqrt{\pi})^{n/2} \exp \left\{ \frac{\sigma^2 n^2 \pi^2}{8} \right\}.
\tag{94}
\]
For
\[
R \geq \|f\|_{L^2} \Lambda_k \left( \max \left\{ C_{\sigma,n}, \frac{80n \log 2}{\sigma^2} \right\} + 1 \right),
\tag{95}
\]
we can take \( N \in \mathbb{N} \) with \( N \geq \max \left\{ C_{\sigma,n}, 80n \log 2/\sigma^2 \right\} \) such that
\[
\frac{1}{2} \Lambda_k^{-1} \left( \frac{R}{\|f\|_{L^2}} \right) \leq N \leq \Lambda_k^{-1} \left( \frac{R}{\|f\|_{L^2}} \right).
\tag{96}
\]
Here, $\Lambda_k^{-1}$ is the inverse function of $\Lambda_k$:

$$
\Lambda_k^{-1}(r) = \frac{2\sqrt{2}}{\sigma \sqrt{n \pi}} \left( \log \left( (\sigma \sqrt{n})^{n/2} \right) \right)^{1/2}.
$$

Then, $\|f\|_{L^2(M)} \leq R$. Let $M \leq N$. By Theorem 16, $\|I_x(f_M)\|_R \leq R$.

By Corollary 17 and (57),

$$
\|f - I_x(f_M)\|_{L^2(X)} \leq \|f\|_{H^s}(M\pi)^{-s/2} + \|f\|_{L^2} \Lambda_k(M) \left( 2\sqrt{e} + \frac{4}{\sigma \sqrt{n}} \right) \exp \left\{ -NC_0 \right\},
$$

where $C_0 := \min\{\log(4\sqrt{n}), n \log 2\}$. Choose $M \in \mathbb{N}$ such that

$$
\frac{1}{2} \sqrt{\frac{N}{C_0 n}} \leq M \leq \sqrt{\frac{N}{C_0 n}}.
$$

With this choice, $\sigma^2 N M^2 \pi^2 / 8 \leq C_0 N / 2$. Therefore,

$$
\|f - I_x(f_M)\|_{L^2(X)} \leq \left( \frac{4C_0}{\pi^2 N} \right)^{s/2} \|f\|_{H^s}(\sigma \sqrt{n})^{-s/2} \times \left( 2\sqrt{e} + \frac{4}{\sigma \sqrt{n}} \right) \exp \left\{ -\frac{C_0}{2} N \right\}
$$

$$
\leq C'_{\sigma,n,s} \left( \|f\|_{H^s} + \|f\|_{L^2} \right) \times \left\{ \left( \frac{R}{\|f\|_{L^2}} \right)^{-s/2} \exp \left\{ -\frac{C_0}{4} \Lambda_k^{-1} \left( \frac{R}{\|f\|_{L^2}} \right) \right\}, \right.\right.
$$

where

$$
C'_{\sigma,n,s} = C_{\sigma,n} + (\sigma \sqrt{n})^{-n/2} \left( 2\sqrt{e} + \frac{4}{\sigma \sqrt{n}} \right).
$$

When

$$
\frac{C_0}{4} \Lambda_k^{-1} \left( \frac{R}{\|f\|_{L^2}} \right) \geq \frac{s}{2} \log \Lambda_k^{-1} \left( \frac{R}{\|f\|_{L^2}} \right),
$$

there holds

$$
\|f - I_x(f_M)\|_{L^2(X)} \leq C'_{\sigma,n,s} \left( \|f\|_{H^s} + \|f\|_{L^2} \right) \times \left\{ \left( \frac{R}{\|f\|_{L^2}} \right)^{-s/2} \exp \left\{ -\frac{C_0}{4} \Lambda_k^{-1} \left( \frac{R}{\|f\|_{L^2}} \right) \right\} \right.\right.
$$

This yields the first estimate.

When $s > n/2$, the same method gives the error with the uniform norm. \qed

### 5. Learning with Varying Kernels

Proposition 18 in the last section shows that, for a fixed Gaussian kernel, the approximation error $I(f, R)$ behaves as

$$
I(f, R) \leq C(\log R)^{-s/4}
$$

for functions $f \in H^s$.

In this section, we consider the learning with varying kernels. Such a method is used in many applications where we have to choose suitable parameters for the reproducing kernel. For example, in [7] Gaussian kernels with different parameters in different directions are considered. Here, we study the case when the variance parameter keeps the same in all directions. Our analysis shows that the approximation error may be improved when the kernel changes with the RKHS norm $R$ of the empirical target function.

**Proposition 19.** Let

$$
K_{\sigma}(x, y) = \exp \left\{ -\frac{x - y}{\sigma^2} \right\}, \quad x, y \in X = [0, 1]^n.
$$

There exist positive constants $A_{n,s}$ and $B_{n,s}$ depending only on $n$ and $s$, such that for each $f \in H^s([\mathbb{R}^n])$ and $R \geq A_{n,s} \|f\|_{L^2}$, one can find some $\sigma = \sigma_R$ satisfying

$$
\inf_{\|g - f\|_{L^2(X)} \leq R} \|g\|_{H^s} \leq B_{n,s}(\log R)^{-s}.
$$

**Proof.** Take

$$
\sigma = \left( \frac{80n \log 2}{N} \right)^{1/2},
$$

$$
\frac{N}{4n^2} \left( \frac{1}{5} \min \left\{ 2 + \frac{\log n}{2 \log 2}, n \right\} \right)^{1/2} \leq M \leq \frac{N}{2n^2} \left( \frac{1}{5} \min \left\{ 2 + \frac{\log n}{2 \log 2}, n \right\} \right)^{1/2},
$$

where $N$ depends on $R$. Denote $C_n := n \pi^2 / 4 \min\{\log(4\sqrt{n}), n \log 2\}$. As in the proof of Proposition 18, we have

$$
\|f - I_x(f_M)\|_{L^2(X)} \leq \left( N\pi \right)^{-s/2} \|f\|_{H^s} \left( 320nC_n \log 2 \right)^{s/2} \times \left( 2\sqrt{e} + \frac{4\sqrt{N}}{\sqrt{80n \log 2}} \right) \exp \left\{ -\frac{C_0}{4} N \right\}.
$$

When $N$ is large enough, with a constant $C'_{n,s}$ depending on $n$ and $s$, this yields

$$
\|f - I_x(f_M)\|_{L^2(X)} \leq C'_{n,s} \left( \|f\|_{H^s} + \|f\|_{L^2} \right) N^{-s}.
$$
Finally, we determine \( N \) by requiring
\[
\| f \|_{L^2} \Lambda_k(N) = \| f \|_{L^2} N^{n/k} (80n\pi \log 2)^{-n/4} \exp \{ 10n^2 \pi^2 N \log 2 \}
\leq R \leq \| f \|_{L^2} \Lambda_k(N + 1).
\]
(110)

There is a constant \( A_{n,k} > 0 \) depending only on \( n \) and \( s \) such that, for \( R \geq A_{n,k} \| f \|_{L^2} \), an integer \( N \) satisfying all the previous requirements and
\[
(N + 1)^{n/k} \leq \exp \{ 10n^2 \pi^2 (N + 1) \log 2 \}
\]
exists. This makes all the estimates valid. It follows that
\[
R \leq \| f \|_{L^2} \Lambda_k(N + 1)
\leq \| f \|_{L^2} (80n\pi \log 2)^{-n/4} \exp \{ 20n^2 \pi^2 (N + 1) \log 2 \}.
\]
(112)

Hence,
\[
N + 1 \geq \frac{1}{20n^2 \pi^2 \log 2} \log \left( \frac{R}{\| f \|_{L^2} (80n\pi \log 2)^{-n/4}} \right).
\]
(113)

Therefore, there holds \( \| I_k(f_M) \|_{K_m} \leq R \) and
\[
\| f - I_k(f_M) \|_{L^2(X)} \leq 2\| f \|_{H^s} + \| f \|_{L^2} \} (20n^2 \pi^2 \log 2)^s
\times \{ \log R + \frac{n}{4} \log (80n\pi \log 2) - \log \| f \|_{L^2} \}^{-\alpha/2}.
\]
This verifies our claim for the approximation error in \( L^2(X) \).
\[ \square \]

Let us mention the following problem concerning learning with Gaussian kernels with changing variances.

**Problem 20.** What is the optimal rate of convergence of
\[
\sup_{f/f_{\text{test}}} \inf \left\{ \| f - g \|_{L^2(X)} : \| g \|_{K_m} \leq R \text{ for some } \alpha > 0 \right\}
\]
(115)
as \( R \) tends to infinity?

### 6. Dot Product Kernels

In this section, we illustrate our results by the family of dot product type kernels. These kernels take the form
\[
K(x, y) = \sum_{j=0}^{+\infty} a_j (x \cdot y)^j, \quad x, y \in \mathbb{R}^n.
\]
(116)

Corollary 21. Let \( R > 0, X = [0, R]^n \), and the kernel \( K \) be given by (116), where \( a_i \geq 0 \) for each \( j \in \mathbb{Z}_+ \) and \( \sum_{j=0}^{+\infty} a_j R^j < +\infty \). Set \( J = \{ \alpha \in \mathbb{Z}_+^n : a_{|\alpha|} > 0 \} \). Then, \( K \) is dense in \( C(X) \) if and only if \( \text{span} [x^\alpha : \alpha \in J] \) is dense in \( C(X) \). Thus, the density depends only on the location of positive coefficients in (116). In particular, when \( n = 1 \), \( K \) is dense in \( C[0, R] \) if and only if
\[
a_0 > 0, \quad \sum_{j\geq 0} \frac{1}{\lambda_j} = +\infty.
\]
(117)

**Proof.** Note that
\[
K(x, y) = \sum_{\alpha \in J} |\alpha| \alpha x^\alpha y^\alpha
\]
(118)

**Sufficiency.** Suppose that \( \text{span} [x^\alpha : \alpha \in J] \) is dense in \( C(X) \), but \( K \) is not dense in \( C(X) \). Then, by Theorem 4 there exists a nontrivial Borel measure \( \mu \) on \( X \) such that
\[
\int_X K(x, y) d\mu(y) = 0, \quad \forall x \in X.
\]
(119)

Taking the integral with respect to \( \mu \) and using (118), we have
\[
\begin{align*}
0 &= \int_X K(x, y) d\mu(x) d\mu(y) \\
&= \sum_{a \in J} \sum_{|\alpha| = a} |\alpha| \alpha x^\alpha y^\alpha \\
&\leq \sum_{|\alpha| = a} \int_X x^\alpha d\mu(x) y^\alpha.
\end{align*}
\]
(120)

Since \( a_{|\alpha|} > 0 \) for each \( \alpha \in J \), there holds
\[
\int_X x^\alpha d\mu(x) = 0, \quad \forall \alpha \in J.
\]
(121)

That is, \( \mu \) annihilates each \( x^\alpha \) for \( \alpha \in J \). But \( \text{span} [x^\alpha : \alpha \in J] \) is dense in \( C(X) \); \( \mu \) also annihilates all functions in \( C(X) \), which is a contradiction.

**Necessity.** If \( \text{span} [x^\alpha : \alpha \in J] \) is not dense in \( C(X) \), then there exists a nontrivial Borel measure \( \mu \) annihilating each \( x^\alpha \), that is, \( \int_X x^\alpha d\mu(x) = 0 \) for each \( \alpha \in J \). Then, (118) tells us that, for each \( x \in X 
\]
\[
\int_X K(x, y) d\mu(y) = \sum_{a \in J} \sum_{|\alpha| = a} |\alpha| \alpha x^\alpha \int_X y^\alpha d\mu(y) = 0.
\]
(122)

This in connection with Theorem 4 implies that \( K \) is not dense in \( C(X) \). This proves the first statement of Corollary 21.

The second statement follows from the classical Muntz Theorem in approximation theory (see [30]): for a strictly increasing sequence of nonnegative numbers \( \lambda_0 < \lambda_1, \ldots \), \( \text{span} [x^\lambda : j \in \mathbb{Z}_+] \) is dense in \( C[0, R] \) if and only if \( \lambda_0 = 0 \) and \( \sum_{j=1}^{+\infty} 1/\lambda_j = +\infty \).
\[ \square \]
The conclusion in Example 2 follows directly from Corollary 21.

By Corollary 21, we can provide more examples of dot product positive definite kernels whose corresponding RKHS is not dense. The following is such an example. However, compared with Example 8, it is not constructive, in the sense that no function outside the closure of $H_K$ is explicitly given.

**Example 22.** Let $X = [0, 1]$ and define

$$K(x, y) = 1 + \sum_{k=1}^{\infty} 2^{-k} \sum_{m=0}^{k-1} (x \cdot y)^{2^k m}.$$  

(123)

Then, $K$ is a positive definite Mercer kernel on $X$, but $H_K$ is not dense in $C(X)$.

**Proof.** Observe that the assumption in Corollary 21 holds for $K$, $a_0 = 1 > 0$ and

$$J \setminus \{0\} = \bigcup_{k=1}^{\infty} \{2^k, 2^k + 1, \ldots, 2^k + k - 1\}.$$  

(124)

Since $\sum_{i \in \mathbb{N}}/(1 + j) = \sum_{i=1}^{\infty} \sum_{k=0}^{\infty} (2^k + i) \leq \sum_{i=1}^{\infty} (k/2^k) < +\infty$, Corollary 21 tells us that $H_K$ is not dense in $C(X)$.

What is left is to show that the Mercer kernel $K$ is positive definite. Suppose to the contrary that there exist a finite set of distinct points $I \subset X$ and a nonzero vector $c = (c_s)_{s \in I}$ such that

$$\sum_{s \in I} c_s c_t K(s, t) = 0.$$  

(125)

Denote

$$\tilde{K}(x, y) = \sum_{k=0}^{\infty} 2^{-k} \sum_{m=0}^{k-1} (x \cdot y)^{2^k m}.$$  

(126)

Then,

$$\sum_{s \in I} c_s c_t K(s, t) = \left(\sum_{s \in I} c_s\right)^2 + \sum_{s \in I \setminus \{0\}} c_s \tilde{K}(s, t) = 0.$$  

(127)

Hence, $\sum_{s \in I} c_s = 0$ which implies that $I \setminus \{0\} \neq \emptyset$ and $(c_s)_{s \in I \setminus \{0\}}$ is a nonzero vector. Also,

$$0 = \sum_{s \in I \setminus \{0\}} c_s \tilde{K}(s, t) = \sum_{k=0}^{\infty} 2^{-k} \sum_{m=0}^{k-1} \left(\sum_{s \in I \setminus \{0\}} s^{2^k m} c_s\right)^2.$$  

(128)

It follows that

$$\sum_{s \in I \setminus \{0\}} s^{2^k m} c_s = 0, \quad \forall k \in \mathbb{N}, \ m = 0, 1, \ldots, k - 1.$$  

(129)

Choose an integer $k$ which is not less than $\#(I \setminus \{0\})$, the number of elements in the set $I \setminus \{0\}$. Then, we know that the linear system

$$\sum_{s \in I \setminus \{0\}} s^{2^k m} x_s = 0, \quad m = 0, 1, \ldots, \#(I \setminus \{0\})$$  

(130)

has a nonzero solution $(c_s)_{s \in I \setminus \{0\}}$. Hence, the matrix $(s^{2^k m} x_s)_{s \in I \setminus \{0\}, m = 0, 1, \ldots, \#(I \setminus \{0\})}$ is singular. So, there exists a nonzero vector $(d_m)_{m \in \mathbb{N}}$ such that

$$\sum_{m=0}^{\infty} s^{2^k m} d_m = 0, \quad \forall s \in I \setminus \{0\}.$$  

(131)

As each element $s$ in $I \setminus \{0\}$ is nonzero, we have

$$\sum_{m=0}^{\infty} s^m d_m = 0, \quad \forall s \in I \setminus \{0\}.$$  

(132)

However, the determinant of the matrix $(s^m)_{s \in I \setminus \{0\}, m = 0, 1, \ldots, \#(I \setminus \{0\})}$ is a Vandermonde determinant and is nonzero. This is a contradiction, as the linear system having this matrix as the coefficient matrix has a nonzero solution. Therefore, the Mercer kernel $K$ is positive definite.

An alternative simpler proof for the positive definiteness of the kernel in Example 22 can be given by means of the recent results in [25, 26].

After characterizing the density, we can then apply our analysis in Section 3 and provide some estimates for the convergence rate of the approximation error under the assumption that all the coefficients $a_i$ in (116) are strictly positive. We will not provide details here, but only show the application of the interpolation scheme (34) to polynomials.

If $f(x) = \sum_{|\alpha| \leq M} c_\alpha (\frac{x}{a})^\alpha x^\alpha$, then

$$I_x(f)(x) - f(x) = \sum_{|\alpha| \leq M} c_\alpha \left(\frac{|\alpha|}{a}\right) \left(\sum_{j=1}^{\ell} u_j(x) x_j^\alpha - x^\alpha\right).$$  

(133)

It follows from the Schwartz inequality that

$$|I_x(f)(x) - f(x)|^2 \leq \left\{\sum_{|\alpha| \leq M} c_\alpha \left(\frac{|\alpha|}{a}\right) \left(\sum_{j=1}^{\ell} u_j(x) x_j^\alpha - x^\alpha\right)^2\right\}.$$  

(134)

The first term can be bounded by

$$\left\{\sum_{|\alpha| \leq M} c_\alpha \left(\frac{|\alpha|}{a}\right) \left(\sum_{j=1}^{\ell} u_j(x) x_j^\alpha - x^\alpha\right)^2\right\}^{-1} \left(\min_{j=0,1,\ldots,M} a_j\right)^{-1}$$  

(135)

while the second is bounded by

$$\sum_{\alpha \in \mathbb{N}^M} a_\alpha \left(\frac{|\alpha|}{a}\right) \left(\sum_{j=1}^{\ell} u_j(x) x_j^\alpha\right)^2.$$  

(136)
Thus, the approximation error can be given in terms of the regularity of the kernel $K$. The regularity of the approximated function yields the rate of approximation by polynomials $f = f_M$ while the asymptotic behavior of the coefficients $a_j$ in (116) provides the control of the RKHS norm of $I_\kappa(f_M)$.
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