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The paper deals with the description of multispecies model with delayed dependence on the size of population. It is based on the Gurtin and MacCamy model. The existence and uniqueness of the solution for the new problem of population dynamics are proved, as well as the asymptotical stability of the equilibrium age distribution.

1. Introduction

In this paper we consider mutual influence of \(n\) populations. We assume that each population develops differently, affecting each other. Populations do not destroy each other. However, they share the same natural resources and the space. In our model \(u\) denotes the density of the ecosystem consisting of \(n\) different populations. Therefore \(u = (u^1, \ldots, u^n)\) is the vector function. Each component \(u^i\) for \(i = 1, \ldots, n\) denotes the \(i\)th population density. The development of \(i\)th population can be expressed by the following system of the equations:

\[
Du^i(a, t) = -\lambda^i(a, z_i) u^i(a, t), \quad (1)
\]

\[
u^i(0, t) = \int_0^\infty \int_{[-r_i,0]} \beta^i(a, z(t + s)) u^i(a, t + s') ds da, \quad (2)
\]

\[
z^i(t) = \int_0^\infty u^i(a, t) da \quad (3)
\]

with the initial condition

\[
u^i(a, s) = \varphi^i(a, s) \quad \text{for} \quad s \in [-r^i, 0], \quad (4)
\]

where

\[
[-r, 0] = [-r^1, 0] \times [-r^2, 0] \times \cdots \times [-r^n, 0],
\]

\[
z(t + s) = (z^1(t + s^1), z^2(t + s^2), \ldots, z^n(t + s^n)), \quad (5)
\]

\[
z^i : [-r^i, 0] \longrightarrow \mathbb{R}_+, \quad r^i \geq 0, \quad \mathbb{R}_+ = [0, \infty),
\]

\[
z^i(s) = z^i(t + s).
\]

The rate

\[
Du^i(a, t) = \lim_{h \to 0} \frac{u^i(a + h, t + h) - u^i(a, t)}{h} \quad (6)
\]

denotes the intensity of changing of the \(i\)th population in time. In particular, if \(u^i\) is differentiable then \(Du^i = \partial u^i/\partial a + \partial u^i/\partial t\). The quantity \(z^i(t)\) is the total \(i\)th population at time \(t\). We can express total population of the whole ecosystem at time \(t\) by

\[
z(t) = (z^1(t), \ldots, z^n(t)). \quad (7)
\]

Thus

\[
z_i = (z^1_i, \ldots, z^n_i). \quad (8)
\]
We assume that
\[ z_i^0 (0) = \int_0^\infty \varphi_i (a,0) \, da. \] (9)
The birth and death processes of the \(i\)th population are described by coefficients \(\lambda^i\) and \(\beta^i\). We assume that both processes depend on the population size not only at the moment \(t\), but also at any preceding period of time (so-called history segment). Introducing the delay parameter to the model has deep biological approach (see, for instance, [1]). All natural processes occur with some delay with respect to the moment of their initiation. We can take into consideration, for example, the period of pregnancy (constant delay) or morbidity (variable delay). In our model, considered processes occur with \(n\) various delays, typical for \(n\) populations. It is a novel approach to the population dynamics research. Moreover the system (1)–(4) consists of the general description of \(n\) populations dynamics. If populations develop independently, then the functions \(\lambda^i\) and \(\beta^i\) depend on \(i\)th coordinate of the function \(z_i\), only and the system consists of \(n\) independent von Foerster equations. However, if there are populations relationships, we can consider three cases.

(1) Competition for food: in this case \(\beta^i\) is decreasing function of variables describing the numbers of species competing for food with the \(i\)th one. For example, \(\beta^i(a, z) = \max(aF - \sum_{j=1}^n k_z^j), 0), where \(F\) denotes total amount of food and \(I\) is the set of species competing with the \(i\)th one.

(2) Schema predator prey: if \(i\)th species feeds on \(j\)th species individuals, then \(\lambda^j\) and \(\beta^i\) are increasing functions of variables \(z^j\) and \(z^i\), respectively. The classical models show that balance state between two species competing for food is not possible. In this case the model does not have nonzero equilibrium with formulating conditions of the stability we consider slightly simpler version of the model than the one described in [10]. We resign from the delay in the structure during a deliberation on mortality. However, the delayed dependence of the structure still remains the element of the birth process description. In this paper we aim to state stability conditions for the ecosystem of \(n\) populations. The plan of the paper is as follows. In Section 2 we formulate the problem in the terms of operator equations. Section 3 contains the proof of the existence and uniqueness of the solution. We also study equilibrium age distributions, that is, solutions to the problem which are independent of time. In Section 4 exponential asymptotic stability of the equilibrium age distributions is analyzed. We use generalized Laplace transform to study the stability.

We consider our model (1)–(4) under the following assumptions.

(H1) \(\varphi = (\varphi^1, \ldots, \varphi^n)\) where \(\varphi^i \in C(\mathbb{R}_+ \times [-r^i, 0])\) for \(i = 1, \ldots, n\).

(H2) \(\varphi^i = \int_0^\infty \sup_{s \in [-r^i, 0]} \varphi^i (a,s) \, da < \infty\) for \(i = 1, \ldots, n\).

(H3) The function \([-r^i, 0] \ni a \mapsto \int_0^a \varphi^i (s) \, ds\) is continuous.

(H4) \(\lambda = (\lambda^1, \ldots, \lambda^n), \beta = (\beta^1, \ldots, \beta^n)\) where \(\lambda^i \in C(\mathbb{R}_+ \times \times_{j=1}^n C([-r^j, 0])), \beta^i \in C(\mathbb{R}^{n+1}_+);\) the Fréchet derivatives \(D\lambda^i\) of \(\lambda^i (a,\psi)\) with respect to \(\psi\) exist for all \(a \geq 0\) and \(\psi \geq 0\).

(H5) The components of the function \(\lambda (\psi) = (\lambda^1 (\psi), \ldots, \lambda^n (\psi))\) belong to \(C([-r^i, 0])\) \(L^\infty(\mathbb{R}_+))\), respectively, for \(i = 1, \ldots, n\).

(H6) The components of Fréchet derivative \(D_{\psi_0} \lambda = (D_{\psi_0} \lambda^1, \ldots, D_{\psi_0} \lambda^n)\) in the point \(\psi_0\) as functions of \(\psi_0\) belong to \(C([-r^i, 0]), L^\infty(\mathbb{R}_+))\), \(i = 1, \ldots, n\). Here \(L^\infty(\mathbb{R}_+))\) denotes the Banach space of all bounded linear operators from \(X\) to \(Y\).
(H7) $\beta_i \geq 0, \lambda_i \geq 0, \beta_i \geq 0$ for $i = 1, \ldots, n$.

(H8) The functions $\lambda$ and $\beta$ are bounded; that is, $\|\lambda(a, \psi_i)\| \leq \lambda_0$ and $\|\beta(a, z)\| \leq \beta_0$ where $\lambda_0$ and $\beta_0$ are finite quantities.

(H9) There exist $\lambda_1$ and $\beta_1$ such that
\[
\|\lambda(a, \psi_1) - \lambda(a, \psi_2)\| \leq \lambda_1 \|\psi_1 - \psi_2\|
\]
for every $a, \psi_1, \psi_2$ and
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \left| \frac{\partial \psi}{\partial z^j} \right| \leq \beta_1
\]
for every $a, \psi_1, \psi_2$.

2. Equivalent Formulation of the Problem

In this section we will formulate problem (1)-(4) in terms of operator equations. Thanks to this we will prove local and global existence of the presented problem solution. The next theorem is analogous to these well-known results, for example, von Foerster [23] or Gurtin and MacCamy models.

**Theorem 1.** Nonnegative continuous functions $z_i = (z_i^1, \ldots, z_i^n)$ and $B = (B_1, \ldots, B_n)$, where
\[
B_i(t) = \int_{-\infty}^{+\infty} B_i(a) \int_{0}^{\infty} t^i \lambda(t, t+s, \mu) ds, d\mu
\]
and
\[
z_i(t) = \int_{-\infty}^{+\infty} z_i^1(a, t) \int_{0}^{\infty} \phi_i(a, \mu) \lambda(a, \mu, t) d\mu
\]
for $i = 1, \ldots, n$, are the solutions of the problems (2) and (3) up to time $T > 0$ if and only if the function $u = (u^1, \ldots, u^n)$ is the solution of the age-dependent $n$ population problem for one species. Let $u = (u^1, \ldots, u^n)$ be a solution of the problem up to time $T$. Let $\Pi(h) = u'(a_0 + h, t_0 + h), \bar{\lambda}(h) = \lambda'(a_0 + h, z_{a_0+h})$ then we can rewrite (1) as the equation $dh/dh + \bar{\lambda}(h) \Pi(h) = 0$ with the unique solution
\[
u^i(a_0 + h, t_0 + h) = u^i(a_0, t_0) e^{-\int_{a_0}^{t_0} \bar{\lambda}(\eta) d\eta}.
\]
Substituting $(a_0, t_0) = (a-t, 0), h = t$ and $(a_0, t_0) = (0, t-a), h = a$ into (17) yields the formula (16). Applying (16) to (2) and (3) we obtain the operator equations (14) and (15).

To prove the second part of the theorem we should assume that $z_i^j \geq 0$ and $B_i \geq 0$ for $i = 1, \ldots, n$ are continuous functions on the interval $[0, T]$ fulfilling conditions (14) and (15). Let $u$ for each component $u^i$ be defined on $\mathbb{R}_+ \times [0, T]$ by the formula (16). The function $u$ is nonnegative because of (H2). An easy computation shows that (4) holds, and $u(t, 0) = B(t)$ for $t > 0, u \in L^1(\mathbb{R}_+)$ because $\lambda, \beta$, and $z_i$ are continuous and $\phi \in L^1(\mathbb{R})$. It follows from (14)–(16) that (2) and (3) are satisfied. To complete the proof, let us notice that (6) and (16) imply existing $D_u$ on $\mathbb{R}_+ \times [0, T]$ and the equality (1) holds.

Let us make some estimation for the necessity of the next section. We turn back to the operator equation (14). By the assumptions (H2) and (H9) we get
\[
B_i(t) \leq \beta_0 r^1 \cdots r^n \int_{0}^{t} \sup_{s \in [0, t]} B_i(a, s) ds + \beta_0 r^1 \cdots r^n \Phi_i.
\]
Denoting
\[
\bar{B}^i(t) = \sup_{s \in [-r, t]} B^i(s),
\]
we obtain
\[
\bar{B}^i(t) \leq \beta_0 r^1 \cdots r^n \int_{0}^{t} \bar{B}^i(a) ds + \beta_0 r^1 \cdots r^n \Phi_i,
\]
and by Gronwall’s inequality we get
\[
\bar{B}^i(t) \leq \beta_0 r^1 \cdots r^n \Phi_i e^{\beta_0 r^1 \cdots r^n t}.
\]

3. Existence and Uniqueness

According to the theorem in Section 2 to solve the population problem up to time $T$ it is sufficient to find functions $z = (z^1, \ldots, z^n) \in X_0^{\infty} C^r([0, T])$ and $B = (B^1, \ldots, B^n) \in X_0^{\infty} C^r([0, T])$ satisfying the system of operator equations (14) and (15). We can notice that (14) is a Volterra equation of $B$ with a unique solution $\bar{B}^i(t)$. Let us define on $X_0^{\infty} C^r([0, T])$ the new operator $\bar{D}_T = (\bar{D}^1_T, \ldots, \bar{D}^n_T)$ where
\[
\bar{D}^i_T(z)(t) = \int_{0}^{t} \bar{B}^i(a) e^{-\int_{a}^{t} \lambda(a, t+s, \mu) d\mu} da
\]
and
\[
\bar{D}^i_T(z)(t) = \int_{0}^{t} \bar{B}^i(a) e^{-\int_{a}^{t} \lambda(a, t+s, \mu) d\mu} da.
\]
We define the previous operator using the system of (15) for $i = 1, \ldots, n$ with $B = (B^1, \ldots, B^n)$ replaced by $\bar{B}^i = (\bar{B}^1_T, \ldots, \bar{B}^n_T)$.
Theorem 2. The operator $\mathcal{L}_T: \times_{i=1}^n C^+[-r_i, T] \to \times_{i=1}^n C^+[-r_i, T]$ defined by (22) has a unique fixed point for any $T > 0$.

Proof. We prove that the operator $\mathcal{L}_T$ is contracting, and then the assertion will be a consequence of the Banach fixed point theorem. Let us consider the Banach space $C[-r_i, T]$ with the Bielecki norm $\|f\| = \sup_{t\in[-r_i, T]} e^{-K_i^t} |f(t)|$ for any $K_i > 0$. Such norm is equivalent to classical supremum norm $\|\cdot\|$ in $C[-r_i, T]$. Choose $z, \hat{z} \in \times_{i=1}^n C[-r_i, T]$. Applying the definition (22) we obtain

$$
\begin{align*}
\|\mathcal{L}_T^i(z) - \mathcal{L}_T^i(\hat{z})\|_T & \leq \sup_{t \in [-r_i, T]} e^{-K_i^t} \\
& \times \int_0^t \left[ e^{-\int_0^t \lambda^i(\tau-a_z,\hat{z}) d\tau} - e^{-\int_0^t \lambda^i(\tau-a_{\hat{z}},\hat{z}) d\tau} \right] \| \beta^i_T(z)(a) \|_T da \\
& + \sup_{t \in [-r_i, T]} e^{-K_i^t} \\
& \times \int_0^t \left[ e^{\int_0^t \lambda^i(\tau-a_z,\hat{z}) d\tau} - e^{\int_0^t \lambda^i(\tau-a_{\hat{z}},\hat{z}) d\tau} \right] \| \phi^i(a, 0) \|_T da \\
& = I_1 + I_2 + I_3.
\end{align*}
$$

Estimating the quantities $I_1, I_2, \text{and } I_3$ we use the assumptions $(H_2)$, $(H_7)$, and $(H_8)$, inequalities (21) and $|e^k - 1| \leq |k|e^{|k|}$. Thus

$$
\begin{align*}
I_1 & \leq \sup_{t \in [-r_i, T]} e^{-K_i^t} \\
& \times \int_0^t [1 - e^{\int_0^t |\lambda^i(\tau-a_z,\hat{z}) - \lambda^i(\tau-a_{\hat{z}},\hat{z})| d\tau}] \| \beta^i_T(z)(a) \|_T da \\
& \leq \lambda_i \| z - \hat{z} \|_T \sup_{t \in [-r_i, T]} e^{-K_i^t} \\
& \times \int_0^t \left[ e^{\int_0^t \lambda^i(\tau-a_z,\hat{z}) d\tau} - e^{\int_0^t \lambda^i(\tau-a_{\hat{z}},\hat{z}) d\tau} \right] \| \beta^i_T(z)(a) \|_T da \\
& \leq \frac{\lambda_i}{K} \beta_{0r^1} \cdots \beta_{nr^n} \| z - \hat{z} \|_T \\
I_2 & \leq \sup_{t \in [-r_i, T]} e^{-K_i^t} \\
& \times \int_0^t \left[ e^{\int_0^t \lambda^i(\tau-a_z,\hat{z}) d\tau} - e^{\int_0^t \lambda^i(\tau-a_{\hat{z}},\hat{z}) d\tau} \right] \| \beta^i_T(z)(a) \|_T da \\
& \leq \frac{\lambda_i}{K} \beta_{0r^1} \cdots \beta_{nr^n} \| z - \hat{z} \|_T,
\end{align*}
$$

From (14) and the definition of $\mathcal{B}_T$ we have

$$
\begin{align*}
\mathcal{B}_T^i(z)(t) - \mathcal{B}_T^i(\hat{z})(t) & = \int_{-r_i}^{t+s_i} \beta^i_T(t+s_i-a_z, z(t+s)) e^{-\int_a^t \lambda^i(\tau-a_z,\hat{z}) d\tau} \\
& \times \left[ \mathcal{B}_T^i(z)(a) - \mathcal{B}_T^i(\hat{z})(a) \right] da ds \\
& + \int_{-r_i}^{t+s_i} \mathcal{B}_T^i(z)(a) \\
& \times \left( \beta^i_T(t+s_i-a_z, z(t+s)) - \beta^i_T(t+s_i-a_{\hat{z}}, \hat{z}(t+s)) \right) \| z - \hat{z} \|_T da ds.
\end{align*}
$$

Let us denote (26) by $f^i(t)$; then

$$
\begin{align*}
\mathcal{B}_T^i(z)(t) - \mathcal{B}_T^i(\hat{z})(t) & \leq \beta_0 r^1 \cdots r^n \int_{-r_i}^{t+s_i} \| \mathcal{B}_T^i(z)(a) - \mathcal{B}_T^i(\hat{z})(a) \| da \\
& + \| f^i(t) \|,
\end{align*}
$$

and hence, by Gronwall’s inequality we have

$$
\begin{align*}
\mathcal{B}_T^i(z)(t) - \mathcal{B}_T^i(\hat{z})(t) & \leq \| f^i(t) \| + \beta_0 r^1 \cdots r^n \int_{-r_i}^{t+s_i} \| f^i(a) \| e^{\beta r^1 - \gamma(t-a)} da.
\end{align*}
$$

Let us estimate $|f^i(t)|$

$$
\begin{align*}
|f^i(t)| & \leq \int_{-r_i}^{t+s_i} C_i \| \beta^i_T(z)(a) \| da \\
& \times \left[ \beta^i_T(t+s_i-a_z, z(t+s)) - \beta^i_T(t+s_i-a_{\hat{z}}, \hat{z}(t+s)) \right] da ds.
\end{align*}
$$
The population of the whole ecosystem \( z_0 = (z_0^1, \ldots, z_0^n) \) and its birth rate \( B_0 = u_0(0) = (u_0^1(0), \ldots, u_0^n(0)) \) are constants. The quantity \( u_0 \in C^1(\mathbb{R}_+) \) is the solution of the system (31), and it will be referred to the equilibrium age distribution. The probability that an individual of \( i \)th population survives to age \( a \) if the population of the ecosystem is on the constant size level \( z_0 \) can be expressed by

\[
\pi_0^i(a) = e^{-\int_0^a \beta^i(\alpha, z_0) \, d\alpha}.
\]

The quantity

\[
R^i(z_0) = r^1 \cdots r^n \int_0^\infty \beta^i(a, z_0) \, \pi_0^i(a) \, da
\]

is the number of offsprings expected to be born to an individual of \( i \)th population when the population of the whole ecosystem equals \( z_0 \). We can formulate the following theorem describing the connection between these three quantities.

**Theorem 3.** Let \( z_0 = (z_0^1, \ldots, z_0^n) \) and \( z_0^i > 0 \) for \( i = 1, \ldots, n \), and assume that \( \pi_0^i(\cdot), \beta^i(\cdot, z_0), R^i_0(\cdot) \in L^1(\mathbb{R}_+) \) for each \( i = 1, \ldots, n \). Then

\[
R(z_0) = (R^1(z_0), \ldots, R^n(z_0))
\]

with

\[
R^i(z_0) = 1, \quad i = 1, \ldots, n
\]

is a necessary and sufficient condition that an equilibrium age distribution exists. The unique equilibrium age distribution \( u_0 = (u_0^1, \ldots, u_0^n) \) corresponding to \( z_0 = (z_0^1, \ldots, z_0^n) \) is given by

\[
u_0^i(a) = B_0^i \pi_0^i(a), \quad i = 1, \ldots, n,
\]

where

\[
B_0^i = \frac{z_0^i}{\int_0^\infty \pi_0^i(a) \, da}.
\]

**Proof.** The function (36) is the unique solution of (31)_1 with the initial condition \( u_0^i(0) = B_0^i \). By (31)_2 we obtain the formula (37) for \( B_0^i \). An easy computation shows that (35) is equivalent to (31)_1 for each \( i = 1, \ldots, n \).}

We now turn to the problem of the equilibrium age distribution stability. We consider "perturbations" \( \xi^i(a, t) \) and \( p^i(t) \). Let us write

\[
u(a, t) = u_0(a) + \xi(a, t)
\]

for \( i = 1, \ldots, n \).
where $\xi(t) = \varphi(t) - u_0(t)$ for $t \in [-r, 0]$. And
\[
\begin{align*}
\dot{z}(t) &= z_0 + \dot{p}(t) \\
&= \left( z_0^2 + p_1(t), z_0^3 + p_2(t), \ldots, z_0^n + p^n(t) \right), 
\end{align*}
\]
where $p_i(t) = \int_{-r}^{t} \chi_i(\tau) d\tau$. Our goal is to formulate relations for $\xi$ and $p_i$ which guarantee that $u^i$ and $z^i$ obey the basic equations (1)–(4). From (1) we obtain
\[
\begin{align*}
\dot{\xi}_i(a, t) &= \dot{p}_i(t), \\
\dot{z}_i(t) &= z_0^i + p_i(t), \\
\dot{z}'(t) &= z_0^i + p(t), \\
\end{align*}
\]
Furthermore, (45) implies that
\[
\begin{align*}
\dot{p}_i(t) &= \int_{-r}^{\infty} \xi_i(a, t) da. 
\end{align*}
\]
We consider the system (42)–(48) with the initial condition
\[
\begin{align*}
\xi_i(0, t) &= \eta_i(t), \\
\end{align*}
\]
where
\[
\begin{align*}
\eta_i(t) &= \varphi_i(t) - u_0(t) - B_i^t. 
\end{align*}
\]
We first express the solution of (42)–(48) in the form of the matrix equation. Let $\xi$ be the solution of (42) up to time $T$. Let $\xi(a, t) = \xi(a + t, 0)$, $\lambda(x, t) = \lambda(0, a)$, $\omega(x, t) = \omega(a, 0) + \rho(a, t)$, and $\chi(x, t) = \chi(0, a)$. Then we can rewrite (42) as the equation
\[
\begin{align*}
\frac{d}{dh} \xi(h) + \lambda(h) \chi(h) &= \chi(h) - \omega(h) \rho(h), \\
\end{align*}
\]
with the unique solution
\[
\begin{align*}
\xi(a, t) &= \eta(a, t - a) \pi(a, t), \\
&= \int_{0}^{h} \left[ \chi(a, t) \rho(a, t) - \omega(a, t) \rho(a, t - a) \right] da. 
\end{align*}
\]
Substituting $(a_0, t_0) = (a, t, 0)$, $h = t$ for $a \geq t$ and $(a_0, t_0) = (0, t - a)$, $h = a$ for $a < t$ yields the formulas
\[
\begin{align*}
\xi(a, t) &= \eta(a, t - a) \pi(a, t), \\
&= \int_{0}^{h} \left[ \chi(a, t) \rho(a, t) - \omega(a, t) \rho(a, t - a) \right] da. 
\end{align*}
\]
Furthermore, (45) implies that
\[
\begin{align*}
\pi(a, t) &= \frac{\pi(a)}{\pi(a - t)}, \\
\end{align*}
\]
where
\[
\begin{align*}
b(t) &= \xi(0, t - a). 
\end{align*}
\]
It follows that
\[
p_i(t) + \int_0^t \omega^i(\tau) \int_0^\infty \beta_0^i(a, a + t - \tau) \, da \, d\tau \\
- \int_0^t b_i^i(\tau) \pi_0^i(t - \tau) \, d\tau \\
= \int_0^t \int_0^\infty \xi^i(t + a - t, \tau) \pi_0^i(t + a - t, a) \, da \, d\tau \\
+ \int_0^\infty \eta^i(\tau) \pi_0^i(\tau, \tau + t) \, d\tau.
\] (57)

We conclude from (48) that
\[
-b_i^i(t) + \int_{-\tau}^{t} \beta_i^i(\tau) \xi_i^i(a, a + t + \tau, a + t + s) \, da \, ds \\
+ \int_{-\tau}^{t} \beta_i^i(\tau + s) \, d\tau \\
= \int_{-\tau}^{t} \int_0^\infty \beta_0^i(a, a + t + \tau) \omega^i(a) \pi_0^i(a, a + t + \tau + s) \, da \, d\tau \\
- \int_{-\tau}^{t} \int_0^\infty \beta_0^i(a, a + t + s) \pi_0^i(a, a + t + s, \tau + s - \tau) \, ds \, d\tau
\] (58)

and hence
\[
-y_i(t) = \begin{bmatrix}
    y_1^i(t) \\
    \vdots \\
    y_n^i(t)
\end{bmatrix},
\]
(60)

where
\[
y_i(t) = \begin{bmatrix}
    y_1^i(t) \\
    \vdots \\
    y_n^i(t)
\end{bmatrix},
\]
(61)

Conditions (57) and (59) imply that
\[
\begin{align*}
    y_i(t) &= \begin{bmatrix}
        y_1^i(t) \\
        \vdots \\
        y_n^i(t)
    \end{bmatrix}, \\
    \text{satisfy the matrix equation}
\end{align*}
\]
(63)

where \( A \) and \( K \) are block diagonal matrices. We have
\[
A = \begin{bmatrix}
    A^1 & 0 & \ldots & 0 \\
    0 & A^2 & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & A^n
\end{bmatrix}, \\
K = \begin{bmatrix}
    K^1 & 0 & \ldots & 0 \\
    0 & K^2 & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & K^n
\end{bmatrix}
\]
(64)

for zero matrix \( O \), \( A^1 = \begin{bmatrix}
    1 & 0 \\
    -1 & 1
\end{bmatrix} \), \( A^2 = \begin{bmatrix}
    0 & 0 \\
    -1 & 0
\end{bmatrix} \), and
\[
A^i \mathbf{y}_i = \begin{bmatrix}
    f_i^{(0)} \\
    \vdots \\
    f_i^{(0)}
\end{bmatrix},
\]
(65)

for
\[
f_i(t) = \begin{bmatrix}
    f_1^i(t) \\
    \vdots \\
    f_n^i(t)
\end{bmatrix},
\]
(66)

Since \( \omega(a) \) is the functional so in the formula of \( K(t) \) we consider \( \omega \) as the function with functional values. Furthermore, in the notation (63) looks like the ordinary matrix equation, but in fact it is the operator one. Moreover,
\[
\begin{align*}
\mathcal{J}_2(t) &= \int_{[-r,0]} \int_{t+s}^\infty \beta_0^i(a) \lambda^i \left( \tau + a - t - s', \tau \right) \\
& \quad \times \tilde{\eta}_2^i(t + s) \ d\tau \ ds \\
& \quad + \int_{[-r,0]} \int_{0}^\infty \beta_0^i \left( \tau + t + s' \right) \eta^i(\tau) \\
& \quad \times \tilde{\eta}_2^i(\tau, \tau + t + s') \ d\tau \ ds + \psi^i(t) \\
& \quad (67)
\end{align*}
\]

and \( \psi_1^i(t) = \left[ p'^i(t) \right]_{[-r,0]} \) for \( s \in [-r, 0] \).

We can notice that the last two elements of the expression defining \( \mathbf{f}(t) \) equal zero for \( t > r \).

We return to the previous deliberation in the next theorem. We take some additional assumptions.

\( (H_1) \) The Fréchet derivatives \( D_2 \lambda^i(a, z_0) \) and the derivative \( D_2^2 \beta^i(a, z_0) \) for \( i = 1, 2, \ldots, n \) as functions of the variable \( a \) belong to \( L^{\infty}(\mathbb{R}^+) \).

\( (H_2) \) \( \Lambda(a, \rho) / \| \rho \| \_p \) and \( \Omega(a, \rho) / \| \rho \| \_p \) tend to zero as \( \| \rho \| \_p \to 0 \) uniformly for \( a \to 0 \); here \( \| \cdot \| \_p \) denotes the supremum norm in the Banach space \( C([-r, 0]) \).

\( (H_3) \) \( \lambda^i = \inf \{ \lambda^i(a, z_0), i = 1, 2, \ldots, n \} > 0 \).

Denote \( e_\theta : (-\infty, 0] \to \mathbb{R} \) by the formula \( e_\theta(s) = e^{\theta s} \). The exponential asymptotical stability of the model is established by the following theorem.

**Theorem 4.** Let \( \tilde{\rho}_1^i(a, a + t) = \int_{[-r,0]} \beta_0^i(a + t + s') \tilde{\eta}_0^i(a, a + t + s') ds \) and let \( \rho_1^i(t) = \int_{[-r,0]} \beta_0^i(t + s') \tilde{\eta}_0^i(t + s') ds \). Let us assume that there exists some \( \tilde{\mu} > 0 \) so that the equation

\[
1 = \int_0^\infty e^{-\tilde{\mu} t} \rho_1^i(t) dt \\
- \int_0^\infty e^{-\tilde{\mu} t} \int_0^\infty \tilde{\eta}_0^i(a, a + t) \omega^i(a) (e_\theta) \ d\tau \ dt \\
\left( 1 - \int_0^\infty e^{-\tilde{\mu} t} \rho_1^i(t) dt \right) \\
- \int_0^\infty e^{-\tilde{\mu} t} \tilde{\eta}_0^i(t) dt \\
\left( \int_0^\infty e^{-\tilde{\mu} t} \int_0^\infty \tilde{\eta}_0^i(a, a + t) \omega^i(a) (e_\theta) \ d\tau \ dt - \kappa^i(e_\theta) \right)
\]

has no solution \( \gamma \) with \( \text{Re}(\gamma) \geq - \tilde{\mu} \). Then there exist real numbers \( \delta > 0 \) and \( \mu > 0 \) such that for any initial data \( \varphi \) with \( \| \varphi - u_0 \|_1 < \delta \), the corresponding solution of the population problem (1)–(4), if it exists for \( t > 0 \), satisfies

\[
\| u(t, a) - u_0(a) \| = O \left( e^{\mu t} \right), \\
\| z(t, a) - z_0(a) \| = O \left( e^{\mu t} \right)
\]

for each \( a \) as \( t \to \infty \).

**Proof.** Let \( u \) be the solution of the population problem (1)–(4) for \( t > 0 \). In the proof we will use the properties of the generalized Laplace transform. Let \( \tilde{\varphi} : [0, \infty) \to \mathcal{C}([-r, 0]) \) be the function with measure value. Define

\[
\tilde{\varphi}(t) = \int_0^\infty \varphi(t) e^{-\theta t} dt.
\]

If we define the convolution by the formula

\[
(\varphi * \nu)(t) = \int_0^t \varphi(t - \tau) \nu(\tau + \cdot) d\tau,
\]

where \( \nu(t) = 0 \) for \( t < 0 \), then we have the equality analogous to the property of classical Laplace transform, that is,

\[
\tilde{\varphi} * \nu \tilde{\varphi}(\theta) = \tilde{\varphi}(\theta) \tilde{\nu}(\theta).
\]

Using generalized Laplace transform to (63) we get

\[
\tilde{A}(\theta) \tilde{y}(\theta) + \tilde{K}(\theta) \tilde{y}(\theta) = \tilde{F}(\theta),
\]

where

\[
\tilde{A}(\theta) = \begin{bmatrix} \tilde{A}_1(\theta) & 0 & \cdots & 0 \\ 0 & \tilde{A}_2(\theta) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \tilde{A}_n(\theta) \end{bmatrix},
\]

\[
\tilde{K}(\theta) = \begin{bmatrix} \tilde{K}_1(\theta) & 0 & \cdots & 0 \\ 0 & \tilde{K}_2(\theta) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \tilde{K}_n(\theta) \end{bmatrix},
\]

\[
\tilde{A}_i(\theta) = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix},
\]

\[
(\tilde{A}_i(\theta) - \kappa^i(e_\theta))^\mathsf{0},
\]

\[
\tilde{K}_i(\theta) = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix},
\]

\[
(\tilde{A}_i(\theta) - \kappa^i(e_\theta)^{-1}),
\]

for \( \tilde{\rho}_1^i(a, a + t) = \int_{[-r,0]} \beta_0^i(a + t + s') \tilde{\eta}_0^i(a, a + t + s') ds \) and \( \rho_1^i(t) = \int_{[-r,0]} \beta_0^i(t + s') \tilde{\eta}_0^i(t + s') ds \). From the equality (68) we conclude that the matrix \( \tilde{A} + \tilde{K} \) has an analytic inverse for \( \text{Re}(\theta) \geq -\tilde{\mu} \). Moreover, we have

\[
\tilde{A}^{-1}(\theta) = \begin{bmatrix} (\tilde{A}_1^{-1}(\theta) & 0 & \cdots & 0 \\ 0 & (\tilde{A}_2^{-1}(\theta) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & (\tilde{A}_n^{-1}(\theta) \end{bmatrix},
\]

so \( \tilde{A} \) is analytic for \( \theta \in \mathbb{C} \).
The solution of the matrix equation (63) exists and is given by
\[ y(t) = A^{-1} f(t) + \int_0^t J(t - \tau) f_\tau d\tau, \] (77)
where \( f_\tau(s) = \begin{bmatrix} f'(\tau + s) \\ \vdots \\ f'(\tau s) \end{bmatrix}, \) \( f_\tau(s) = f'(\tau + s) \) for \( s \in [-r^i, 0] \) and
\[ J(t) = \frac{1}{2\pi i} e^{-\pi i \int_0^\infty e^{\pi i (\lambda \mu + i\kappa)} d\lambda}, \] (78)
\( \tilde{J} = (\tilde{A}(\theta) + \tilde{B}(\theta))^{-1} - \tilde{A}^{-1}(\theta) \) is the Laplace transform of the function \( J \) and
\[ |J(t)| \leq C_1 e^{-M_1}, \] (79)
where \( |J| \) denotes the sum of moduli of the elements of the matrix \( J \). Here and in the whole proof \( C_1, C_2, C_3, \ldots \) denote positive constants.

By (H12), (32), and (54)
\[ \pi^i_0 (a) \leq e^{-\lambda_0 a}, \quad \bar{\pi}^i_0 (a, a') \leq e^{-\lambda_0 (a-a')} \quad (a' \leq a). \] (80)

For \( \lambda_0 > \bar{\mu} \) and \( \|B_0\|_{L^\infty} < \infty \) we can estimate that
\[ \|f(t)\| \leq C_2 \left\{ \int_0^t e^{-\lambda_0 (t-\tau)} \|x(\cdot, \tau)\|_{L^1} d\tau + \|\psi(t)\|_{L^1} \right\}, \] (81)
\[ \|y(t)\| \leq C_3 \left\{ \|\eta\|_{L^1} e^{-\mu t} + \|\psi(t)\|_{L^1} \right\}, \] (82)
where \( \|\psi(t)\| = (\sum_{i=1}^n (p^i t^2 + (b^i)^2))^{1/2}, \)
\[ \|\xi(\cdot, t)\|_{L^1} \leq \int_0^\infty e^{-\mu(t-\tau)} \|b(\cdot, t - \tau)\|_{L^1} d\tau + \|\psi(t)\|_{L^1} e^{-\lambda_0 t}, \] (83)
\[ \|\psi(t)\|_{L^1} \leq \|\psi(t)\|_{L^1} e^{-\lambda_0 t} \]
\[ \times \left\{ \|\psi(t)\|_{L^1} + \|x(\cdot, t)\|_{L^1} \right\}, \] (84)
\[ \|\Lambda(a, p_i)\| \leq \varepsilon \|p_i\|_{L^0}, \quad \Omega(a, p_i) \| \leq \varepsilon \|p_i\|_{L^0} \] for \( \|p_i\|_{L^0} < \tilde{\delta} \). By the previous inequalities and the fact that \( \|D_2 (a, z_0)\|_{L^\infty}, \|D_2 (a, z_0)\|_{L^\infty} \), and \( u_0 \|_{L^1} \) are finite, we can estimate that
\[ \|x(\cdot, t)\|_{L^1}, \|\psi(t)\|_{L^1} \leq C_5 \left\{ \|p_i\|_{L^0} \|\xi(\cdot, t)\|_{L^1} + \varepsilon \|p_i\|_{L^0} \right\}. \] (85)

We require that \( \varepsilon < 1 \) and \( \tilde{\delta} < \varepsilon \). Hence \( \|p_i\|_{L^0} < \varepsilon \). According to the previous remarks, we have
\[ \|x(\cdot, t)\|_{L^1}, \|\psi(t)\|_{L^1} \leq C_5 \varepsilon \sigma(t), \] (86)
\[ \sigma(t) = \|\xi(\cdot, t)\|_{L^1} + \|p_i\|_{L^0}. \]
Thus (82)–(86) imply that
\[ \sigma(t) \leq M \left\{ \|\eta\|_{L^1} e^{-\mu t} + 2 \int_0^t e^{\mu(t-\tau)} \sigma(\tau) d\tau \right\}, \] (87)
where \( M > 0 \). Gronwall’s inequality yields
\[ \sigma(t) \leq M \|\eta\|_{L^1} e^{-\mu t + 2Mt}. \] (88)

Let us choose \( \delta > 0 \) such that \( \mu = \bar{\mu} - 2M < 0 \) and \( \delta < \min (\tilde{\delta}(\varepsilon), \tilde{\delta}(\varepsilon)/M) \). Assume that \( \|\varphi - \tau_0\|_{L^1} = \|\eta\|_{L^1} < \delta \). In that case, from what has already been proved, it follows that \( \|x(\cdot, t)\|_{L^1}, \|\psi(t)\|_{L^1}, \sigma(t) \) and \( \|b(\cdot, t)\| \) are \( O(e^{-\mu t}) \). Therefore (41), (86), imply (69) and (53), (80), and (39) imply (70).

**Example 5.** Let \( n = 2 \). Let us consider
\[ \lambda^i (a, z) = \lambda^i (a, z_1^i, z_2^i, z_1^{i+1}, z_2^{i+1}), \] (89)
\[ \beta^i (a, z) = \beta^i (a, z_1^i, z_2^i), \]
where
\[ \lambda^i (a, z) = \lambda^i (a, z_1, z_2, (-r^i), z_1^2, z_2^2), \] (90)
\[ \beta^i (a, z) = \beta^i (z_1^i, z_2^i) e^{-\alpha^i a} \]
with \( \lambda^i > 0, \beta^i > 0, r^i > 0, \alpha^i > 0 \) for \( i = 1, 2 \). Let us define
\[ \lambda^0_i = \lambda^i (z_1^0, z_2^0, z_1^2, z_2^2), \]
\[ \beta^0_i = \beta^i (z_1^0, z_2^0) e^{-\alpha^i a} \]
for an arbitrary \( z_0 = (z_1^0, z_2^0) \in \mathbb{R}^2 \). From (32) and (33) we conclude that
\[ \pi^i_0 (a) = e^{-\alpha^i \lambda^0_i}, \]
\[ R^i (z_0) = \frac{r^i r^2 \beta^0_i}{\alpha^i + \lambda^0_i}. \] (92)

By Theorem 3 there exists an equilibrium age distribution \( t^i_0 (a, z_0) = z_0^i \lambda^0_i e^{-\lambda^0_i t} \) where \( B_0 = z_0^i \lambda^0_0 \) if and only if \( r^i r^2 \beta^0_i / (\alpha^i + \lambda^0_i) = 1 \). To investigate the stability of the equilibrium age
distribution we consider (68). Let \( z_0 = (z_0^1, z_0^2) \) be the solution of the system of the equations
\[
R^i(z_0) = 1, \quad i = 1, 2.
\]
First, let us notice that
\[
\omega^i(e_r) = \left( \frac{\partial \lambda^i}{\partial z_1^i} + \frac{\partial \lambda^i}{\partial z_2^i} e^{-\gamma r} \right) \lambda_0^i z_0^i e^{-\alpha t_0} \tag{94}
\]
with the derivatives in the point \( z_0 \). It is easy to notice that \( |\partial \lambda^i/\partial z_1^i + (\partial \lambda^i/\partial z_2^i)e^{-\gamma r}| \) is bounded on half-plane \( \Re(\gamma) > \mu \) for every real \( \mu \) (also negative). Analogously
\[
\kappa^i(e_r) = \frac{\lambda_0^i}{\mathcal{R}_0^i} \cdot \frac{z_0^i}{r_i} \cdot \frac{\partial \mathcal{B}^i}{\partial z_i}(z_0) \int_{-r}^0 e^{\gamma s} ds. \tag{95}
\]
It is also possible to prove that for every real \( \mu \) the function \( |\kappa^i(e_r)| \) is bounded on half-plane \( \Re(\gamma) > \mu \). Consider the right-hand side of (68). All components can be presented in the form
\[
\frac{A}{B + \gamma}, \tag{96}
\]
where \( A \) is bounded and \( B \geq \max(\alpha^i, \lambda_0^i) \). Let \( \mu < B \), and let \( \Re(\gamma) > -\mu \):
\[
\left| \frac{A}{B + \gamma} \right| = \left| \frac{A}{B - \mu + \mu + \gamma} \right| \leq \left| \frac{A}{B - \mu + \mu + \Re(\gamma)} \right| \leq \frac{A}{2\sqrt{B - \mu} \sqrt{\mu + \Re(\gamma)}}. \tag{97}
\]
Fix \( \sigma > 0 \). For \( B \) sufficiently large there exist some \( \mu \) and \( \mu < \mu \) that
\[
\left| \frac{A}{2\sqrt{B - \mu} \sqrt{\mu - \mu}} \right| < \sigma. \tag{98}
\]
For \( \Re(\gamma) > -\mu \) we have
\[
\left| \frac{A}{B + \gamma} \right| \leq \left| \frac{A}{2\sqrt{B - \mu} \sqrt{\mu + \Re(\gamma)}} \right| < \left| \frac{A}{2\sqrt{B - \mu} \sqrt{\mu - \mu}} \right| < \sigma. \tag{99}
\]
In consequence for \( \alpha^i \) and \( \lambda_0^i \) sufficiently large, we can find that \( \mu > 0 \) such that the modulus of the right-hand side of (68) is less than 1 for every \( \gamma \), for which \( \Re(\gamma) > -\mu \).
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