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We investigate Gevrey asymptotics for solutions to nonlinear parameter depending Cauchy problems with $2\pi$-periodic coefficients, for initial data living in a space of quasiperiodic functions. By means of the Borel-Laplace summation procedure, we construct sectorial holomorphic solutions which are shown to share the same formal powers series as asymptotic expansion in the perturbation parameter. We observe a small divisor phenomenon which emerges from the quasiperiodic nature of the solutions space and which is the origin of the Gevrey type divergence of this formal series. Our result rests on the classical Ramis-Sibuya theorem which asks to prove that the difference of any two neighboring constructed solutions satisfies some exponential decay. This is done by an asymptotic study of a Dirichlet-like series whose exponents are positive real numbers which accumulate to the origin.

1. Introduction

We consider a family of nonlinear Cauchy problems of the form

$$\begin{align*}
\left(e^\varepsilon \left( t^2 \partial_t + t \right)^{r_3} + \left(-i\partial_z + 1\right)^{r_1}\right) \partial_z^k X_i(t, z, x, \varepsilon) &= \sum_{k \in \mathbb{Z}^4} b_k(z, x, \varepsilon) t^k \partial_z^{k_1} \partial_x^{k_2} X_i(t, z, x, \varepsilon) \\
&+ \sum_{\ell \geq 0} c_{\ell}(z, x, \varepsilon) t^{i+\ell-1} (X_i(t, z, x, \varepsilon))^{\ell}.
\end{align*}$$

for given initial data

$$\begin{align*}
\left(\partial_z^i X_i\right)(t, z, 0, \varepsilon) &= \Xi_{i,j}(t, z, \varepsilon),
\end{align*}$$

$$0 \leq i \leq v-1, \quad 0 \leq j \leq S-1,$$

where $\varepsilon$ is a complex parameter, $S, r_1, r_2, r_3$ are some positive integers, $\mathcal{S}$ is a finite subset of $\mathbb{N}^4$, and $\mathcal{N}$ is a finite subset of $\mathbb{N}^2$ that fulfills constraints (185). The coefficients $b_k(z, x, \varepsilon)$ of the linear part and $c_{\ell}(z, x, \varepsilon)$ of the nonlinear part are $2\pi$-periodic Fourier series

$$\begin{align*}
b_{\ell}(z, x, \varepsilon) &= \sum_{\beta \geq 0} b_{\ell,\beta}(x, \varepsilon) e^{i\beta z}, \\
c_{\ell}(z, x, \varepsilon) &= \sum_{\beta \geq 0} c_{\ell,\beta}(x, \varepsilon) e^{i\beta z}.
\end{align*}$$

in the variable $z$ with coefficients $b_{\ell,\beta}(x, \varepsilon), c_{\ell,\beta}(x, \varepsilon)$ in $\mathcal{O}[x, \varepsilon]$ (which denotes the Banach space of bounded holomorphic functions in $(x, \varepsilon)$ on some small polydisc $D(0, \rho) \times D(0, \varepsilon_0)$ centered at the origin in $\mathbb{C}^2$ with supremum norm). We assume that all Fourier coefficients $b_{\ell,\beta}(x, \varepsilon), c_{\ell,\beta}(x, \varepsilon)$ have exponential decay in $\beta$ (see (177), (178)). Hence, $b_{\ell}(z, x, \varepsilon)$ and $c_{\ell}(z, x, \varepsilon)$ define bounded holomorphic functions on $H_{\rho'} \times \bar{D}(0, \rho) \times \bar{D}(0, \varepsilon_0)$ where $H_{\rho'} = \{z \in \mathbb{C} : |\text{Im}(z)| < \rho'\}$ is some strip of width $2\rho' > 0$. 


The initial data are quasiperiodic in the variable $z$ and are constructed as follows:

$$
Ξ_{i,j}(t, z, e) = \sum_{\beta_{\nu} \succ 0} \Xi_{i,\beta_{\nu} - \beta_{ij}}(t, e) \frac{\exp(iz(\sum_{j=0}^{l} \beta_{\xi j} j))}{\beta_{0}! \cdots \beta_{l}!},
$$

(4)

where $\xi_{0} = 1$ and $\xi_{1}, \ldots, \xi_{l}$ are real algebraic numbers (for some integer $l \geq 1$) such that the family $\{1, \xi_{1}, \ldots, \xi_{l}\}$ is $L$-linearly independent and where the coefficients $\Xi_{i,\beta_{\nu} - \beta_{ij}}(t, e)$ are bounded holomorphic functions on $T \times E_{p_{1}}$, where $T$ is a fixed open bounded sector centered at $0$ and $E_{p_{1}}$ is a family of open bounded sectors centered at the origin and whose union forms a covering of $\mathbb{Z} \setminus \{0\}$, where $\mathbb{Z}$ denotes some bounded neighborhood of $0$. These functions (4) are constructed in such a way that they define holomorphic functions on $T \times H_{p_{1}} \times E_{p_{1}}$, for some $0 < p_{1} < p_{2}$.

Recall that a function $f : \mathbb{R} \to \mathbb{E}$ (where $\mathbb{E}$ denotes some vector space) is said to be quasiperiodic with period $\omega = (\omega_{0}, \ldots, \omega_{k}) \in \mathbb{R}^{k+1}$, for some integer $k \geq 1$, if there exists a function $F : \mathbb{R}^{k+1} \to \mathbb{E}$ such that, for all $0 \leq j \leq l$, the partial function $x_{j} \mapsto F(x_{0}, \ldots, x_{j}, \ldots, x_{k})$ is $\omega_{j}$-periodic on $\mathbb{R}$, for all fixed $x_{j} \in \mathbb{R}$ when $k \neq j$, which satisfies $f(t) = F(t, \ldots, t)$ (see, e.g., [1] for a definition and properties of quasiperiodic functions). In particular, one can check that functions (4) are quasiperiodic with period $\omega = (2\pi, 2\pi/\xi_{1}, \ldots, 2\pi/\xi_{l})$ in the $z$ variable.

Our main purpose is the construction of actual holomorphic functions $X_{i,t}(t, z, e)$ to the problem (1), (2) on the domains $T \times H_{p_{1}} \times D(0, \rho_{1}) \times E_{p_{1}}$ for some small disc $D(0, \rho_{1}) \subset \mathbb{C}$ and the analysis of their asymptotic expansions as $e$ tends to zero on $\mathbb{E}$, for all $0 \leq i \leq \nu - 1$. More precisely, we can state our main result as follows.

Main Statement. We take a set of directions $d_{i} \in \mathbb{R}$, $0 \leq i \leq \nu - 1$, such that $d_{i} \neq \pi(2k + 1)/r_{2}$, for $0 \leq k \leq r_{2} - 1$, which are assumed to satisfy moreover

$$
\frac{r_{3}}{r_{2}} \arg(e) + \arg(t) \in (d_{i} - \theta, d_{i} + \theta)
$$

(5)

for all $e \in \mathbb{E}$, all $t \in T$, and all $0 \leq i \leq \nu - 1$, for some fixed $\theta > \pi$. We make the hypothesis that the coefficients $\Xi_{i,\beta_{\nu} - \beta_{ij}}(t, e)$ of the initial data (4) can be expressed as Laplace transforms

$$
\Xi_{i,\beta_{\nu} - \beta_{ij}}(t, e) = \frac{1}{\epsilon_{\nu} e^{\tau t}} \int_{L_{d_{i}}} V_{i,\beta_{\nu} - \beta_{ij}}(\tau, e) e^{-\tau \epsilon_{\nu}(e^{\tau t} - 1)} d\tau
$$

(6)

on $T \times \mathbb{E}$ along the half-line $L_{d_{i}} = \mathbb{R} e^{\sqrt{-1}d_{i}}$, where $V_{i,\beta_{\nu} - \beta_{ij}}(\tau, e)$ is a family of holomorphic functions which share the exponential growth constraints (152) with respect to $\tau$, the uniform bound estimates (161), and the analytic continuation property (184).

Then, in Proposition 28, we construct a family of holomorphic and bounded functions

$$
X_{i}(t, z, e) = \sum_{\beta_{\nu} \succ 0} X_{i,\beta_{\nu} - \beta_{ij}}(t, z, e) \frac{\exp(iz(\sum_{j=0}^{l} \beta_{\xi j} j))}{\beta_{0}! \cdots \beta_{l}!}
$$

(7)

which are quasiperiodic with period $\omega = (2\pi, 2\pi/\xi_{1}, \ldots, 2\pi/\xi_{l})$ in the variable $z$ and which solve the problem (1), (2) on the products $T \times H_{p_{1}} \times D(0, \rho_{1}) \times \mathbb{E}$, where $p_{1} > p_{2}$ satisfies inequality (153) and for some small radius $0 < \rho_{1} < \rho$. Moreover, the differences $X_{i+1}(t, z, e) - X_{i}(t, z, e)$ satisfy the exponential decay (187) whose type depends on the constants $r_{1}, r_{2}, r_{3}$ and on the degree $h + 1$ of any algebraic number field $Q(\xi)$ containing $\xi_{1}, \ldots, \xi_{l}$.

In Theorem 32, we show the existence of a formal series

$$
\tilde{X}(e) = \sum_{k=0}^{\infty} H_{k}(t, z, x) \frac{e^{k}}{k!}
$$

(8)

whose coefficients $H_{k}(t, z, x)$ belong to the Banach space of bounded holomorphic functions on $T \times H_{p_{1}} \times D(0, \rho_{1})$, which formally solves (1) and is moreover the Gevrey asymptotic expansion of order $(hr_{1} + r_{2})/r_{3}$ of $X_{t}$ on $\mathbb{E}$, in other words, there exist two constants $C, M > 0$ such that

$$
\sup_{t \in T, x \in H_{p_{1}} \times D(0, \rho_{1})} \left| X_{t}(t, z, x, e) - \sum_{k=0}^{N-1} H_{k}(t, z, x) \frac{e^{k}}{k!} \right| \leq CM^{N} N! (hr_{1} + r_{2})/r_{3} |e|^{N}
$$

(9)

for all $N \geq 1$ and all $e \in \mathbb{E}$.

Notice that the problem (1), (2) is singularly perturbed with irregular singularity (in the sense of Mandai, [2]) with respect to $t = 0$ provided that $r_{2} > r_{1}$. It is of Kowalevski type if $r_{2} < r_{1}$ (meaning that the hypotheses of the classical Cauchy-Kowalevski theorem (see, e.g., [3], pp. 346–349) are fulfilled for (1)) and of mixed type when $r_{2}$ and $r_{1}$ are equal.

In a recent work [4], we have considered singularly perturbed nonlinear Cauchy problems of the form

$$
e^{\epsilon_{0}} \left( z \partial_{0} \right)^{r_{1}} \left( t \partial_{t} \right)^{r_{2}} \partial_{t}^{i} u_{i}(t, z, e)
$$

(10)

which carry both an irregular singularity with respect to $t$ at $t = 0$ and a Fuchsian singularity (see [5] for a definition) with respect to $z = \infty$, for given initial data

$$
\left( \partial_{t}^{i} u_{i} \right)(t, 0, 0) = \phi_{i,j}(t, e),
$$

(11)

where $F$ is some linear differential operator with polynomial coefficients and $P$ is some polynomial. The initial data $\phi_{i,j}(t, e)$ were assumed to be holomorphic on products $T \times \mathbb{E}$. Under suitable constraints on the shape of (10) and on the initial data (11), we have shown the existence of a formal series $\hat{u}(e) = \sum_{k=0}^{\infty} \hat{u}_{k} e^{k}/k!$ with coefficients $\hat{u}_{k}$ belonging to the Banach space $\mathbb{F}$ of bounded holomorphic functions on $T \times D(0, \delta)$ (for some $\delta > 0$) equipped with the supremum norm, solution of (10), which is the Gevrey asymptotic expansion of order $(r_{1} + r_{2})/r_{3}$ of actual holomorphic solutions $u_{i}(t, z, e)$ on $\mathbb{E}$, as $\mathbb{F}$-valued functions, for all $0 \leq i \leq \nu - 1$. Compared to this former result [4], the singularity nature of (1) does not come from the divergence of the formal
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series. This divergence rather emerges from the quasiperiodic structure of the solution space which produces a small divisor problem (as we will see below) and its Gevrey type depends not only on the type of space of our initial data but also on the shape of (1). It is worth noticing that a similar phenomenon has been observed in the paper [6] for the steady Swift-Hohenberg equation

\[(1 + \Delta)^2 U(\mathbf{x}, \mu) - \mu U(\mathbf{x}, \mu) + U^3(\mathbf{x}, \mu) = 0, \quad (12)\]

where the authors have constructed formal series solutions

\[U(\mathbf{x}, \mu) = \sqrt{\rho} \sum_{n \geq 0} U^{(n)}(\mathbf{x}) \mu^n, \quad (13)\]

where the coefficients \(U^{(n)}(\mathbf{x})\) belong to some weighted Sobolev space \(H^s(\mathbb{T})\) (for well-chosen real number \(s > 0\)) of quasiperiodic Fourier expansions in \(\mathbf{x} \in \mathbb{R}^2\) of the form

\[U^{(n)}(\mathbf{x}) = \sum_{k \in \Gamma} U_k e^{-k \cdot x}, \quad (14)\]

where \(\Gamma = \{ \sum_{j=1}^{Q} m_j k_j / (m_1, \ldots, m_Q) \in \mathbb{N}^Q \} \) with \(k_j = (\cos(2\pi((j - 1)/Q)), \sin(2\pi((j - 1)/Q)))\) is the so-called quasi-lattice in \(\mathbb{R}^2\) for some integer \(Q \geq 8\). They have shown that this formal series (13) is actually at most of Gevrey type (for well-chosen real number \(s \geq 8\)). The main purpose was actually to use this result in order to construct smooth quasiperiodic solutions of (12) up to an exponential small order by means of truncated Laplace transforms.

In a more general setting, the Cauchy problem (1), (2) we consider in this work comes within the framework of asymptotic analysis of solutions to differential equations or to partial differential equations with periodic or quasiperiodic coefficients which is a domain of intense research in these last years.

In the category of differential equations most of the results concern nonlinear equations of the form

\[\sum_{k=0}^{K} a_k(\tau) \partial_t^k u(t, \tau) = F(u(t, \tau), t, \tau), \quad (15)\]

where the forcing term \(F\) contains periodic or quasiperiodic coefficients. These statements deal with the construction of formal solutions \(u(t, \tau) = \sum_{l=0}^{\infty} u_l(t) e^{l \tau}\) which are called Lindstedt series in the literature. For convergence properties of these series, we quote the seminal work [7] and the overview [8], and for Borel resummation procedures applied more recently, we mention [9]. For applications in KAM theory for nearly integrable finitely dimensional Hamiltonian systems, we may refer to [10, 11].

In the context of partial differential equations, for existence results of quasiperiodic solutions to general families of nonlinear PDE containing a small real parameter, we indicate [12] and for the construction of periodic solutions to abstract second order nonlinear equations, we notice [13]. Concerning KAM theory results in the context of PDE such as small nonlinear perturbations of wave equations or Schrödinger equations we mention the fundamental works [14–16].

Now, we explain our main result and the principal arguments needed in its proof. The first step consists (as in [4]) of transforming (1) by means of the linear map \(T \mapsto T/e^{\beta_0 t/\varepsilon}\) into an auxiliary regularly perturbed nonlinear equation (149). The drawback of this transformation is the appearance of poles in the coefficients of this new equation with respect to \(\varepsilon\) at 0.

The approach we follow is the same as in our previous works [4,17] and is based on a Borel resummation procedure applied to formal expansions of the form

\[
\tilde{\Sigma}(T, z, x, \varepsilon) = \sum_{\beta=(\beta_0,\ldots,\beta_\text{r},\beta_\text{t})} \frac{\exp(iz \sum_{j=0}^{\text{r}/2} \beta_j x_j)}{\beta_0! \cdots \beta_\text{r}! \beta_\text{t}!},
\]

where \(\tilde{\Sigma}(T, z, x, \varepsilon) = \sum_{m=0}^\infty X_m(\varepsilon)T^m / m!\) are formal series in \(T\), which formally solves the auxiliary equation (149) for well-chosen initial data (165). It is worth pointing out that this resummation method known as \(\kappa\)-summability already enjoys a large success in the study of Gevrey asymptotics for analytic solutions to linear and nonlinear differential equations with irregular singularity; see, for instance, [18–24]. We show that the formal Borel transform of \(\tilde{\Sigma}(T, z, x, \varepsilon)\) with respect to \(T\) given by

\[
\tilde{\Sigma}(\tau, z, x, \varepsilon) = \sum_{\beta=(\beta_0,\ldots,\beta_\text{r},\beta_\text{t})} \frac{\exp(iz \sum_{j=0}^{\text{r}/2} \beta_j x_j)}{\beta_0! \cdots \beta_\text{r}! \beta_\text{t}!},
\]

where \(\tilde{\Sigma}(\tau, z, x, \varepsilon) = \sum_{m=0}^\infty X_m(\varepsilon)T^m / m!\) is formally solves a nonlinear convolution integrodifferential Cauchy problem with rational coefficients in \(\tau\) and is holomorphic with respect to \(x\) near the origin and with respect to \(z\) in some strip and meromorphic in \(\varepsilon\) with a pole at 0; see (171), (172).

For appropriate initial data satisfying conditions (152), (184), and (161), we show (in Proposition 20) that the formal series \(\tilde{\Sigma}(\tau, z, x, \varepsilon)\) actually defines a holomorphic function \(V_\tau\) on the product \(U_{\text{t}} \times H_{\varepsilon} \times D(0, \rho_1) \times D(0, \rho_0) \setminus \{0\}\) for some \(0 < \rho_0 < \rho_1 < \rho\) and where \(U_{\text{t}}\) is some unbounded open sector with small aperture and with bisecting direction \(d_1\) (as described above in the main statement). The functions \(V_\tau\) have exponential growth rate with respect to \((\tau, \varepsilon)\) meaning that there exist two constants \(C, K > 0\) such that

\[
\sup_{z \in H_{\varepsilon} \times D(0, \rho_1)} |V_\tau(\tau, z, x, \varepsilon)| \leq Ce^{K|\tau|/|\varepsilon|}\]

for all \(\tau \in U_{\text{t}}, \varepsilon \in D(0, \rho_0) \setminus \{0\}\). Moreover, we show that, for all \(\beta = (\beta_0, \ldots, \beta_\text{r}, \beta_\text{t}) \in \mathbb{N}^2\), the formal series \(\tilde{\Sigma}(\tau, z, x, \varepsilon)\) actually define holomorphic functions \(V_{\beta}(\tau, x)\) on domains \(U_{\text{t}} \cup D(0, \rho_{\beta}) \times D(0, \rho_0) \setminus \{0\}\), where \(\rho_{\beta}\) is a Riemann type sequence of the form \(R/(1 + |\beta|)^{m_{r}/2},\) for some constant...
R > 0, which tends to 0 as |β| tends to infinity, and share the same exponential growth rate, namely, that there exist constants C > 0, K > 0, M > 0 with
\[
\sup_{z \in H \times D(0, \rho)} |V_{i, \beta}(\tau, \epsilon)| \leq CK^{\sum_{j=0}^{l+1} |\beta_j|} \beta_0! \cdots \beta_{l+1}! e^{M |\tau|} \tag{19}
\]
for all \( \tau \in U_i, \epsilon \in D(0, \rho_0) \setminus \{0\} \). We point out that the occurrence of a radius of convergence shrinking to zero for the coefficients \( V_{i, \beta} \) near the origin of the Borel transform is due to the presence of a small divisor phenomenon in the convolution Cauchy problem (171), (172) mentioned above. In our previous study [4], a similar outcome was reached by a convolution Cauchy problem (171), (172) mentioned above. Due to the presence of a small divisor phenomenon in the direction \( \sum_{j=0}^{l+1} |\beta_j| \), which may tend to zero but not faster than a Riemann type sequence as follows from Lemma 13.

In order to get the estimates described above, we use a majorizing technique described in Propositions 17, 18, and 19 which reduces the investigation for bounds (19) to the study of a Cauchy-Kowalevski type problem (114), (115) in several complex variables for which local analytic solutions are found in Section 2.1; see Proposition 5. On the way we make use of estimates in weighted Banach spaces introduced in Section 2.2; see Propositions 9, 10, and 12 and Corollary 11, which are very much like those already seen in the work [4].

In the next step, for given suitable initial data (150) satisfying (158), we construct actual solutions
\[
Y_i(T, z, x, \epsilon) = \sum \binom{\gamma}{\beta} \frac{\exp\left(i z^T \beta \xi_j\right)}{\beta_0! \cdots \beta_l!} \tag{20}
\]
of (149), where each function \( Y_{i, \beta}(T, \epsilon) \) can be written as a Laplace transform of the function \( Y_{i, \beta}(\tau, \epsilon) \) with respect to \( \tau \) along a half-line \( \gamma \), \( R_\gamma e^{ir^T \gamma_j} \subset U_i \cup \{0\} \). For each \( \epsilon \in \mathcal{E}_i \), the function \( T \mapsto Y_{i, \beta}(T, \epsilon) \) is bounded and holomorphic on a sector \( \mathcal{U}_{i, \beta} \) with aperture larger than \( \pi \), with bisecting direction \( \gamma \), and with radius \( h \epsilon \gamma_j \). For some constant \( h > 0 \).

In Proposition 23, we show that the function \( Y_i(T) \) itself turns out to define a holomorphic function on \( \cup_{i, \beta} \times H_{\beta_i} \times D(0, \rho_1) \) for some \( 0 < \rho_1 < \rho \) and where \( \rho_1 > 0 \) satisfies (153).

We observe that, for all \( 0 < i \leq v - 1 \), the functions \( X_i \) defined as
\[
X_i(t, z, x, \epsilon) = Y_i \left( e^{t/2}; t, z, x, \epsilon \right) \tag{21}
\]
actually solve our initial Cauchy problem (1), (2) on the products \( \mathcal{F} \times H_{\beta_i} \times D(0, \rho_1) \times \mathcal{E}_i \), and bear representation (7) as a quasiperiodic function whose Fourier coefficients decay exponentially in \( \beta \). It is worthy to mention that spaces of quasiperiodic Fourier series with exponential decay were also recently used in [25] in order to find global in time and quasiperiodic in space solutions to the KdV equation.

In Proposition 28, we show moreover that the difference of two neighboring solutions \( X_{i+1} \) and \( X_i \) has exponentially small bounds of order \( r_j/(hr_1 + r_2) \), uniformly in \((t, z, x)\), as \( \epsilon \) tends to 0 on \( \mathcal{E}_{i+1} \cap \mathcal{E}_i \).

We observe that for each \( \beta \in \mathbb{N}^{l+2} \) the difference \( X_{i+1, \beta} - X_i, \beta \) for the Fourier coefficients has exponential decay of order \( r_3/r_2 \) but its type is proportional to \( \rho_\beta \) and therefore tends to 0 as \( \beta \) tends to infinity. This small denominator phenomenon is the reason for the decrease of the order \( r_j/r_2 \) to \( r_j/(hr_1 + r_2) \). As in our previous study [4], the bulk of the proof rests on a thorough estimation of a Dirichlet type series of the form
\[
\sum_{k=0}^\infty \exp(-1/(k+1)^2/a^k) \tag{22}
\]
with coefficients \( H_k \) in the Banach space of holomorphic and bounded functions on \( \mathcal{F} \times H_{\beta_i} \times D(0, \rho_1) \), which formally solves (1) and which is, moreover, the Gevrey asymptotic expansion of order \( (hr_1 + r_2)/r_3 \) of the functions \( X_i \) on \( \mathcal{E}_i \), for all \( 0 < i \leq v - 1 \).

The layout of the paper reads as follows.

Section 2.1 is dedicated to the study of a version of the Cauchy-Kowalevski theorem for nonlinear PDEs in analytic spaces of functions with precise control on the domain of existence of their solutions in terms of norm estimates of the initial data. In Section 2.2 we establish some continuity properties of several integrodifferential and multiplication operators acting on weighted Banach spaces of holomorphic functions. These results are applied in Section 2.3 when looking for global solutions with growth constraint at infinity for a parameter depending nonlinear convolution differential Cauchy problem with singular coefficients.

We recall briefly the classical theory concerning the Borel-Laplace transform and we show some commutation formulas with multiplication and integrodifferential operators in Section 3.1; then we center our attention on finding solutions of an auxiliary nonlinear Cauchy problem obtained by the linear change of variable \( T \mapsto T/\epsilon \) from our main Cauchy problem in Section 3.2. The link between this Cauchy problem and the one solved in Section 3.2 is performed by means of Borel-Laplace transforms on the corresponding solutions.

In Section 4.1, we construct actual holomorphic solutions \( X_i \) on \( \{ 0 < i \leq v - 1 \} \), of our initial problem and we show exponential decay of the difference of any two of these solutions with respect to \( \epsilon \) on the intersection of their domain of definition, uniformly in the other variables. Finally, in Section 4.2, we conclude with the main result of the work.
that is, the existence of a formal power series with coefficients in an appropriate Banach space, which asymptotically represents the functions $X_i$ with a precise control on the Gevrey order on the sectors $\mathcal{S}_i$, for all $0 \leq i \leq v - 1$.

2. A Global Cauchy Problem in Holomorphic and Quasiperiodic Function Spaces

2.1. A Cauchy-Kowalevski Theorem in Several Variables. In this section, we recall the well-known Cauchy-Kowalevski theorem in some spaces of analytic functions for which the size of the domain of existence of the solution can be controlled in terms of some supremum norm of the initial data.

The next Banach spaces are natural extensions to the several variables cases of the spaces used in [27].

**Definition 1.** Let $l \geq 1$ be some integer. Let $\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X} > 0$ be positive real numbers. We denote by $G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$ the space of formal series

$$U(Z_0, \ldots, Z_l, X) = \sum_{\beta = (\beta_0, \ldots, \beta_l) \in \mathbb{N}^{l+1}} Z_0^{\beta_0} \cdots Z_l^{\beta_l} X^{\beta_{l+1}} u_{\beta} \overline{Z}_0^{\beta_0} \cdots \overline{Z}_l^{\beta_l} \overline{X}^{\beta_{l+1}}!$$

(23)

that belong to $C([Z_0, \ldots, Z_l, X])$ such that

$$\|U(Z_0, \ldots, Z_l, X)\|_{\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}} = \sum_{\beta = (\beta_0, \ldots, \beta_l) \in \mathbb{N}^{l+1}} \|u_{\beta}\|_{\overline{Z}_0^{\beta_0} \cdots \overline{Z}_l^{\beta_l} \overline{X}^{\beta_{l+1}}}! \quad (24)$$

is finite. One can show that $G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$ equipped with the norm $\| \cdot \|_{\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}}$ are Banach spaces.

In the next two lemmas we show continuity properties for some linear integrodifferential operators acting on the aforementioned Banach spaces.

**Lemma 2.** Let $h_0, \ldots, h_j, h_{j+1} \in \mathbb{N}$ with

$$h_{j+1} \geq \sum_{j=0}^{l} h_j. \quad (25)$$

Then, for any given $\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X} > 0$, the operator $\partial^{h_0}_{\overline{Z}_0} \cdots \partial^{h_j}_{\overline{Z}_j} \partial^{h_{j+1}}_{\overline{X}}$ is a bounded linear map from $G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$ into itself. Moreover,

$$\|\partial^{h_0}_{\overline{Z}_0} \cdots \partial^{h_j}_{\overline{Z}_j} \partial^{h_{j+1}}_{\overline{X}} U(Z_0, \ldots, Z_l, X)\|_{\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}} \leq \overline{Z}_0^{h_0} \cdots \overline{Z}_l^{h_l} \overline{X}^{h_{l+1}} \|U(Z_0, \ldots, Z_l, X)\|_{\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}}$$

(26)

for all $U(Z_0, \ldots, Z_l, X) \in G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$.

**Proof.** Let $U(Z_0, \ldots, Z_l, X) \in G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$ of form (23). By definition, we can write

$$\|\partial^{h_i}_{\overline{Z}_i} \cdots \partial^{h_{j+1}}_{\overline{X}} U(Z_0, \ldots, Z_l, X)\|_{\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}}$$

$$= \sum_{\beta = (\beta_0, \ldots, \beta_{l+1}) \in \mathbb{N}^{l+2}} \|u_{\beta}\|_{\overline{Z}_0^{\beta_0} \cdots \overline{Z}_l^{\beta_l} \overline{X}^{\beta_{l+1}}}! \quad (27)$$

for all $\beta_0, h_0, \ldots, \beta_l, h_l, \beta_{l+1}, h_{l+1} \geq 0$. Estimate (26) follows.

**Lemma 3.** Let $h_0, \ldots, h_j, h_{j+1} \in \mathbb{N}$. Let, for all $0 \leq j \leq l$, $0 < \overline{Z}_j < \overline{Z}^0_j$ and $0 < \overline{X} < \overline{X}^1$ be positive real numbers. Then, there exists $C_2 > 0$ (depending on $h_0, \ldots, h_{l+1}, \overline{X}^0, \overline{X}^1, \overline{Z}_j, \overline{Z}_j$) for $0 \leq j \leq l$ such that

$$\|\partial^{h_0}_{\overline{Z}_0} \cdots \partial^{h_j}_{\overline{Z}_j} \partial^{h_{j+1}}_{\overline{X}} U(Z_0, \ldots, Z_l, X)\|_{\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}} \leq C_2 (\overline{Z}_0^{h_0} \cdots \overline{Z}_l^{h_l} \overline{X}^{h_{l+1}})^{h_{l+1}} \|U(Z_0, \ldots, Z_l, X)\|_{\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}}$$

(29)

for all $U(Z_0, \ldots, Z_l, X) \in G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$.
Now, we take some real number $0 < \delta < 1$ such that $Z_j^l < \delta Z_j^l$ for all $0 \leq j \leq l$ and $X^l < \delta X^l$. We get the estimates
\[
\frac{(\sum_{j=0}^{l+1} \beta_j + h_j)!}{(\sum_{j=0}^{l+1} \beta_j)!} \left( Z_0^l \right)^{\beta_0+\delta h_0} \cdots \left( Z_l^l \right)^{\beta_l+\delta h_l} \left( X^l \right)^{\beta_{l+1}+h_{l+1}} \leq \left( \sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j \right)^{(\sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j)} \delta^{\sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j} \cdot \left( Z_0^l \right)^{\beta_0+\delta h_0} \cdots \left( Z_l^l \right)^{\beta_l+\delta h_l} \left( X^l \right)^{\beta_{l+1}+h_{l+1}},
\]
for all $\beta_0, h_0, \ldots, \beta_l, h_l, \beta_{l+1}, h_{l+1} \geq 0$. Since $0 < \delta < 1$, we know that, for any real number $a > 0$, there exists $K_{\delta,a} > 0$ depending on $a, \delta$ such that
\[
\sup_{n \geq 0} (n + a)^a \delta^{n+a} \leq K_{\delta,a}.
\]
Hence, we get a constant $C_2 > 0$ depending on $h_j, 0 \leq j \leq l+1$ and $\delta$ with
\[
\left( \sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j \right)^{(\sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j)} \delta^{\sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j} \cdot \left( Z_0^l \right)^{\beta_0+\delta h_0} \cdots \left( Z_l^l \right)^{\beta_l+\delta h_l} \left( X^l \right)^{\beta_{l+1}+h_{l+1}} \leq C_2 \left( Z_0^l \right)^{\beta_0+\delta h_0} \cdots \left( Z_l^l \right)^{\beta_l+\delta h_l} \left( X^l \right)^{\beta_{l+1}+h_{l+1}},
\]
for all $\beta_0, h_0, \ldots, \beta_l, h_l, \beta_{l+1}, h_{l+1} \geq 0$. As a result, gathering (30), (31), and (33), we get the lemma.

**Lemma 4.** Let $U_1(Z_0, \ldots, Z_l, X), U_2(Z_0, \ldots, Z_l, X) \in G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$. Then, the product $U_1 U_2$ belongs to $G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$. Moreover, we have
\[
\|U_1(Z_0, \ldots, Z_l, X) U_2(Z_0, \ldots, Z_l, X)\|_{G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})} \leq \|U_1(Z_0, \ldots, Z_l, X)\|_{G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})} \cdot \|U_2(Z_0, \ldots, Z_l, X)\|_{G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})}.
\]
In other words, the space $G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$ is a Banach algebra.

**Proof.** Let
\[
U_j(Z_0, \ldots, Z_l, X) = \sum_{\beta_0, \ldots, \beta_{l+1} \geq 0} \Pi_{j=0}^{l+1} \beta_j^\beta_0 \cdots \beta_l^\beta_l \cdot \beta_{l+1}^\beta_{l+1}! \cdot \left( Z_j^l \right)^{\beta_j} \left( X^l \right)^{\beta_{l+1}}.
\]
belonging to $G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})$ for $j = 1, 2$. By definition, we can write
\[
\|U_1(Z_0, \ldots, Z_l, X) U_2(Z_0, \ldots, Z_l, X)\|_{G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X})} \leq \sum_{\beta_0, \ldots, \beta_{l+1} \geq 0} \left( \sum_{\beta_j, \beta_{l+1} \geq 0} \Pi_{j=0}^{l+1} \beta_j^\beta_0 \cdots \beta_l^\beta_l \cdot \beta_{l+1}^\beta_{l+1}! \cdot (\sum_{\beta_j, \beta_{l+1} \geq 0} \Pi_{j=0}^{l+1} \beta_j^\beta_0 \cdots \beta_l^\beta_l \cdot \beta_{l+1}^\beta_{l+1}! \cdot (\sum_{\beta_j, \beta_{l+1} \geq 0} \Pi_{j=0}^{l+1} \beta_j^\beta_0 \cdots \beta_l^\beta_l \cdot \beta_{l+1}^\beta_{l+1}!) \cdot \left( Z_j^l \right)^{\beta_j} \left( X^l \right)^{\beta_{l+1}} \right)
\]
for all $\beta_0, \ldots, \beta_l, \beta_{l+1} \geq 0$. Since $0 < \delta < 1$, we know that, for any real number $a > 0$, there exists $K_{\delta,a} > 0$ depending on $a, \delta$ such that
\[
\sup_{n \geq 0} (n + a)^a \delta^{n+a} \leq K_{\delta,a}.
\]
Hence, we get a constant $C_2 > 0$ depending on $h_j, 0 \leq j \leq l+1$ and $\delta$ with
\[
\left( \sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j \right)^{(\sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j)} \delta^{\sum_{j=0}^{l+1} \beta_j + \sum_{j=0}^{l+1} h_j} \cdot \left( Z_0^l \right)^{\beta_0+\delta h_0} \cdots \left( Z_l^l \right)^{\beta_l+\delta h_l} \left( X^l \right)^{\beta_{l+1}+h_{l+1}} \leq C_2 \left( Z_0^l \right)^{\beta_0+\delta h_0} \cdots \left( Z_l^l \right)^{\beta_l+\delta h_l} \left( X^l \right)^{\beta_{l+1}+h_{l+1}},
\]
for all $\beta_0, h_0, \ldots, \beta_l, h_l, \beta_{l+1}, h_{l+1} \geq 0$. As a result, gathering (30), (31), and (33), we get the lemma.

**Proposition 5.** Let $\mathcal{D}_1$ (resp., $\mathcal{D}_2$) be a finite subset of $\mathbb{N}^{l+2}$ (resp., $\mathbb{N}^{l+1}$) and let $S \geq 1$ be an integer such that, for all $(k_0, \ldots, k_{l+1}) \in \mathcal{D}_1$ and all $(p_0, \ldots, p_l) \in \mathcal{D}_2$, we have
\[
S > k_{l+1},
\]
\[
S \geq \sum_{j=0}^{l+1} k_j,
\]
\[
S \geq \sum_{j=0}^{l} p_j.
\]
Let $\mathcal{D}_3$ be a finite subset of $\mathbb{N} \setminus \{0, 1\}$. Let $M^0, \overline{X}_0 > 0$ be given real numbers and let $Z_j^0 > M^0, 0 \leq j \leq l$ be real numbers. Let
\[
d((k_0, \ldots, k_{l+1}), (Z_0, \ldots, Z_l, X)) \in G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}^l),
\]
\[
f((p_0, \ldots, p_l), (Z_0, \ldots, Z_l)) \in G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}^l),
\]
\[
e_m((Z_0, \ldots, Z_l, X)) \in G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}^l)
\]
for all $(k_0, \ldots, k_{l+1}) \in \mathcal{D}_1$, all $(p_0, \ldots, p_l) \in \mathcal{D}_2$, and all $m \in \mathcal{D}_3$. For all $0 \leq j \leq S - 1$, we also choose $\phi_j(Z_0, \ldots, Z_l) \in G(\overline{Z}_0, \ldots, \overline{Z}_l, \overline{X}^l)$. 
We consider the following Cauchy problem:
\[
\frac{\partial}{\partial x} U (Z_0, \ldots, Z_l, X) = \sum_{k=(k_0, k_1, \ldots, k_l) \in \mathbb{Z}^l} d_k (Z_0, \ldots, Z_l, X) \frac{\partial^{k_0} \cdots \partial^{k_l} \partial^k}{\partial Z_0^k \cdots \partial Z_l^k} X
\]
\[
\cdot U (Z_0, \ldots, Z_l, X)
\]
\[
+ \sum_{p=(p_0, p_1, \ldots, p_l) \in \mathbb{Z}^l} \frac{f_p (Z_0, \ldots, Z_l)}{\partial^l Z_l} \frac{e_m (Z_0, \ldots, Z_l, X)}{U (Z_0, \ldots, Z_l, X)}
\]
\[
\cdot (\partial_X^S H (Z_0, \ldots, Z_l, X) + w (Z_0, \ldots, Z_l, X))^{m}.
\]
\[
(40)
\]
for given initial data
\[
\left( \frac{\partial}{\partial x} U \right) (Z_0, \ldots, Z_l, 0) = \varphi_j (Z_0, \ldots, Z_l), \quad 0 \leq j \leq S - 1.
\]
\[
(41)
\]
Then, for given real numbers \(Z_j^0 > 0, 0 \leq j \leq l\), with \(M^0 < Z_j^0 < Z_j^1\), one can choose \(0 < X^1 < X^0\) and \(\delta > 0\) (which depend on \(Z_j^0\) for \(0 \leq j \leq l\), on \(d_k (Z_0, \ldots, Z_l, X) \frac{\partial^{k_0} \cdots \partial^{k_l} \partial^k}{\partial Z_0^k \cdots \partial Z_l^k} X\) for \(k \in \mathcal{D}_l\), on \(f_p (Z_0, \ldots, Z_l) \frac{\partial^l Z_l}{\partial^l Z_l} X\) for \(p \in \mathcal{D}_2\), and on \(e_m (Z_0, \ldots, Z_l, X) \frac{\partial^m Z_m}{\partial^m Z_m} X\) for \(m \in \mathcal{D}_3\)) such that if
\[
\varphi_j (Z_0, \ldots, Z_l) \frac{\partial}{\partial x} U (Z_0, \ldots, Z_l, X) < \delta, \quad 0 \leq j \leq S - 1.
\]
\[
(42)
\]
then the problem (40), (41) has a unique solution \(U(Z_0, \ldots, Z_l, X) \in C(G(Z_j^0, \ldots, Z_j^1, X)).\) Moreover, there exists a constant \(C_3 > 0\), depending on \(X^0, X^1, Z_j^0, Z_j^1\), for \(0 \leq j \leq l\), on \(d_k (Z_0, \ldots, Z_l, X) \frac{\partial^{k_0} \cdots \partial^{k_l} \partial^k}{\partial Z_0^k \cdots \partial Z_l^k} X\) for \(k \in \mathcal{D}_l\), on \(f_p (Z_0, \ldots, Z_l) \frac{\partial^l Z_l}{\partial^l Z_l} X\) for \(p \in \mathcal{D}_2\), and on \(e_m (Z_0, \ldots, Z_l, X) \frac{\partial^m Z_m}{\partial^m Z_m} X\) for \(m \in \mathcal{D}_3\), such that
\[
\left\| U (Z_0, \ldots, Z_l, X) \right\|_{C(G(Z_j^0, \ldots, Z_j^1, X))} \leq \delta C_3.
\]
\[
(43)
\]
Proof. We put
\[
w (Z_0, \ldots, Z_l, X) = \sum_{j=0}^{S-1} \varphi_j (Z_0, \ldots, Z_l) \frac{X^j}{j!}
\]
\[
(44)
\]
and we consider the map \(A : C[[Z_0, \ldots, Z_l, X]] \to C[[Z_0, \ldots, Z_l, X]]\) defined as
\[
A (H (Z_0, \ldots, Z_l, X)) = \sum_{k=(k_0, k_1, \ldots, k_l) \in \mathbb{Z}^l} d_k (Z_0, \ldots, Z_l, X) \frac{\partial^{k_0} \cdots \partial^{k_l} \partial^{k_1}}{\partial Z_0^{k_0} \cdots \partial Z_l^{k_l} X^{k_1}}
\]
\[
\cdot H (Z_0, \ldots, Z_l, X) \frac{e_m (Z_0, \ldots, Z_l, X)}{U (Z_0, \ldots, Z_l, X)}
\]
\[
\cdot (\partial_X^S H (Z_0, \ldots, Z_l, X) + w (Z_0, \ldots, Z_l, X))^{m}.
\]
\[
(45)
\]
Lemma 6. Let \(Z_j^1 > 0, 0 \leq j \leq l\), be real numbers such that \(M^0 < Z_j^1 < Z_j^0\). Then, there exist \(\delta > 0\), a real number \(0 < X^0 < X^1\), and a constant \(K_4 > 0\) (depending on \(Z_j^1\) for \(0 \leq j \leq l\), on \(d_k (Z_0, \ldots, Z_l, X) \frac{\partial^{k_0} \cdots \partial^{k_l} \partial^{k_1}}{\partial Z_0^{k_0} \cdots \partial Z_l^{k_l} X^{k_1}}\) for \(k \in \mathcal{D}_l\), on \(f_p (Z_0, \ldots, Z_l) \frac{\partial^l Z_l}{\partial^l Z_l} X\) for \(p \in \mathcal{D}_2\), and on \(e_m (Z_0, \ldots, Z_l, X) \frac{\partial^m Z_m}{\partial^m Z_m} X\) for \(m \in \mathcal{D}_3\)), such that if one puts \(R = K_4 \delta\),
\[
(i) \text{ we have}
\]
\[
A (B_R) \subset B_R,
\]
\[
(46)
\]
where \(B_R\) is the closed ball of radius \(R\), centered at 0 in \(G(Z_j^0, \ldots, Z_j^1, X)\);
\[
(ii) \text{ for all } H_1, H_2 \in B_R,
\]
\[
\left\| A (H_1) - A (H_2) \right\|_{C(G(Z_j^0, \ldots, Z_j^1, X))} \leq \frac{1}{2} \left\| H_1 - H_2 \right\|_{C(G(Z_j^0, \ldots, Z_j^1, X))}.
\]
\[
(47)
\]
Proof. We first show (i). We fix \(Z_j^1 > 0, 0 \leq j \leq l\), be real numbers such that \(M^0 < Z_j^1 < Z_j^0\). We also consider \(\delta > 0\) for which (42) holds. Let \(R > 0\) be of the form \(R = K_4 \delta\) for some constant \(K_4 > 0\). We take \(H \in B_R\) where \(B_R\) is the closed ball of radius \(R\), centered at 0 in \(G(Z_j^0, \ldots, Z_j^1, X)\) for some real number \(0 < X^0 < X^1\). From Lemmas 2 and 4, we get
\[
\left\| d_k (Z_0, \ldots, Z_l, X) \frac{\partial^{k_0} \cdots \partial^{k_l} \partial^{k_1}}{\partial Z_0^{k_0} \cdots \partial Z_l^{k_l} X^{k_1}}
\]
\[
\cdot H (Z_0, \ldots, Z_l, X) \frac{e_m (Z_0, \ldots, Z_l, X)}{U (Z_0, \ldots, Z_l, X)}
\]
\[
\cdot (\partial_X^S H (Z_0, \ldots, Z_l, X) + w (Z_0, \ldots, Z_l, X))^{m}.
\]
\[ \cdot \| H (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \leq \| d_L (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \]
\[ \cdot \left( \frac{X^q}{q!} \right)^{s-k_i} R. \]

(48)

Now, from Lemmas 3 and 4, we get a constant \( C_4 > 0 \) (depending on \( k_0, \ldots, k_l, X, Z_j, Z_j' \), for \( 0 < j < l \)) with
\[
\| d_L (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \leq \| d_L (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \left( \frac{X^q}{q!} \right)^{s-k_i} R.
\]

(49)

for all \( 0 < j, q < S - 1 \).

Using Leibniz formula, we deduce from Lemma 4 that
\[
\| f_p (Z_0, \ldots, Z_p) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \left( \frac{X^q}{q!} \right)^{s-k_i} R.
\]

(50)

By Lemma 3, one also gets a constant \( C_{4,2} > 0 \) (depending on \( p_0, \ldots, p_l, X, Z_j, Z_j' \), for \( 0 < j < l \)) with
\[
\| d_L (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \leq \| d_L (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \left( \frac{X^q}{q!} \right)^{s-k_i} R.
\]

(51)

By Lemma 2, one finds
\[
\| \partial_{Z_0} \ldots \partial_{Z_l} \partial_X H (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \leq \left( Z_i^1 \right)^{-p_{i,0}} \cdots \left( Z_l^1 \right)^{-p_{l,0}} \left( X^1 \right)^S H (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \leq \left( Z_i^1 \right)^{-p_{i,0}} \cdots \left( Z_l^1 \right)^{-p_{l,0}} \left( X^1 \right)^S R.
\]

(52)

Due to Lemma 3, we get a constant \( C_{4,2} > 0 \) (depending on \( p_0, \ldots, p_l, X, Z_j, Z_j' \), for \( 0 < m < l \)) such that
\[
\| d_L (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \leq \left( Z_i^1 \right)^{-p_{i,0}} \cdots \left( Z_l^1 \right)^{-p_{l,0}} \left( X^1 \right)^S R.
\]

(53)

Now, we can choose \( 0 < X^1 < X^1_0, \delta > 0 \) and the constant \( K_4 > 0 \) (recall that \( R = K_4 \delta \)) in such a way that
\[
\sum_{q=0}^{S-1} \| \partial^q_{Z_0} \cdots \partial^q_{Z_l} w (Z_0, \ldots, Z_l, X) \|_{(\mathcal{Z}_0, \ldots, \mathcal{Z}_l, X)}^p \leq K_4 \delta.
\]

(54)
Hence, gathering (48), (49), (50), (51), (52), (53), and (54) yields inclusion (46).

We turn to the proof of (ii). As above, we fix $Z_j > 0$, $0 \leq j \leq l$, be real numbers such that $M_i^j < Z_j^l < Z_j^l$. We also consider $\delta > 0$ for which (42) holds. Let $R > 0$ be of the form $R = K_4 \delta$ for some constant $K_4 > 0$. We take $H_1, H_2 \in B_R$ where $B_R$ is the closed ball of radius $R$, centered at 0 in $G(Z_0, \ldots, Z_l^1, X)$ for some real number $0 < X < X^0$. From Lemmas 2 and 4, we get that

\[
\sum_{s=0}^{m-1} (\partial_X^s H_2 + w)^{s}(\partial_X^s H_1 + w)^{m-s-1}.
\]

Using the identity $b^m - a^m = (b - a)^m (b^{m-1} + \cdots + a^{m-1})$ for any complex numbers $a, b$ and any integer $m \geq 2$, we can write

\[
(\partial_X^s H_1 (Z_0, \ldots, Z_l, X) + w (Z_0, \ldots, Z_l, X))^m
- \partial_X^s H_2 (Z_0, \ldots, Z_l, X) + w (Z_0, \ldots, Z_l, X)^m
= (\partial_X^s H_1 - \partial_X^s H_2)
\cdot \sum_{s=0}^{m-1} (\partial_X^s H_2 + w)^{s}(\partial_X^s H_1 + w)^{m-s-1}.
\]

Using Leibniz formula, we deduce from Lemma 4 that

\[
\sum_{s=0}^{m-1} (\partial_X^s H_2 + w)^{s}(\partial_X^s H_1 + w)^{m-s-1} \geq 0.
\]

By Lemma 3, one also gets a constant $C_{4,3} > 0$ (depending on $p_0, \ldots, Z_l^0, X^0, Z_l^0, Z_l^1$ for $0 \leq j \leq l$) with

\[
\sum_{s=0}^{m-1} (\partial_X^s H_2 + w)^{s}(\partial_X^s H_1 + w)^{m-s-1} \geq C_{4,3} (Z_0)^{-p_0} \cdots (Z_l^1)^{-p_{l+1}} \| e_m (Z_0, \ldots, Z_l, X) \|_{(Z_0^1, \ldots, Z_l^1, X)}.
\]

By Lemma 2, one finds

\[
\sum_{s=0}^{m-1} (\partial_X^s H_2 + w)^{s}(\partial_X^s H_1 + w)^{m-s-1} \leq (Z_0)^{-p_0} \cdots (Z_l^1)^{-p_{l+1}} \| H_1 - H_2 \|_{(Z_0^1, \ldots, Z_l^1, X)}.
\]

Using again Leibniz formula and Lemma 4, we can write

\[
\sum_{s=0}^{m-1} (\partial_X^s H_2 + w)^{s}(\partial_X^s H_1 + w)^{m-s-1} \leq \sum_{s=0}^{m-1} (\partial_X^s H_2 + w)^{s}(\partial_X^s H_1 + w)^{m-s-1}.
\]

By Lemmas 2 and 3, one finds a constant $C_{4,4} > 0$ (depending on $p_0, \ldots, Z_l^0, X^0, Z_l^0, Z_l^1$ for $0 \leq j \leq l$) such that

\[
\sum_{s=0}^{m-1} (\partial_X^s H_2 + w)^{s}(\partial_X^s H_1 + w)^{m-s-1} \leq C_{4,4} (Z_0)^{-p_0} \cdots (Z_l^1)^{-p_{l+1}} \| H_1 - H_2 \|_{(Z_0^1, \ldots, Z_l^1, X)}.
\]

for $r = 1, 2$. 
In the following, we choose $0 < X_1 < X^0$ in order that
\[ \sum_{k=(k_0,\ldots,k_{m}) \in \mathbb{N}^m} \|d_{k}(Z_0,\ldots,Z_j, X)\|_{(Z_0,\ldots,Z_j, X)}^k, \]
\[ \cdot (Z_0)^{-k_0} \cdot \ldots \cdot (Z_j)^{-k_j} \cdot (X^1)^{s-k_{m+1}}, \]
\[ + \sum_{p_1=\ldots=p_{m}=p_0=1} \sum_{e_0=e_1=0} \sum_{s=0} \sum_{k_0=0} \sum_{t=0} \Pi_{0 < j < m} \Pi_{0 < j} \Pi_{p_0=0 \ldots p_{m}=1} \]
\[ \cdot \|f_e(Z_0,\ldots,Z_t, X)\|_{(Z_0,\ldots,Z_t, X)}^e \cdot \|f_t(Z_0,\ldots,Z_t, X)\|_{(Z_0,\ldots,Z_t, X)}^t, \]
\[ \cdot C_{4.3} (Z_0)^{-p_0} \cdot \ldots \cdot (Z_t)^{-p_t} \cdot \|e_m(Z_0,\ldots,Z_t, X)\|_{(Z_0,\ldots,Z_t, X)}^m \cdot \|e_t(Z_0,\ldots,Z_t, X)\|_{(Z_0,\ldots,Z_t, X)}^t \]
\[ \cdot (Z_0)^{-l_1} \cdot \ldots \cdot (Z_t)^{-l_t} \cdot (X^1)^{s}, \]
\[ \cdot \left( \sum_{m=1}^{m-1} \sum_{r=0}^{m-1} \sum_{p=0}^{q} \sum_{r=0}^{q} \sum_{s=0} \sum_{t=0} \Pi_{1 < j < m} \Pi_{0 < j} \Pi_{p_0=0 \ldots p_{m}=1} \right) \]
\[ \cdot \prod_{j=0}^t \left( (Z_0)^{-p_{a,j}} \cdot \ldots \cdot (Z_t)^{-p_{a,t}} \cdot (X^1)^{s} \right)^{K_4} \delta, \]
\[ + C_{4.4} \sum_{q=0}^{S-1} \left( (Z_0)^{-p_{a,j}} \cdot \ldots \cdot (Z_t)^{-p_{a,t}} \cdot (X^1)^{s} \right)^{K_4} \delta \]
\[ \cdot \delta \left( X^4 \frac{q!}{q!} \|Z_0,\ldots,Z_t, X\|_{(Z_0,\ldots,Z_t, X)}^t \right) \]
\[ \cdot \prod_{j=0}^t \left( (Z_0)^{-p_{a,j}} \cdot \ldots \cdot (Z_t)^{-p_{a,t}} \cdot (X^1)^{s} \right)^{K_4} \delta \]
\[ + C_{4.4} \sum_{q=0}^{S-1} \left( (Z_0)^{-p_{a,j}} \cdot \ldots \cdot (Z_t)^{-p_{a,t}} \cdot (X^1)^{s} \right)^{K_4} \delta \]
\[ \cdot \delta \left( X^4 \frac{q!}{q!} \|Z_0,\ldots,Z_t, X\|_{(Z_0,\ldots,Z_t, X)}^t \right) \]
\[ \leq \frac{1}{2}. \]

(62)

We are in a position to give the proof of Proposition 5. Let $Z_1^j > 0$, $0 \leq j \leq l$, be real numbers such that $M^0 < Z^0 \leq Z^0_j < X^0$; we choose $0 < X_1 < X^0$, $\delta > 0$ and the constant $K_4 > 0$ as in Lemma 6. We have put $R = \delta K_4$.

From the fact that $G(Z_0^j,\ldots,Z_t^j, X^1)$ equipped with the norm $\| \cdot \|_{(Z_0^j,\ldots,Z_t^j, X^1)}$ is a Banach space, the closed ball $(B_{R, d})$ for the metric $d(x, y) = \| y - x \|_{(Z_0^j,\ldots,Z_t^j, X^1)}$ is a complete metric space. From Lemma 6, the map $A$ is a contraction from $(B_{R, d})$ into itself. From the classical fixed point theorem, we deduce that there exists a unique $H_f(Z_0,\ldots,Z_t, X) \in B_R$ such that $A(H_f) = H_f$.

By construction and taking into account Lemma 2, the formal series
\[ U_f(Z_0,\ldots,Z_t, X) = \partial_{X}^S H_f(Z_0,\ldots,Z_t, X) + w(Z_0,\ldots,Z_t, X) \]

is a solution of the problem (40), (41). Moreover, $U_f(Z_0,\ldots,Z_t, X) \in G(Z_0^j,\ldots,Z_t^j, X^1)$ and
\[ \|U_f(Z_0,\ldots,Z_t, X)\|_{(Z_0^j,\ldots,Z_t^j, X^1)} \]
\[ \leq \delta \left( (X^4) \frac{q!}{q!} \|Z_0^j,\ldots,Z_t^j, X^1\|_{(Z_0^j,\ldots,Z_t^j, X^1)} \right) \]

which yields (43). Thus proof of Proposition 5 is complete.

2.2. Weighted Banach Spaces of Holomorphic Functions on Sectors. We denote by $D(0, r)$ the open disc centered at 0 with radius $r > 0$ in $C$. Let $e_0 > 0$ be a real number and let $S_{2}$ be an unbounded sector in direction $d \in \mathbb{R}$ centered at 0 in $C$. By convention, these sectors do not contain the origin in $C$. For any open set $\mathcal{D} \subseteq C$, we denote by $\Omega(\mathcal{D})$ the vector space of holomorphic functions on $\mathcal{D}$. Let $l \geq 1$ be an integer. For all tuples $\beta = (\beta_0,\ldots,\beta_l) \in \mathbb{N}^{l+2}$, let $\rho_{\beta} > 0$ be positive real numbers such that $\rho_{\beta} \leq \rho_{\beta}$ if $|\beta| \geq |\beta|$ (where by definition $|\beta| = \sum_{j=0}^{l+1} \beta_j$). We define $\Omega_\beta = D(0, \rho_{\beta}) \cup S_{d}$.

Definition 7. Let $b > 1$ be a real number and let $r_b(\beta) = \sum_{j=0}^{l+1} \beta_j b_j$ be all tuples $\beta \in \mathbb{N}^{l+2}$. Let $\epsilon \in D(0, e_0) \setminus \{0\}$ and $r, \alpha > 0$ be real numbers. We denote by $E_{\beta_{\chi}, \alpha, \Omega_\beta}$ the vector space of all functions $v \in \Omega_\beta$ such that
\[ \|v(r)\|_{E_{\beta_{\chi}, \alpha, \Omega_\beta}} \]
\[ := \sup_{r \in \Omega_\beta} |v(r)| \left( 1 + \frac{|r|^2}{|\epsilon|^2} \right) \exp \left( - \frac{\alpha}{|\epsilon|^2} r_b(\beta) |r| \right) \]

is finite.

Remark 8. These norms are appropriate modifications of the norms defined in [4, 17].

In the next proposition, we study some parameter depending linear operators acting on the spaces $E_{\beta_{\chi}, \alpha, \Omega_\beta}$.

Proposition 9. Let $s_1, k_0 \geq 0$ be integers. Let $\beta = (\beta_0,\ldots,\beta_{l+1}) \in \mathbb{N}^{l+2}$, $\beta_{l+1} = (\beta_0,\ldots,\beta_{l+1}) \in \mathbb{N}^{l+2}$. Under the assumption
that $|\tilde{\beta}| > |\beta|$, the operator $r^{s_1} \partial_r^{k_0}$ defines a bounded linear map from $E_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$ into $E_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$ for all $\epsilon \in D(0, \epsilon_0) \setminus \{0\}$.

Moreover, one has
\[
\|r^{s_1} \partial_r^{k_0} V_{\beta}^{s_1} (\tau, \epsilon)\|_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1} \leq V_{\beta}^{s_1} (\tau, \epsilon) \leq V_{\beta}^{s_1} (\tau, \epsilon) \leq \sup_{\epsilon \geq 0} m_{n, m} e^{-m_{n, m}} = \left(\frac{m_1}{m_2}\right)^{m_1} e^{-m_1},
\]

holds. Using (70), we deduce that
\[
\left(\left|r^{s_1} + k_0 + x^{s_1} k_0 + 2\right| \frac{\sigma}{|\epsilon|^2} \right) \left(\frac{|\tilde{\beta} - \beta|}{|\epsilon|^2} \right) \left(\frac{|\tilde{\beta} - \beta|}{|\epsilon|^2} \right)
\]

for all $V_{\beta}^{s_1} (\tau, \epsilon) \in E_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$.

Proof. The proof follows the same lines of arguments as Lemma I from [17]. By construction of the operator $\partial_r^{k_0}$, one can write
\[
r^{s_1} \partial_r^{k_0} V_{\beta}^{s_1} (\tau, \epsilon) = r^{s_1} k_0 \int_{0}^{1} \int_{0}^{1} V_{\beta}^{s_1} (h_{k_0}, \ldots, h_1, \tau, \epsilon)
\]

where $M_{k_0} (h_1, \ldots, h_{k_0-1})$ is a monic monomial for $k_0 \geq 2$, while $M_1 = 1$, for all $r \in \Omega_{\beta}$. We deduce that
\[
|\tilde{\beta}| > |\beta|, \text{ and } |\tilde{\beta}| > |\beta|, \text{ for all } r \in \Omega_{\beta} \subset \Omega_{\beta}. \text{ By definition of } r_0, \text{ one has }
\]

Now, we recall the classical estimates: for all integers $m_1, m_2 \geq 0$,
\[
\sup_{x \geq 0} m_{n, m} e^{-m_{n, m}} = \left(\frac{m_1}{m_2}\right)^{m_1} e^{-m_1},
\]

In the next proposition, we study the convolution product of functions in the spaces $E_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$.

**Proposition 10.** Let $\beta^1 = (\beta_1, \ldots, \beta_{l+1}) \in \mathbb{N}^{l+2}$ and $\beta^2 = (\beta_0, \ldots, \beta_{l+1}) \in \mathbb{N}^{l+2}$. Let $\beta \in \mathbb{N}^{l+2}$ such that $|\beta| \geq |\beta^1| + |\beta^2|$. Then, for any $V_{\beta}^{s_1} (\tau, \epsilon) \in \mathcal{B}_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$, $V_{\beta}^{s_1} (\tau, \epsilon) \in \mathcal{B}_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$, the convolution product $V_{\beta}^{s_1} (\tau, \epsilon) * V_{\beta}^{s_1} (\tau, \epsilon)$ belongs to $E_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$ for all $\epsilon \in D(0, \epsilon_0) \setminus \{0\}$. Moreover, there exists a universal constant $C_3 > 0$ such that
\[
\left\| \int_{0}^{r} V_{\beta}^{s_1} (\tau - s, \epsilon) V_{\beta}^{s_1} (s, \epsilon) ds \right\|_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1} \leq C_3 |\epsilon|^2 \left\| V_{\beta}^{s_1} (\tau, \epsilon) \right\|_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1} \left\| V_{\beta}^{s_1} (\tau, \epsilon) \right\|_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}
\]

for all $V_{\beta}^{s_1} (\tau, \epsilon) \in E_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$, $V_{\beta}^{s_1} (\tau, \epsilon) \in E_{\mathcal{B}, \sigma, \rho, \Omega_{\beta}}^{s_1}$.

Proof. We mimic the proof of Lemma 3 in [17]. One can write
\[
\int_{0}^{r} V_{\beta}^{s_1} (\tau - s, \epsilon) V_{\beta}^{s_1} (s, \epsilon) ds = \int_{0}^{r} V_{\beta}^{s_1} (\tau - s, \epsilon) \left(1 + \frac{|\tau - s|^2}{|\epsilon|^2}\right)
\]

\[
\cdot \exp \left(-\frac{\sigma}{|\epsilon|^2} r_0 \beta^1 \right) \left|\tau - s\right|
\]

\[
\cdot \exp \left(-\frac{\sigma}{|\epsilon|^2} r_\beta \beta^2 \right) \left|\tau - s\right|
\]

\[
\cdot \exp \left(-\frac{\sigma}{|\epsilon|^2} r_\beta \beta^2 \right) \left|\tau - s\right|
\]

for all $r \in \Omega_{\beta} \subset \Omega_{\beta}$. By definition of $r_\beta$, one has
\[
r_\beta \beta^1 = \frac{|\beta^1|}{(n+1)^\beta} \geq \frac{|\beta^1|}{|\beta^2|} \left(\frac{|\beta^2|}{|\beta^2| + 1}\right).\]
for all \( \tau \in \Omega \). We deduce that

\[
\left| \int_0^\tau V^{\beta}(\tau-s,e)V^{\beta}(s,e) \, ds \right|
\]

\[
\leq \left\| V^{\beta}(\tau,e) \right\|_{B^x,\alpha,\tau,\Omega} \left\| V^{\beta}(\tau,e) \right\|_{B^x,\alpha,\tau,\Omega} \cdot \int_0^1 \left[ \int_0^{|s|} \exp(\sigma |s| / |\epsilon|^\alpha) \left( r_b \left( \frac{\beta^1}{\beta} \right) (1-h) + r_b \left( \frac{\beta^2}{\beta} \right) h \right) \right] \, dh
\]

\[
\int_0^1 \left( 1 + \left( |s|^2 / |\epsilon|^\alpha \right) \left( 1 - h^2 \right) \right) \, dh
\]

\[
\leq C_5 |e|^{-\alpha} \sum_{|\alpha| \leq k} \left| a_\alpha \left( \frac{\beta^1}{\beta} \right) \right| \leq M \left\| V^{\beta}(\tau,e) \right\|_{B^x,\alpha,\tau,\Omega}
\]

(79)

From estimates (80) and (81), we get inequality (79).

The next proposition involves bound estimates for multiplication operators of bounded holomorphic functions.

**Proposition 12.** Let \( a(\tau,e) \) be a holomorphic function on \( \Omega \times D(0,\epsilon_0) \) such that there exists a constant \( M > 0 \) with \( \sum_{|\alpha| \leq k} \left| a_\alpha \right| \leq M. \) Then, the multiplication by \( a(\tau,e) \) is a bounded linear operator from \( E_{B^x,\alpha,\tau,\Omega} \) into itself, for all \( e \in D(0,\epsilon_0) \setminus \{0\} \). Moreover, the inequality

\[
\left\| a(\tau,e) V^{\beta}(\tau,e) \right\|_{B^x,\alpha,\tau,\Omega} \leq M \left\| V^{\beta}(\tau,e) \right\|_{B^x,\alpha,\tau,\Omega}
\]

(82)

holds for all \( V^{\beta}(\tau,e) \in E_{B^x,\alpha,\tau,\Omega} \).

**Proof.** The proof is a direct consequence of Definition 7 for the norm \( \cdot \) \( B^x,\alpha,\tau,\Omega \).

2.3. A Global Cauchy Problem. We keep the same notations as in the previous section. In the following, we introduce some definitions. Let \( \mathcal{A}_1 \) be a finite subset of \( \mathbb{N}^3 \) and let \( \mathcal{A}_2 \) be a finite subset of \( \mathbb{N}^3 \). Let \( l \geq 1 \) be an integer.

For all \( (k_0,k_1,k_2) \in \mathcal{A}_1 \), we denote by \( I_{(k_0,k_1,k_2)} \) a finite subset of \( \mathbb{N}^2 \). For all \( (k_0,k_1,k_2) \in \mathcal{A}_1 \), \( (s_1,s_2) \in \mathcal{A}_2 \), and all integers \( \beta_0, \beta_1, \beta_2 \geq 0 \), we denote by \( a_{s_1,s_2,k_0,k_1,k_2,\beta_0,\beta_1,\beta_2} \) some holomorphic function on \( \Omega \times D(0,\epsilon_0) \) which satisfies the estimates: there exist constants: \( \mu, \rho > 0 \), \( a_{s_1,s_2,k_0,k_1,k_2} > 0 \) with

\[
\sup_{(\tau,e) \in \Omega \times D(0,\epsilon_0)} \left| a_{s_1,s_2,k_0,k_1,k_2,\beta_0,\beta_1,\beta_2} \right| \leq a_{s_1,s_2,k_0,k_1,k_2} \left( \frac{\epsilon}{2} \right)^{\beta_0} \left( \frac{1}{2\rho} \right)^{\beta_1} \beta_2^{|\beta_2|} \]

(83)
for all \((k_0, k_1, k_2) \in \mathcal{A}_1\), we consider the series
\[
\alpha_{(k_0, k_1, k_2)}(\tau, z, x, \epsilon) = \sum_{(s_1, s_2) \in J(k_0, k_1, k_2)} \sum_{\beta_0, \beta_1, \beta_2 \geq 0} \alpha_{s_1, s_2, k_0, k_1, k_2, \beta_0, \beta_1, \beta_2} (84)
\]
which define holomorphic functions on \(\Omega_0 \times H_{\rho'} \times D(0, \rho) \times D(0, \epsilon_0) \setminus \{0\}\), where \(H_{\rho'}\) is defined as the following strip in \(C\):
\[
H_{\rho'} = \left\{ z \in \frac{C}{|\text{Im}(z)|} : \rho' \right\}. \tag{85}
\]
For all \((l_0, l_1) \in \mathcal{A}_2\), we denote by \(J(l_0, l_1)\) a finite subset of \(\mathbb{N}\).

Lemma 13. There exists a constant \(C_{\xi_1, \ldots, \xi_l} > 0\) (depending on \(\xi_1, \ldots, \xi_l\)) such that, for any \(k = (k_0, \ldots, k_l) \in \mathbb{Z}^{l+1} \setminus \{0\}\), the inequality
\[
|k_0 + k_1 \xi_1 + \cdots + k_l \xi_l| \geq \frac{C_{\xi_1, \ldots, \xi_l}}{\left( \max_{j=0}^{l} |k_j| \right)^h} \geq \frac{C_{\xi_1, \ldots, \xi_l}}{|k_0| + \cdots + |k_l| h} \tag{88}
\]
holds.

Example 14. Let \(\xi_1, \ldots, \xi_l\) be real algebraic numbers such that the family \(\{1, \xi_1, \ldots, \xi_l\}\) is \(\mathbb{Z}\)-linearly independent (this means that each \(\xi_j\) is a root of a polynomial \(P_j \in \mathbb{Z}[X]\) and there exist integers \(k_0, \ldots, k_l \in \mathbb{Z}\) such that \(k_0 + \sum_{j=1}^{l} k_j \xi_j = 0\), then \(k_j = 0\) for \(0 \leq j \leq l\)). Due to the classical primitive element theorem of Artin, we consider an algebraic number field \(K = \mathbb{Q}(\xi)\) containing the numbers \(\xi_j, 1 \leq j \leq l\) and we denote by \(h + 1 \geq 1\) its degree (that is the dimension of the vector space \(\mathbb{Q}(\xi)\) over \(\mathbb{Q}\)). The following lemma is a direct consequence of Theorem 11 in [29].

Lemma 15. There exists a constant \(C_{\xi_1, \ldots, \xi_l} > 0\) (depending on \(r_1, r_2, C_{\xi_1, \ldots, \xi_l}, S_d\)) such that
\[
\left| \frac{\gamma}{r_1^2 + (1 + \sum_{j=0}^{l} \beta_j \xi_j)} \right| \leq C_{\xi_1, \ldots, \xi_l} \left( 1 + \sum_{j=0}^{l} \beta_j \right)^{hr_1} \tag{94}
\]
for all \(\tau \in \Omega_{(\beta_0, \ldots, \beta_l, \xi_1, \ldots, \xi_l)}\) for all \(\beta_j \geq 0, 0 \leq j \leq l + 1\).

Proof. We put \(A = 1 + \sum_{j=0}^{l} \beta_j \xi_j\). The following partial fraction decomposition holds:
\[
\frac{1}{r_1^2 + A \tau^2} = \sum_{k=0}^{r_2} \frac{A_k}{\tau - \left[ A \right]^{k/r_1} e^{i \pi (2k+1)/r_2}}, \tag{95}
\]
where
\[
A_k = \frac{1}{r_2} e^{-i\pi((2k+1)(r_2-1)/r_2)}
\]
for all \(0 \leq k \leq r_2 - 1\). Now, there exists some constant \(C_8 > 0\) (depending on \(S_d\)) such that
\[
\left| t - 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_1 \leq C_8 \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 \geq C_8 \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 (96)
\]
for all \(t \in \Omega(\beta_0, \ldots, \beta_{l+1}+S)\). Indeed, from (88), we know that
\[
\left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_1 \geq \frac{C_{\xi_i/k_j}}{(1 + \sum_{j=0}^{l} \beta_j)^{br/r_2}} \geq \frac{C_{\xi_i/k_j}}{(1 + \sum_{j=0}^{l+1} \beta_j + S)^{br/r_2}} (97)
\]
for all \(\beta_j \geq 0, 0 \leq j \leq l\). Let \(t \in D(0, \rho(\beta_0, \ldots, \beta_{l+1}+S), \rho_2)\). From (98), we can write
\[
\tau = \frac{\rho}{2} e^{\theta} \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2
\]
for some \(0 \leq \rho < 1\) and \(\theta \in [0, 2\pi]\). Therefore,
\[
\left| t - 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_1 \leq \left| \frac{\rho}{2} e^{\theta} \right| \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 = \left| \frac{\rho}{2} e^{\theta} \right| \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 \geq \frac{1}{2} \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 (100)
\]
Now, let \(t \in S_d\). For all \(k \in \{0, \ldots, r_2 - 2\}\), we can write
\[
\tau = \left| s \right| \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 \leq \left| \rho \right| \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 (101)
\]
where \(s \geq 0\) and \(s_k \in \mathbb{R}\). By construction of \(S_d\), we have that \(e^{i\theta} \neq 1\) for all \(k \in \{0, \ldots, r_2 - 1\}\). As a result, there exists a constant \(C_9 > 0\) (depending on \(S_d\)) with \(|s \rho_k - 1| \geq C_9\), for all \(\rho_k \geq 0\), hence
\[
\left| t - 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_1 \leq \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 \geq C_8 \left| 1 + \sum_{j=0}^{l} \beta_j \xi_j \right|^r_2 (102)
\]
As a consequence, we get that (97) holds. On the other hand, from (88), we get that
\[
1 \leq \frac{1}{\left| A \right|} \leq \left(1 + \sum_{j=0}^{l} \beta_j \right) \frac{C_{\xi_i/k_j}}{(1 + \sum_{j=0}^{l+1} \beta_j + S)} (103)
\]
for all \(\beta_j \geq 0, 0 \leq j \leq l\). Gathering (95), (97), and (103), we deduce that
\[
\left| A_k \right| \leq \left| 1 + \sum_{j=0}^{l} \beta_j \right| \frac{C_{\xi_i/k_j}}{(1 + \sum_{j=0}^{l+1} \beta_j + S)} (104)
\]
for all \(0 \leq k \leq r_2 - 1\). The lemma follows. \(\Box\)

In the next proposition, we construct formal series solutions of (92) and (93).

**Proposition 16.** Under the assumption that
\[
S > k_2
\]
for all \((k_0, k_1, k_2) \in \mathcal{A}\), there exists a formal series
\[
V(t, z, x, e) = \sum_{\beta \in \mathbb{N}^+} V_\beta(t, \xi) \exp \left( i z \sum_{j=0}^{l+1} \beta_j \xi_j \right) \frac{\chi^{k_1}}{\beta_0! \cdots \beta_1! \beta_{+1}!} (106)
\]
solution of (92) and (93), where the coefficients \(t \mapsto V_\beta(t, \xi)\) belong to the space \(\mathcal{C}(\Omega)\) for all \(\beta \in \mathbb{N}^{l+2}\) and satisfy the following recursion formula:
\[ + \sum_{(l_0, l_1) \in A^2, \gamma \geq 2} \sum_{m \in J(l_0, l_1)} \sum_{\beta_0 = \beta_0 + \cdots + \beta_{l_1 - 1}} \frac{\alpha_{m, l_0, l_1, \beta_0} (\tau, \varepsilon) e^{-m \gamma}}{\beta_0^{l_1} \beta_1^{l_1 - 1} !} \]

\[ \times \mathcal{O}_{x}^{l_1} \left( V(\beta_{0}^{r}, \beta_{1}^{r}) (\tau, \varepsilon) * \cdots * V(\beta_{0}^{r-1}, \beta_{1}^{r-1}) (\tau, \varepsilon) \right) \]

\[ \prod_{m=0}^{l_1-1} \prod_{j=0}^{\beta_{1}^{r-1}} ^{\beta_{1}^{r-1}} ( \beta_{0}^{r} + \sum_{j=1}^{l_1-1} \beta_{j} | \xi_{j}^{r} | )^{k_1} \leq ( \beta_{0}^{r} + \sum_{j=1}^{l_1-1} \beta_{j} | \xi_{j}^{r} | ) \]

\[ \leq \sum_{(k_0, k_1, \xi) \in \Theta} \sum_{(k_0, k_1, \xi)} C_{10} \left( 1 + \sum_{j=0}^{l_1-1} \beta_{j} \right)^{h r_{1}} \cdot \sum_{(k_0, k_1, \xi) \in \Theta} A_{s_1, s_2, \xi_1, s_2, \xi_2} (\tau, \varepsilon) \left( \frac{\beta_{0}^{r} + \sum_{j=1}^{l_1-1} \beta_{j} | \xi_{j}^{r} | }{\beta_{0}^{l_1} \beta_{1}^{l_1 - 1} !} \right)^{k_1} \cdot \left( \left( \sum_{j=0}^{l_1} \beta_{j} + S \right) \left( \frac{s_1 + k_0 + 2}{\sigma(S - k_2)} e^{-1} \right)^{s_1 + k_0} \right) \]

for all \( \beta_0, \ldots, \beta_{l_1} \geq 0, \) all \( \tau \in \Omega(0, \beta_0, \beta_1, S) \), and all \( \varepsilon \in D(0, \varepsilon_0) \setminus \{0\} \).

**Proof.** By hypothesis, we know in particular that \( V_{(\beta_0, \beta_1, r)} (\tau, \varepsilon) \) belongs to \( \mathcal{O}(\Omega(\beta_0, \beta_1, \frac{1}{2})) \) for any \( \beta_0, \beta_1 \geq 0, \) all \( 0 \leq j \leq S - 1 \), and all \( \varepsilon \in D(0, \varepsilon_0) \setminus \{0\} \). Since \( \Omega^2 \subset \Omega \) when \( |\beta'| > |\beta| \) and using Lemma 15, one gets that the functions \( \tau \mapsto V_{(\beta, \varepsilon)}(\tau, \varepsilon) \) which are defined by recursion (107) actually belong to \( \mathcal{O}(\Omega) \) for any \( \beta \in \mathbb{N}^{l+2} \), for all \( \varepsilon \in D(0, \varepsilon_0) \setminus \{0\} \). Direct computation by identification of the powers of \( \varepsilon \), \( e^x \), and the powers of \( x \) shows that the formal series (106) is solution of (92) and (93), if its coefficients \( V_{(\beta, \varepsilon)}(\tau, \varepsilon) \) satisfy recursion (107). \( \square \)

In the next proposition, we state norm inequalities for the sequence \( V_{(\beta, \varepsilon)}(\tau, \varepsilon) \).

**Proposition 17.** We consider the sequence of functions \( V_{(\beta, \varepsilon)}(\tau, \varepsilon) \) defined by recursion (107) for given initial data \( V_{(\beta_0, \beta_1, r)} (\tau, \varepsilon) \) defined above for all \( \beta_0, \beta_1 \geq 0, \varepsilon \in D(0, \varepsilon_0) \setminus \{0\} \), the function \( \tau \mapsto V_{(\beta_0, \beta_1, r)} (\tau, \varepsilon) \) belongs to \( E_{(\beta_0, \beta_1, r)} \). We put \( w_{(\beta, \varepsilon)}(\tau) = \| V_{(\beta, \varepsilon)}(\tau, \varepsilon) \|_{(\beta_0, \beta_1, r)} \) for all \( \beta \in \mathbb{N}^{l+2} \) and all \( \varepsilon \in D(0, \varepsilon_0) \setminus \{0\} \). Then, the sequence \( w_{(\beta, \varepsilon)}(\tau) \) satisfies the following estimates. There exist constants \( C_{10} > 0 \) (depending on \( r_1, r_2, C_{10}, s_1, s_2, \xi \), and \( S_{l_1} \)) and \( C_{11} > 0 \) (depending on \( \sigma \)) such that

\[ \frac{w_{(\beta_0, \beta_1, r_1)}(\varepsilon)}{\beta_0 ! \cdots \beta_{l_1} !} \leq \sum_{(k_0, k_1, \xi) \in \Theta} \sum_{(k_0, k_1, \xi)} C_{10} \left( 1 + \sum_{j=0}^{l_1-1} \beta_{j} \right)^{h r_{1}} \cdot \sum_{(k_0, k_1, \xi) \in \Theta} A_{s_1, s_2, \xi_1, s_2, \xi_2} (\tau, \varepsilon) \left( \frac{\beta_{0}^{r} + \sum_{j=1}^{l_1-1} \beta_{j} | \xi_{j}^{r} | }{\beta_{0}^{l_1} \beta_{1}^{l_1 - 1} !} \right)^{k_1} \cdot \left( \left( \sum_{j=0}^{l_1} \beta_{j} + S \right) \left( \frac{s_1 + k_0 + 2}{\sigma(S - k_2)} e^{-1} \right)^{s_1 + k_0} \right) \]

for all \( \beta_0, \beta_1 \geq 0, 0 \leq j \leq l + 1, \) and all \( \varepsilon \in D(0, \varepsilon_0) \setminus \{0\} \), where

\[ \begin{align*}
A_{s_1, s_2, \xi_1, s_2, \xi_2} (\tau, \varepsilon) &= \sup_{(\tau, \varepsilon) \in \Omega(\beta_0, \beta_1, S)} \left| \alpha_{m, l_0, l_1, \beta_0} (\tau, \varepsilon) \right|, \\
B_{m_0, l_0, l_1, \beta_0} (\tau, \varepsilon) &= \sup_{(\tau, \varepsilon) \in \Omega(\beta_0, \beta_1, S)} \left| \beta_0 \right|^{|m_0 - l_0 - l_1|} \left( \frac{\beta_0}{\beta_0} \right)^{l_0} \left( \frac{\beta_1}{\beta_1} \right)^{l_1 - 1} ! \right| e^{\gamma(r_1, r_2, \xi_1, \xi_2)} \end{align*} \]

**Proof.** We apply the norm \( \| \cdot \|_{(\beta_0, \beta_1, r_1)} \) on both the left and right hand side of equality (107) and use Propositions 9, 10, and 12, Lemma 15, and Corollary 11 in order to majorize the right hand side. Indeed, using Propositions 9, 10, and 12, Corollary 11, Lemma 15, and the estimates

\[ \left( \beta_0 + \sum_{j=1}^{l_1} \beta_{j} | \xi_{j}^{r} | \right)^{k_1} \leq \left( \beta_0 + \sum_{j=1}^{l_1} \beta_{j} | \xi_{j}^{r} | \right)^{k_1} \]

\[ \leq \sum_{(k_0, k_1, \xi) \in \Theta} \sum_{(k_0, k_1, \xi)} C_{10} \left( 1 + \sum_{j=0}^{l_1-1} \beta_{j} \right)^{h r_{1}} \cdot \sum_{(k_0, k_1, \xi) \in \Theta} A_{s_1, s_2, \xi_1, s_2, \xi_2} (\tau, \varepsilon) \left( \frac{\beta_{0}^{r} + \sum_{j=1}^{l_1-1} \beta_{j} | \xi_{j}^{r} | }{\beta_{0}^{l_1} \beta_{1}^{l_1 - 1} !} \right)^{k_1} \cdot \left( \left( \sum_{j=0}^{l_1} \beta_{j} + S \right) \left( \frac{s_1 + k_0 + 2}{\sigma(S - k_2)} e^{-1} \right)^{s_1 + k_0} \right) \]


we get a constant $C_7 > 0$ (depending on $r_1, r_2, C_{\xi_1, \ldots, \xi_S}, S_d$) such that

$$\left\| \frac{1}{\tau^2 + \left(1 + \sum_{j=0}^l \beta_j \xi_j \right)^{h_r_1}} \right\|_{\beta_{y_{\cdot} \beta_{\cdot} \beta_{i_{\cdot} i_{\cdot}}}} \leq C_7 \left(1 + \sum_{j=0}^l \beta_j \right)^{h_r_1} \frac{A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(\tau, \epsilon)}{\beta_0^{s_1} \beta_1^{s_2}} \frac{\sigma(S - k_2)}{(s_1 + k_0)^{s_1+k_0}} \frac{\sigma(S - k_2)}{(s_1 + k_0 + 2)^{s_1+k_0+2}}.$$

and using Propositions 10 and 12 and Corollary II, we obtain a universal constant $C_5 > 0$ and some constants $C_6 > 0$ (depending on $l_0, \sigma$) and $C_7 > 0$ (depending on $r_1, r_2, C_{\xi_1, \ldots, \xi_S}, S_d$) such that

$$\leq C_7 \left(1 + \sum_{j=0}^l \beta_j \right)^{h_r_1} \frac{A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(\tau, \epsilon)}{\beta_0^{s_1} \beta_1^{s_2}} \frac{\sigma(S - k_2)}{(s_1 + k_0)^{s_1+k_0}} \frac{\sigma(S - k_2)}{(s_1 + k_0 + 2)^{s_1+k_0+2}}.$$

We define the following formal series:

$$\beta_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) = \sum_{\beta_{y_{\cdot} \beta_{\cdot} \beta_{i_{\cdot} i_{\cdot}}}} A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) \frac{Z_0^{\beta_0} X^{\beta_1}}{\beta_0^{s_1} \beta_1^{s_2}}.$$

We consider the following Cauchy problem:

$$\partial X^2 U(Z_0, \ldots, Z_t, X, e) = \sum_{\beta_{y_{\cdot} \beta_{\cdot} \beta_{i_{\cdot} i_{\cdot}}}} A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) \frac{Z_0^{\beta_0} X^{\beta_1}}{\beta_0^{s_1} \beta_1^{s_2}}.$$

for given initial data

$$\partial X^2 U(Z_0, \ldots, Z_t, 0, e) = \sum_{\beta_{y_{\cdot} \beta_{\cdot} \beta_{i_{\cdot} i_{\cdot}}}} A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) \frac{Z_0^{\beta_0} X^{\beta_1}}{\beta_0^{s_1} \beta_1^{s_2}}.$$

We define the following formal series:

$$\beta_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) = \sum_{\beta_{y_{\cdot} \beta_{\cdot} \beta_{i_{\cdot} i_{\cdot}}}} A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) \frac{Z_0^{\beta_0} X^{\beta_1}}{\beta_0^{s_1} \beta_1^{s_2}}.$$

We consider the following Cauchy problem:

$$\partial X^2 U(Z_0, \ldots, Z_t, X, e)$$

for given initial data

$$\partial X^2 U(Z_0, \ldots, Z_t, 0, e) = \sum_{\beta_{y_{\cdot} \beta_{\cdot} \beta_{i_{\cdot} i_{\cdot}}}} A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) \frac{Z_0^{\beta_0} X^{\beta_1}}{\beta_0^{s_1} \beta_1^{s_2}}.$$

We define the following formal series:

$$\beta_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) = \sum_{\beta_{y_{\cdot} \beta_{\cdot} \beta_{i_{\cdot} i_{\cdot}}}} A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) \frac{Z_0^{\beta_0} X^{\beta_1}}{\beta_0^{s_1} \beta_1^{s_2}}.$$

We consider the following Cauchy problem:

$$\partial X^2 U(Z_0, \ldots, Z_t, X, e)$$

for given initial data

$$\partial X^2 U(Z_0, \ldots, Z_t, 0, e) = \sum_{\beta_{y_{\cdot} \beta_{\cdot} \beta_{i_{\cdot} i_{\cdot}}}} A_{s_1, s_2, s_3, s_4, \beta_{j, i}}(Z_0, X) \frac{Z_0^{\beta_0} X^{\beta_1}}{\beta_0^{s_1} \beta_1^{s_2}}.$$
for all \((k_0, k_1, k_2) \in \mathcal{A}_1\) and all \((s_1, s_2) \in I_{(k_0, k_1, k_2)}\), there exists a formal series

\[
U(Z_0, \ldots, Z_l, X, e) = \sum_{\beta_0=0}^{\infty} \sum_{\beta_1, \beta_2=0}^{\infty} \mathcal{C}_{10} \left( 1 + \sum_{j=0}^{l} \beta_j \right)^{h r_1} \cdot \frac{A_{s_1+k_0, k_1+k_2, k_2} \beta_0! \beta_1! \beta_2!}{\sigma (S-k_2)^2} \cdot \frac{U(\beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0) \epsilon_0}{\beta_0! \beta_1! \beta_2!} \cdot \frac{(l+1) \beta_0 + l S}{\sigma (S-k_2)^2} \cdot \left( \frac{(s_1+k_0+2) e^{-1}}{\sigma (S-k_2)^2} \right) \cdot \left( \beta_0 + \sum_{j=1}^{l} \beta_j \right)^{k_1} + \sum_{(j_1, j_2) \in \mathcal{A}_1, j_2 \geq m_1} \sum_{\epsilon_0, \epsilon_1} \mathcal{C}_{10} \left( 1 + \sum_{j=0}^{l} \beta_j \right)^{h r_1} \cdot \frac{B_{m_1, j_1, j_2} \beta_0! \beta_1! \beta_2!}{\sigma (S-k_2)^2} \cdot \left( \beta_0 + \sum_{j=1}^{l} \beta_j \right)^{k_1}.
\]

(117)

solution of (114) and (115), where the coefficients \(U_\beta(e)\) satisfy the following recursion:

\[
U(\beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0) \epsilon_0 = \sum_{(k_0, k_1, k_2) \in \mathcal{A}_1} \sum_{(s_1, s_2) \in I_{(k_0, k_1, k_2)}} \mathcal{C}_{10} \left( 1 + \sum_{j=0}^{l} \beta_j \right)^{h r_1} \cdot \frac{A_{s_1+k_0, k_1+k_2, k_2} \beta_0! \beta_1! \beta_2!}{\sigma (S-k_2)^2} \cdot \left( \beta_0 + \sum_{j=1}^{l} \beta_j \right)^{k_1} + \sum_{(j_1, j_2) \in \mathcal{A}_1, j_2 \geq m_1} \sum_{\epsilon_0, \epsilon_1} \mathcal{C}_{10} \left( 1 + \sum_{j=0}^{l} \beta_j \right)^{h r_1} \cdot \frac{B_{m_1, j_1, j_2} \beta_0! \beta_1! \beta_2!}{\sigma (S-k_2)^2} \cdot \left( \beta_0 + \sum_{j=1}^{l} \beta_j \right)^{k_1}.
\]

Proposition 19. Under assumption (116) with the additional condition that

\[
r(s_1 + k_0) \geq s_2, \quad r(l_0 + l_1 - 1) \geq m_1, \quad l_1 \geq 2,
\]

for all \((k_0, k_1, k_2) \in \mathcal{A}_1\), all \((s_1, s_2) \in I_{(k_0, k_1, k_2)}\), and all \((l_0, l_1) \in I_{(0, l_1)}\), the following inequalities hold:

\[
\frac{m_j}{\epsilon_0} + \frac{m_j}{\epsilon_1} \leq C_{12} (1 + |\epsilon|^2)^{-1} \exp \left( \frac{\sigma (S-k_2)^2}{|\epsilon|^2} \right) \exp \left( \frac{\sigma (S-k_2)^2}{|\epsilon|^2} \right) \leq C_{12}
\]

(120)

for all \(e \in D(0, e_0) \setminus \{0\}\).

Proof. By assumption (115), we know that

\[
U(\beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0) \epsilon_0 = \sum_{(k_0, k_1, k_2) \in \mathcal{A}_1} \sum_{(s_1, s_2) \in I_{(k_0, k_1, k_2)}} \mathcal{C}_{10} \left( 1 + \sum_{j=0}^{l} \beta_j \right)^{h r_1} \cdot \frac{A_{s_1+k_0, k_1+k_2, k_2} \beta_0! \beta_1! \beta_2!}{\sigma (S-k_2)^2} \cdot \left( \beta_0 + \sum_{j=1}^{l} \beta_j \right)^{k_1} + \sum_{(j_1, j_2) \in \mathcal{A}_1, j_2 \geq m_1} \sum_{\epsilon_0, \epsilon_1} \mathcal{C}_{10} \left( 1 + \sum_{j=0}^{l} \beta_j \right)^{h r_1} \cdot \frac{B_{m_1, j_1, j_2} \beta_0! \beta_1! \beta_2!}{\sigma (S-k_2)^2} \cdot \left( \beta_0 + \sum_{j=1}^{l} \beta_j \right)^{k_1}
\]

(121)

for all \(0 \leq j \leq S - 1\), all \((\beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0) \epsilon_0 \in D(0, e_0) \setminus \{0\}\). Therefore, we get our result by using induction from inequalities (108) and equalities (118).

In the next proposition we give sufficient conditions for the formal series solutions of the Cauchy problem (92), (93) in order to define actual holomorphic functions with exponential bound estimates.

Proposition 20. We make the assumption that (119) holds. We also assume that

\[
S > b (s_1 + k_0 + 2) + k_2, \quad S \geq hr_1 + b (s_1 + k_0 + 2) + k_1 + k_2
\]

(122)

for all \((k_0, k_1, k_2) \in \mathcal{A}_1\) and all \((s_1, s_2) \in I_{(k_0, k_1, k_2)}\).

We choose two real numbers \(\rho_1, M_0 > 0\) such that

\[
M_0 > 2 (l + 2) \exp \left( \rho_1 \max_{1 \leq j \leq l} |\xi_j| \right)
\]

(123)

and we take \(X_0 > 0\) and \(Z_0^0 > M_0\), for \(0 \leq j \leq l\). We assume that the formal series

\[
\varphi_j(Z_0, \ldots, Z_l, e) = \sum_{\beta_0 \geq 0} w(\beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0, \beta_0) \epsilon_0 \cdot \frac{Z_0^{k_1} \cdots Z_l^{k_1}}{\beta_0! \cdots \beta_1!}
\]

(124)

for all \(0 \leq j \leq S - 1\),

belong to \(G(\varphi_0, \ldots, \varphi_l, X_0)\) for all \(e \in D(0, e_0) \setminus \{0\}\), and that there exists a constant \(C_{u_j}\) such that

\[
\sup_{e \in D(0, e_0) \setminus \{0\}} \|\varphi_j\|_{G(\varphi_0, \ldots, \varphi_l, X_0)} \leq C_{u_j}.
\]

As a consequence, the formal series (91) define holomorphic functions \(V_j(r, z, e)\) on the product \(S_d \times H_{\rho_1} \times D(0, e_0) \setminus \{0\}\) and satisfy the following estimates: there exists a constant \(C_{l_1} > 0\) (depending on \(C_{u_j, l}\)) such that

\[
|V_j(r, z, e)| \leq C_{l_1} \left( 1 + |r|^{2 l} \right) \exp \left( \frac{\sigma (S-k_2)^2}{|\epsilon|^2} \right) \exp \left( \frac{\sigma (S-k_2)^2}{|\epsilon|^2} \right)
\]

(125)

for all \((r, z, e) \in S_d \times H_{\rho_1} \times D(0, e_0) \setminus \{0\}\), and all \(0 \leq j \leq S - 1\).
Then, there exists $\delta > 0$ (depending on $M^0$, $\overline{Z}_j^l$, $|\xi|$ for $0 \leq j \leq l$, $X^0$, $r_1, r_2, C_{\xi,\xi^0}$, $S_d$, $h, \sigma, b, S$, $\alpha_{i_{k_1,...,k_2}}(Z_0, X)$ for $(k_0, k_1, k_2) \in \mathcal{I}_j^l$ and $(s_1, s_2) \in I_k$) and all $\beta_0, \ldots, \beta_{l+1} \geq 0$ and all $\tau \in \Omega_{\beta}$ and all $\epsilon \in D(0, \epsilon_0) \setminus \{0\}$ such that if one assumes moreover that

$$\|\varphi_j(Z_0, \ldots, Z_i, \epsilon)\|_{\overline{Z}_j^l, Z_0^l} < \delta, \quad 0 \leq j \leq S - 1,$$  

(126)

for all $\epsilon \in D(0, \epsilon_0) \setminus \{0\}$, the formal series (106), solution of (92) and (93), defines a holomorphic function $V(r, z, x, e)$ on the product $S_d \times H_\rho^l \times D(0, \rho_1) \times D(0, \epsilon_0) \setminus \{0\}$ for some $\rho > 0$ and carries the next bound estimates: there exists a constant $C_{\rho_0} > 0$ (depending on the same as for $\delta$ given above) with

$$|V(r, z, x, e)| \leq C_{13} \left( 1 + \frac{|r|^2}{|\epsilon|^2} \right)^{-1} \exp \left( \frac{\sigma}{|\epsilon|} (b) |r| \right)$$  

(127)

for all $(r, z, x, e) \in S_d \times H_\rho^0 \times D(0, \rho_1) \times D(0, \epsilon_0) \setminus \{0\}$.

Proof. Since $\varphi_j(Z_0, \ldots, Z_i, \epsilon)$ belongs to $G(Z_0^l, \ldots, Z_i^l, X^l)$, we get a constant $C_{\rho_0} > 0$ (depending on $C_{\varphi_j}$) such that

$$\|V(\beta_0, \ldots, \beta_j) (\tau, e)\|_{\beta_0 > 0, \ldots, \beta_j \in \mathbb{R}} \leq C_{14} \left( \frac{1}{Z_j^l} \right)^{\beta_0} \cdots \left( \frac{1}{Z_j^l} \right)^{\beta_l} \left( \sum_{q=0}^l \beta_q \right)!$$  

(128)

for all $\beta_0, \ldots, \beta_l \geq 0$ and all $0 \leq j \leq S - 1$. From the multinomial formula, we have that

$$\left( \sum_{q=0}^l \beta_q \right)! \leq (l + 1)^{\sum_{q=0}^l \beta_q} \beta_0! \cdots \beta_l!$$  

(129)

for all $\beta_0, \ldots, \beta_l \geq 0$. Therefore, from (128), we deduce that

$$|V(\beta_0, \ldots, \beta_j) (\tau, e)| \leq C_{14} \left( 1 + \frac{|r|^2}{|\epsilon|^2} \right)^{-1} \cdot \exp \left( \frac{\sigma}{|\epsilon|} r_0 \left( \sum_{q=0}^l \beta_q + j \right) |r| \right)$$  

(130)

for all $\beta_0, \ldots, \beta_l \geq 0$, all $0 \leq j \leq S - 1$, all $\tau \in \Omega_{\beta}$, and all $e \in D(0, \epsilon_0) \setminus \{0\}$. From assumption (123), we deduce that the formal series (91) defines a holomorphic function $V_j(r, z, e)$ on the product $S_d \times H_\rho^l \times D(0, \epsilon_0) \setminus \{0\}$ and satisfies

$$|V_j(r, z, e)| \leq C_{14} \left( 1 + \frac{|r|^2}{|\epsilon|^2} \right)^{-1} \exp \left( \frac{\sigma}{|\epsilon|} (b) |r| \right) \cdot \sum_{\beta_0, \ldots, \beta_l \geq 0, \beta_i - \beta_j \geq 0} \left( \frac{l + 1}{M^0} \right)^{\sum_{q=0}^l \beta_q} \left( \frac{l + 2}{M^0} \right)^{\beta_1} \beta_0! \cdots \beta_l!$$  

(131)

for all $(r, z, e) \in S_d \times H_\rho^l \times D(0, \epsilon_0) \setminus \{0\}$ and all $0 \leq j \leq S - 1$.
function \( V(\tau, z, x, \epsilon) \) on the product \( S_d \times H_{\rho^1} \times D(0, X^f / (2(l + 2))) \times D(0, \epsilon_0) \setminus \{0\} \) and satisfies

\[
[ V(\tau, z, x, \epsilon)] 
\leq \delta C_{15} \left( 1 + \frac{|r|}{|\epsilon|^2} \right)^{-1} \exp \left( \frac{\sigma}{|\epsilon|^2} \zeta(b)|r| \right) 
\cdot \sum_{\beta_{j', \beta_{j, \epsilon} \geq 0}} \left( \frac{l + 2}{|X^f|} \right)^{\beta_{j, \epsilon}} \left( \frac{|l + 2||x|}{X^f} \right)^{\beta_{j', \epsilon}} 
\cdot \left( \frac{l + 2}{|X^f|} \right)^{\beta_{j, \epsilon}} 
\leq 2^{l+2} \delta C_{15} \left( 1 + \frac{|r|}{|\epsilon|^2} \right)^{-1} \exp \left( \frac{\sigma}{|\epsilon|^2} \zeta(b)|r| \right)
\]

for all \((\tau, z, x, \epsilon) \in S_d \times H_{\rho^1} \times D(0, X^f / (2(l + 2))) \times D(0, \epsilon_0) \setminus \{0\}\). \(\square\)

3. Analytic Solutions in a Complex Parameter of a Singular Cauchy Problem

3.1. Laplace Transform and Asymptotic Expansions. We recall the definition of Borel summability of formal series with coefficients in a Banach space; see [18].

**Definition 21.** A formal series

\[
\bar{X}(t) = \sum_{j=0}^{\infty} a_j t^j \in \mathbb{E}[\mathbb{F}]
\]

with coefficients in a Banach space \((\mathbb{E}, \| \cdot \|_\mathbb{E})\) is said to be 1-summable with respect to \(t\) in the direction \(d \in [0, 2\pi]\) if

(i) there exists \(\rho \in \mathbb{R}_+\) such that the following formal series, called formal Borel transform of \(\bar{X}\) of order 1

\[
\mathcal{B}(\bar{X})(r) = \sum_{j=0}^{\infty} \frac{a_j r^j}{j!} \in \mathbb{E}[\mathbb{F}]
\]

is absolutely convergent for \(|r| < \rho;\)

(ii) there exists \(\delta > 0\) such that the series \(\mathcal{B}(\bar{X})(\tau)\) can be analytically continued with respect to \(\tau\) in a sector \(S_{d, \delta} = \{ \tau \in \mathbb{C}^* : |\tau - \arg(\tau)| < \delta \}\). Moreover, there exist \(C > 0\) and \(K > 0\) such that

\[
\|\mathcal{B}(\bar{X})(\tau)\|_\mathbb{E} \leq Ce^{K|\tau|}
\]

for all \(\tau \in S_{d, \delta}\).

If this is so, the vector valued Laplace transform of order 1 of \(\mathcal{B}(\bar{X})(\tau)\) in the direction \(d\) is defined by

\[
\mathcal{L}^d(\mathcal{B}(\bar{X}))(t) = t^{-1} \int_{\gamma_t} \mathcal{B}(\bar{X})(\tau) e^{-t\tau/d} d\tau,
\]

along a half-line \(L_\gamma = \mathbb{R}_+ e^{\theta i} \subset S_{d, \delta} \cup \{0\}\), where \(\gamma\) depends on \(t\) and is chosen in such a way that \(\cos(\gamma - \arg(\tau)) \geq \delta_1 > 0\), for some fixed \(\delta_1\), for all \(t\) in any sector

\[
S_{d, \delta, R} = \{ t \in \mathbb{C}^* : |\tau| < R, |\tau - \arg(\tau)| < \theta \}
\]

where \(\pi < \theta < \pi + 2\delta\) and \(0 < R < \delta_1 / K\). The function \(\mathcal{L}^d(\mathcal{B}(\bar{X}))(t)\) is called the 1-sum of the formal series \(\bar{X}(t)\) in the direction \(d\) and defines a holomorphic bounded function on the sector \(S_{d, \delta, R}\). Moreover, it has the formal series \(\bar{X}(t)\) as Gevrey asymptotic expansion of order 1 with respect to \(t\) on \(S_{d, \delta, R}\). This means that, for all \(\theta_1 < \theta\), there exist \(C, M > 0\) such that

\[
\left\| \mathcal{L}^d(\mathcal{B}(\bar{X}))(t) - \sum_{n=0}^{\infty} a_n t^n \right\|_E \leq CM^n n! |t|^n
\]

for all \(n \geq 1\) and all \(t \in S_{d, \theta, \rho}^\delta\).

In the next proposition, we give some well-known identities for the Borel transform that will be useful in the sequel.

**Proposition 22.** Let \(\bar{X}(t) = \sum_{n=0}^{\infty} a_n t^n / n!\) and \(\tilde{G}(t) = \sum_{n=0}^{\infty} b_n t^n / n!\) be formal series in \(\mathbb{E}[[t]]\). We have the following equalities as formal series in \(\mathbb{E}[[t]]\):

\[
(\tau \partial^2_t + \partial_t) \mathcal{B}(\bar{X})(\tau) = \mathcal{B}(\tilde{G}(\bar{X}))(\tau),
\]

\[
\partial_t^{-1} \mathcal{B}(\bar{X})(\tau) = \mathcal{B}(t \bar{X}(t))(\tau),
\]

\[
\tau \mathcal{B}(\bar{X})(\tau) = \mathcal{B}\left( \left( t^2 \partial_t + t \right) \bar{X}(t) \right)(\tau),
\]

\[
\int_0^\tau \mathcal{B}(\bar{X})(\tau - s) (\mathcal{B} \tilde{G})(s) ds = \mathcal{B}(t \bar{X}(t) \tilde{G}(t))(\tau).
\]

**Proof.** By a direct computation, we have the following expansions from which Proposition 22 follows:

\[
\partial_t \bar{X}(t) = \sum_{n=0}^{\infty} a_n + \frac{t^n}{n!},
\]

\[
(\tau^2 \partial_t + \partial_t) \mathcal{B}(\bar{X})(\tau) = \sum_{n=0}^{\infty} a_n t^n (n!)^2 / n!,
\]

\[
t \bar{X}(t) = \sum_{n=0}^{\infty} a_n t^n n!,
\]

\[
\partial_t^{-1} \mathcal{B}(\bar{X})(\tau) = \sum_{n=0}^{\infty} a_n t^n (n!)^2 / n!,
\]

\[
(\tau^2 \partial_t + t) \bar{X}(t) = \sum_{n=0}^{\infty} n^2 a_n t^n / n!.
\]
3.2. Analytic Solutions of Some Singular Cauchy Problem. Let \( S, r_1, r_2 \geq 1 \) be integers. Let \( \mathcal{S} \) be a finite subset of \( \mathbb{N}^2 \) and \( \mathcal{N} \) a finite subset of \( \mathbb{N}^2 \). For all \((s, k_0, k_1, k_2) \in \mathcal{S}\) and all integers \( \beta_0, \beta_{l+1} \geq 0 \), we denote by \( b_{k_0, k_1, k_2, \beta_0, \beta_{l+1}}(e) \) some holomorphic function on \( D(0, \varepsilon_0) \) which satisfies the next estimates: there exist constants \( \rho_1, \rho > 0 \), \( b_{k_0, k_1, k_2} \), and \( b_{l+1} \) with

\[
\sup_{e \in D(0, \varepsilon_0)} \left| b_{k_0, k_1, k_2, \beta_0, \beta_{l+1}}(e) \right| \leq b_{k_0, k_1, k_2} \left( \frac{e^\rho}{2} \right) \left( \frac{1}{2^\rho} \right) \beta_0! \beta_{l+1}!,
\]

for all \( \beta_0, \beta_{l+1} \geq 0 \). Likewise, for all \((l_0, l_1) \in \mathcal{N}\) and all integers \( \beta_0, \beta_{l+1} \geq 0 \), we denote by \( c_{l_0, l_1, \beta_0, \beta_{l+1}}(e) \) some holomorphic function on \( D(0, \varepsilon_0) \) with the following estimates: there exists a constant \( c_{l_0, l_1} \) with

\[
\sup_{e \in D(0, \varepsilon_0)} \left| c_{l_0, l_1, \beta_0, \beta_{l+1}}(e) \right| \leq c_{l_0, l_1} \left( \frac{e^\rho}{2} \right) \left( \frac{1}{2^\rho} \right) \beta_0! \beta_{l+1}!,
\]

for all \( \beta_0, \beta_{l+1} \geq 0 \).

For all \((s, k_0, k_1, k_2) \in \mathcal{S}\) and all \((l_0, l_1) \in \mathcal{N}\), we consider the series

\[
b_{k_0, k_1, k_2}(z, x, e) = \sum_{\beta_0, \beta_{l+1} \geq 0} b_{k_0, k_1, k_2, \beta_0, \beta_{l+1}}(e) \left( \frac{e^\rho}{2} \right) \left( \frac{1}{2^\rho} \right) \beta_0! \beta_{l+1}!,
\]

which define bounded holomorphic functions on \( H_{r_1} \times D(0, \rho) \times D(0, \varepsilon_0) \).

We consider the following singular Cauchy problem:

\[
\left( T^2 \partial_T + T \right) Y^{\pm} + (\partial_T + 1) Y^{\pm} = \sum_{(s, k_0, k_1, k_2) \in \mathcal{S}} b_{k_0, k_1, k_2}(z, x, e) e^{\left( 1 - \varepsilon_0 / 2 \right) T^2} \cdot \left( \frac{\zeta^{k_0} \partial_{z^*} \partial_{x^*}}{\zeta} \right)^{s} \sum_{(l_0, l_1, l_2, l_3) \in \mathcal{N}} c_{l_0, l_1, \beta_0, \beta_{l+1}}(e) \left( \frac{e^\rho}{2} \right) \left( \frac{1}{2^\rho} \right) \beta_0! \beta_{l+1}!
\]

for given initial data

\[
\left( \delta_{x}^{s} Y_{U_d, D(0, \varepsilon_0)} \right)(0, T, z, x, e) = Y_{U_d, D(0, \varepsilon_0)}(0, T, z, x, e),
\]

\( 0 \leq j \leq S - 1 \).

The initial conditions are constructed as follows. Let \( U_d \) be an unbounded sector such that

\[
\arg(\tau) \neq 2k + 1 \pi
\]

for all \( 0 \leq k \leq r_2 - 1 \) and all \( \tau \in U_d \). For all \( 0 \leq j \leq S - 1 \) and all \( (\beta_0, \ldots, \beta_l) \in \mathbb{N}^{l+1} \), let \( V_{U_d, (\beta_0, \ldots, \beta_l)}(\tau, e) \) be a function such that

\[
V_{U_d, (\beta_0, \ldots, \beta_l)}(\tau, e) \in L^1_{l+1, \beta_0, \ldots, \beta_l, \delta_{x}^{s} Y_{U_d, D(0, \varepsilon_0)} \mid (0, T, z, x, e) \}
\]

for all \( e \in D(0, \varepsilon_0) \setminus \{0\} \).

We choose two real numbers \( \rho_1, \rho > 0 \), \( M^0 > 0 \) such that

\[
M^0 > 2(l+2) \exp \left( \rho_1 \left( \max_{j=0}^{l} |\xi_j| \right) \right)
\]

and we take \( X^0 > 0 \) and \( Z^0_j > M^0, \) for all \( 0 \leq j \leq l \). We make the assumption that the formal series

\[
\varphi_{d, j}(Z_0, \ldots, Z_l, e)
\]

belongs to the Banach space \( G(Z_0^0, \ldots, Z_l^0, e) \) for all \( e \in D(0, \varepsilon_0) \setminus \{0\} \) and all \( 0 \leq j \leq S - 1 \). Moreover, we assume that there exists a constant \( C_{\varphi_{d, j}} > 0 \) such that

\[
\sup_{e \in D(0, \varepsilon_0) \setminus \{0\}} \left\| \varphi_{d, j}(Z_0, \ldots, Z_l) \right\|_{G(Z_0^0, \ldots, Z_l^0)} \leq C_{\varphi_{d, j}}.
\]

Let

\[
Y_{U_d, (\beta_0, \ldots, \beta_l)}(T, e) = \sum_{m=0}^{\infty} X_m(\beta_0, \ldots, \beta_l)(e) \left( \frac{e}{m!} \right)^2 \tau^m
\]

be its Taylor expansion with respect to \( \tau \) on \( D(0, \varepsilon_0) \setminus \{0\} \), for all \( e \in D(0, \varepsilon_0) \setminus \{0\} \). We consider the formal series

\[
Y_{U_d, D(0, \varepsilon_0)}(T, e)
\]

for all \( e \in D(0, \varepsilon_0) \setminus \{0\} \). For all \( (\beta_0, \ldots, \beta_l) \) we define \( Y_{U_d, D(0, \varepsilon_0)}(T, e) \) as the 1-sum of \( Y_{U_d, (\beta_0, \ldots, \beta_l)}(T, e) \) in
the direction \( d \). From the fact that \( \tau \mapsto V_{U_d}(\rho_{\delta-\delta_0})(\tau, \epsilon) \) belongs to \( E(\rho_{\delta-\delta_0}, \epsilon, x, d \in D(0, \epsilon), \rho_{\delta-\delta_0}, \delta_0, \delta_0) \), for all \( \epsilon \in D(0, \epsilon_0) \setminus \{0\} \), we get that \( Y_{U_d}(0, \epsilon)(\tau, \epsilon) \) defines a holomorphic function for all \( \tau \in U_d(\delta_0, \epsilon) \) and \( \epsilon \in D(0, \epsilon_0) \setminus \{0\} \), where

\[
U_{d, \delta, \delta_0}\epsilon_0^j = \left\{ \tau \in C : |T| < h |e|^p, |d - \arg(T)| < \frac{\theta}{2} \right\},
\]

(157)

for some \( \theta > \pi \) and some constant \( h > 0 \) (independent of \( \epsilon \) and \( \rho_{\delta_0}, \ldots, \rho_{\delta_0} \)), for all \( 0 \leq j \leq S - 1 \). The initial data are defined as the formal series

\[
Y_{U_d}(0, \epsilon)(\tau, \epsilon) = \sum_{\beta_0, \ldots, \beta_l \geq 0} Y_{U_d}(0, \epsilon)(\beta_0 - \rho_{\delta_0}, \ldots, \beta_l - \rho_{\delta_0}, \tau, \epsilon) \exp\left(\sum_{l=0}^{l} \beta_l \xi_l\right)
\]

(162)

which actually define holomorphic functions on the domain \( U_{d, \delta, \delta_0}\epsilon_0^j \times H_{\delta_0} \cap D(0, \epsilon_0) \setminus \{0\} \). Indeed from hypotheses (153) and (154) and the multinomial formula (129), following the first part of the proof of Proposition 20, we get that there exists a constant \( C_{16} \) such that

\[
\left| \sum_{\beta_0, \ldots, \beta_l \geq 0} V_{U_d}(\beta_0 - \rho_{\delta_0}, \ldots, \beta_l - \rho_{\delta_0}, \tau, \epsilon) \exp\left(\sum_{l=0}^{l} \beta_l \xi_l\right) \right| \leq C_{16} \left(1 + \frac{|\tau|^2}{|e|^{2\sigma}}\right)^{-1} \exp\left(\frac{\sigma}{|e|^{\sigma}} \xi(b) |\tau|\right)
\]

(163)

and satisfies the estimates: there exist two constants \( C_{17} > 0 \) and \( K_{17} > 0 \) (both independent of \( \epsilon \)) such that

\[
|V_{U_d}(\beta_0 - \rho_{\delta_0}, \ldots, \beta_l - \rho_{\delta_0}, \tau, \epsilon)| \leq C_{17} \exp\left(\frac{\sigma}{|e|^{\sigma}} \xi(b) |\tau|\right) \left(\frac{1}{M^0}\right)^{\sum_{l=0}^{l} \beta_l} k_{17} \beta_0! \cdots \beta_l! \beta_{l+1}!
\]

(159)

for all \( \tau \in U_d, \epsilon \in H_{\delta_0} \) and \( \epsilon \in D(0, \epsilon_0) \setminus \{0\} \).

We get the following result.

Proposition 23. Let the initial data be constructed as above. We make the following assumptions. For all \( (s, k_0, k_1, k_2) \in \mathcal{S} \) and all \( (l_0, l_1) \in \mathcal{M} \), we have that

\[
s \geq 2k_0,
\]

\[
S > k_2,
\]

\[
S > h (s - k_0 + 2) + k_2,
\]

\[
S \geq h r_1 + b (s - k_0 + 2) + k_1 + k_2,
\]

\[
l_1 \geq 2.
\]

Then, there exists a constant \( I > 0 \) (independent of \( \epsilon \)) such that if one assumes that

\[
\left\| \varphi_{d, j}(Z_0, \ldots, Z_l, \epsilon) \right\|_{L^p_{Z_0, \ldots, Z_l, \xi}} < I,
\]

(164)

where \( \varphi_{d, j} \) is defined in (154), for all \( \epsilon \in D(0, \epsilon_0) \setminus \{0\} \), the problem (149), (150) has a solution

\[
Y_{U_d}(0, \epsilon)(\tau, \epsilon) = \sum_{\beta_0, \ldots, \beta_l \geq 0} Y_{U_d}(0, \epsilon)(\beta_0 - \rho_{\delta_0}, \ldots, \beta_l - \rho_{\delta_0}, \tau, \epsilon) \exp\left(\sum_{l=0}^{l} \beta_l \xi_l\right)
\]

(165)

the solution of (149), with initial data

\[
(\partial_t \bar{Z}_j)(\tau, \epsilon) = \bar{Y}_j(\tau, \epsilon),
\]

(156)

for all \( \tau \in D(0, \epsilon_0) \setminus \{0\} \) where \( \bar{Y}_j(\beta_0 - \rho_{\delta_0}, \ldots, \beta_l - \rho_{\delta_0}, \tau, \epsilon) \) are defined in (156). We consider the formal Borel transform of \( \bar{Y}(\tau, z, x, \epsilon) \) of order 1 with respect to \( T \) denoted by

\[
\bar{\psi}(\tau, z, x, \epsilon)
\]

(166)
where, by construction, $\hat{V}_{(\beta_0, \ldots, \beta_{l+1})}(r, \epsilon)$ is the Borel transform of order 1 with respect to $T$ of the formal series $\hat{Y}_{(\beta_0, \ldots, \beta_{l+1})}(T, \epsilon)$, for all $\epsilon \in D(0, \epsilon_0) \setminus \{0\}$.

From the identities of Proposition 22, we get that

$$\hat{V}(r, z, x, \epsilon)$$

satisfies the following singular Cauchy problem:

$$\left(\tau^2 + (-i\partial_z + 1)^{r_1}\right)\hat{\partial}_z^0 \hat{V}(r, z, x, \epsilon)$$

$$= \sum_{(k, k_1, k_2) \in \delta} b_{k, k_1, k_2}(z, x, \epsilon) e^{r(k_0-\delta)} \hat{\partial}_\tau^s$$

$$\cdot \left(\tau^{k_2} + \hat{\partial}_z^{k_1}\right) \hat{\partial}_z^0 \hat{V}(r, z, x, \epsilon)$$

$$+ \sum_{(l, \epsilon_1) \in N} a_{l, \epsilon_1}(z, x, \epsilon) e^{-r(l+1-\delta)} \hat{\partial}_\tau^{-l} \left(\hat{V}(r, z, x, \epsilon)\right)^{s_1},$$

(167)

with initial data

$$\left(\hat{\partial}_z^l \hat{V}\right)(r, z, 0, \epsilon)$$

$$= \sum_{\beta_0 \geq 0} V_{(\beta_0, \ldots, \beta_{l+1})}(r, \epsilon) \frac{\exp iz(\sum_{j=0}^{l} \beta_j \xi)}{\beta_0! \cdots \beta_l!},$$

(168)

$$0 \leq j \leq S - 1,$n

where $V_{(\beta_0, \ldots, \beta_{l+1})}(r, \epsilon)$ are defined in (152), for all $\epsilon \in D(0, \epsilon_0) \setminus \{0\}$. In the following, we rewrite (167) using the two following technical lemmas. Their proofs can be found in [17, Lemmas 5 and 6]. Therefore we omit them.

**Lemma 24.** For all $k_0 \geq 1$, there exist constants $c_{k, k_0} \in \mathbb{N}$, $k_0 \leq k \leq 2k_0$, such that

$$\left(\tau^{k_2} + \hat{\partial}_z^{k_1}\right) u(r)$$

$$= \sum_{k=k_0}^{2k_0} a_{k, k_0} \tau^{k-k_0} \hat{\partial}_z^k u(r)$$

(169)

for all holomorphic functions $u : \Omega \to \mathbb{C}$ on an open set $\Omega \subset \mathbb{C}$.

**Lemma 25.** Let $a, b, \epsilon \geq 0$ be positive integers such that $a \geq b$ and $a \geq \epsilon$. We put $\delta = a + b - \epsilon$. Then, for all holomorphic functions $u : \Omega \to \mathbb{C}$, the function $\hat{\partial}_\tau^a (r^b \hat{\partial}_z^c u(r))$ can be written in the form

$$\hat{\partial}_\tau^a (r^b \hat{\partial}_z^c u(r))$$

$$= \sum_{(b', \epsilon') \in \delta \setminus \delta_\delta} \alpha_{b', \epsilon'} r^{b'} \hat{\partial}_z^{c'} u(r),$$

(170)

where $\delta_\delta$ is a finite subset of $\mathbb{Z}^2$ such that, for all $(b', \epsilon') \in \delta_\delta$, $b' - \epsilon' = \delta, b' \geq 0, \epsilon' \leq 0$, and $\alpha_{b', \epsilon'} \in \mathbb{Z}$.

Using the latter Lemmas 24 and 25 together with assumption (160), we can rewrite (167) in the form

$$\left(\tau^{r_2} + (-i\partial_z + 1)^{r_1}\right) \hat{\partial}_z^0 \hat{V}(r, z, x, \epsilon)$$

$$= \sum_{(k, k_1, k_2) \in \delta} b_{k, k_1, k_2}(z, x, \epsilon) e^{r(k_0-\delta)}$$

$$\cdot \left(\sum_{(r', p') \in \delta \setminus \delta_{\delta}} \alpha_{r', p'} \tau^{r'} \hat{\partial}_z^{p'} \hat{\partial}_z^0 \hat{V}(r, z, x, \epsilon)\right)$$

$$+ \sum_{(l, \epsilon_1) \in N} a_{l, \epsilon_1}(z, x, \epsilon) e^{-r(l+1-\delta)} \hat{\partial}_\tau^{-l} \left(\hat{V}(r, z, x, \epsilon)\right)^{s_1},$$

(171)

where $\delta_{\delta} \times \delta_{\epsilon}$ is a finite subset of $\mathbb{N}^2$ such that, for all $(r', p') \in \delta_{\delta} \times \delta_{\epsilon}$, we have $r' + p' = s - k_0$ and $\alpha_{r', p'} \in \mathbb{Z}$, for the given initial data

$$\left(\hat{\partial}_z^l \hat{V}\right)(r, z, 0, \epsilon)$$

$$= \sum_{\beta_0 \geq 0} V_{(\beta_0, \ldots, \beta_{l+1})}(r, \epsilon) \frac{\exp iz(\sum_{j=0}^{l} \beta_j \xi)}{\beta_0! \cdots \beta_l!},$$

(172)

$$0 \leq j \leq S - 1.$$

From assumption (160), we deduce that assumptions (119) and (122) of Proposition 20 are fulfilled for (171). Hence, from Proposition 20, we deduce the existence of a constant $I > 0$ (independent of $\epsilon$) such that if inequality (161) holds, then the formal series $\hat{V}(r, z, x, \epsilon)$ solution of (171) and (172) defines a holomorphic function $V_{U_r}(r, z, x, \epsilon)$ on the product $U_{\delta} \times H_{r'}^o \times D(0, \rho_1) \times D(0, \epsilon_0) \setminus \{0\}$ which satisfies the next bound estimates: there exists a constant $C_{18} > 0$ such that

$$|V_{U_r}(r, z, x, \epsilon)| \leq C_{18} \left(1 + |r|^2 \right)^{-\frac{1}{2}} \exp \left(\frac{\sigma}{|r|} \chi(b) |r|\right)$$

(173)

for all $(r, z, x, \epsilon) \in U_{\delta} \times H_{r'}^o \times D(0, \rho_1) \times D(0, \epsilon_0) \setminus \{0\}$. Moreover, from the proof of Proposition 20 (especially formula (136)), we also get that each formal series $\hat{V}_{(\beta_0, \ldots, \beta_{l+1})}(r, \epsilon)$ defines a holomorphic function $V_{U_r}(\beta_0, \ldots, \beta_{l+1}) (r, \epsilon)$ on $(U_{\delta} \cup D(0, \rho_{(\beta_0, \ldots, \beta_{l+1})})) \times D(0, \epsilon_0) \setminus \{0\}$ with the following estimates: there exist two constants $C_{19} > 0, K_{19} > 0$ such that

$$|V_{U_r}(\beta_0, \ldots, \beta_{l+1}) (r, \epsilon)|$$

$$\leq IC_{19} \exp \left(\frac{\sigma}{|r|} \chi((\beta_0, \ldots, \beta_{l+1})) |r|\right) \left(\frac{1 + 2 M_0^2}{M_0^4}\right)^{\sum_{j=0}^{l} |\beta_j|}$$

(174)

for all $r \in D(0, \rho_{(\beta_0, \ldots, \beta_{l+1})}) \cup U_{\delta}$ and $\epsilon \in D(0, \epsilon_0) \setminus \{0\}$. From (174), we get that each formal series $\hat{Y}_{(\beta_0, \ldots, \beta_{l+1})}(T, \epsilon)$ is $1$-summable with respect to the fact that $T$ is the direction
and its 1-sum denoted by $Y_{U_\varepsilon(0,\varepsilon_0)}(T, z, x, e)$ can be written as Laplace transform of order 1 in the direction $d$ of the function $\tau \mapsto Y_{U_{\varepsilon}(0,\varepsilon_0)}(\tau, e)$. Moreover, again by (174), we deduce that the series
\[
Y_{U_\varepsilon(0,\varepsilon_0)}(0, T, z, x, e) = \sum_{\beta_0, \ldots, \beta_{l+1} \geq 0} \frac{\exp \left( i z \sum_{i=0}^{l+1} \beta_i X_i \right)}{\beta_0 ! \cdots \beta_{l+1} !} X_i \beta_{l+1}^i
\]
defines a bounded holomorphic function on $U_{d, \beta_0, \ldots, \beta_{l+1}}(T, z, x, e)$ for some $h' > 0$ and $\rho_1 > 0$, for all $e \in D(0, \varepsilon_0) \setminus \{0\}$. Finally, from the algebraic properties of the $k$-summation procedure (see [18] Section 6.3) since $Y(T, z, x, e)$ formally solves (149), we deduce that $Y_{U_\varepsilon(0,\varepsilon_0)}(0, T, z, x, e)$ is an actual solution of the Cauchy problem (149), (150).

4. Formal Series Solutions and Gevrey Asymptotic Expansion in a Complex Parameter for the Main Cauchy Problem

4.1. Analytic Solutions in a Complex Parameter for the Main Cauchy Problem. We recall the definition of a good covering.

**Definition 26.** Let $r \geq 2$ be an integer. For all $0 \leq i \leq \nu - 1$, we consider an open sector $\mathcal{S}_i$ with vertex at 0 and with radius $\varepsilon_0$. We assume that these sectors are three by three disjoint and that $\mathcal{S}_{i+1} \cap \mathcal{S}_i \neq \emptyset$, for all $0 \leq i \leq \nu - 1$, where by convention we define $\mathcal{S}_\nu = \mathcal{S}_0$. Moreover, we assume that $\cup_{0 \leq i \leq \nu - 1} \mathcal{S}_i = \mathbb{C} \setminus \{0\}$, where $\mathcal{S}_i$ is some neighborhood of 0 in $\mathbb{C}$. Such a set of sectors $\{\mathcal{S}_i\}_{0 \leq i \leq \nu - 1}$ is called a good covering in $\mathbb{C}^*$.

**Definition 27.** Let $\{\mathcal{S}_i\}_{0 \leq i \leq \nu - 1}$ be a good covering in $\mathbb{C}^*$. Let $r > 0$ be a positive real number and let $r_2 \geq 1$ be some integer. Let $\mathcal{T}$ be an open sector with vertex at 0 with radius $r_T > 0$. We consider the following family of open sectors:
\[
U_{d, \beta_0, \beta_{l+1}} = \left\{ t \in \mathbb{C}^* : |t| < \varepsilon_0, |d_i - \arg(t)| < \frac{\theta}{2} \right\},
\]
where $d_i \in \mathbb{R}$, $0 \leq i \leq \nu - 1$ and $\theta > \pi$, which satisfy the following properties.

1. For all $0 \leq i \leq \nu - 1, d_i \neq \pi (2k + 1)/r_2$ for all $0 \leq k \leq r_2 - 1$.
2. For all $0 \leq i \leq \nu - 1$, all $t \in \mathcal{T}$, and all $e \in \mathcal{S}_i$, we have that $e^t \in U_{d, \beta_0, \beta_{l+1}}$.

Under the above settings, we say that the family $\{U_{d, \beta_0, \beta_{l+1}}\}_{0 \leq i \leq \nu - 1, \mathcal{T}}$ is associated with the good covering $\{\mathcal{S}_i\}_{0 \leq i \leq \nu - 1}$.

Let $S \geq 1$ be an integer. Let $\mathcal{S}$ be a finite subset of $\mathbb{N}^4$, and let $\mathcal{N}$ be a finite subset of $\mathbb{N}^2$.

As in the previous section, for all $(s, k_0, k_1, k_2) \in \mathcal{S}$ and all integers $\beta_0, \beta_{l+1} \geq 0$, we denote by $b_{s, k_0, k_1, k_2, \beta_0, \beta_{l+1}}(e)$ some holomorphic function on $D(0, \varepsilon_0)$ which satisfies the next estimates: there exist constants $\rho, \rho', > 0$, $b_{s, k_0, k_1, k_2} > 0$ with
\[
\sup_{e \in D(0,\varepsilon_0)} \left| b_{s, k_0, k_1, k_2, \beta_0, \beta_{l+1}}(e) \right| \leq b_{s, k_0, k_1, k_2} \left( \frac{e^{r'}}{2} \right)^{\beta_0} \left( \frac{1}{2\rho} \right)^{\beta_{l+1}} \beta_{l+1}^! \beta_{l+1}^!
\]
for all $\beta_0, \beta_{l+1} \geq 0$. Likewise, for all $(l_0, l_1) \in \mathcal{N}$ and all integers $\beta_0, \beta_{l+1} \geq 0$, we denote by $a_{l_0, l_1}(\beta_0, \beta_{l+1})(e)$ some holomorphic function on $D(0, \varepsilon_0)$ with the following estimates: there exists a constant $c_{l_0, l_1} > 0$ with
\[
\sup_{e \in D(0,\varepsilon_0)} \left| a_{l_0, l_1}(e) \right| \leq c_{l_0, l_1} \left( \frac{e^{r'}}{2} \right)^{\beta_0} \left( \frac{1}{2\rho} \right)^{\beta_{l+1}} \beta_{l+1}^! \beta_{l+1}^!
\]
for all $\beta_0, \beta_{l+1} \geq 0$.

For all $(s, k_0, k_1, k_2) \in \mathcal{S}$ and all $(l_0, l_1) \in \mathcal{N}$, we consider the series
\[
b_{s, k_0, k_1, k_2}(z, x, e) = \sum_{\beta_0, \beta_{l+1} \geq 0} b_{s, k_0, k_1, k_2, \beta_0, \beta_{l+1}}(e) e^{i z \beta_0} X_{\beta_0} e^{i z \beta_{l+1} X_{\beta_{l+1}}}.
\]
which define bounded holomorphic functions on $H_{r_T} \times D(0, \rho) \times D(0, \varepsilon_0)$. Let $\{\mathcal{S}_i\}_{0 \leq i \leq \nu - 1}$ be a good covering in $\mathbb{C}^*$ and let $r_1, r_2, r_3 \geq 1$ be three integers. We put $r = r_3/r_2$.

For all $0 \leq i \leq \nu - 1$, we consider the following Cauchy problem:
\[
\left( e^{t^2} (t^2 \partial_t + t^2) + (-i \partial_t + 1)^{l_1} \right) \partial_t X_i (t, z, x, e) = \sum_{(s, k_0, k_1, k_2) \in \mathcal{S}} b_{s, k_0, k_1, k_2} (z, x, e) t^{l_1} (\partial_t^k \partial_z^l \partial_x^m X_i)(t, z, x, e) + \sum_{(l_0, l_1) \in \mathcal{N}} a_{l_0, l_1} (z, x, e) t^{l_0 + l_1 - 1} (X_i(t, z, x, e))
\]
for given initial data
\[
(X_i(t, z, 0, e) = \Xi_{l_1}(t, z, e), \quad 0 \leq j \leq S - 1),
\]
where the functions $\Xi_{l_1}$ are constructed as follows. We consider a family of sectors $\{U_{d, \beta_0, \beta_{l+1}}\}_{0 \leq i \leq \nu - 1, \mathcal{T}}$ associated with the good covering $\{\mathcal{S}_i\}_{0 \leq i \leq \nu - 1}$. For all $0 \leq i \leq \nu - 1$, let $U_d$ be an unbounded open sector centered at 0, with bisecting direction $d_i$ and with aperture $n_i > \theta - \pi$. We choose $\theta$ and $n_i$ in such a way that
\[
\arg(t) \neq \pi (2k + 1)/r_2
\]
for all \( \tau \in U_d \), all \( 0 \leq i \leq \nu - 1 \), and all \( 0 \leq k \leq r_2 - 1 \). For all \( 0 \leq i \leq \nu - 1 \) and all \( 0 \leq j \leq S - 1 \), we define
\[
\Xi_{i,j}(t, z, e) = Y_{U_d, D}(0, \epsilon_0) \{ (e'T, z, e) \},
\]
(183)
where \( Y_{U_d, D}(0, \epsilon_0) \{ (T, z, e) \} \) is given by expression (158) and constructed as in the beginning of Section 3.2 with the help of a family of functions \( V_{(i,j)}(\beta_0, \ldots, \beta_1, t, e) \), for \( (\beta_0, \ldots, \beta_1) \in \mathbb{N}^{j+1} \), \( 0 \leq j \leq S - 1 \), satisfying (152).

We make the additional assumption that, for all \( (\beta_0, \ldots, \beta_1) \in \mathbb{N}^{j+1} \), \( 0 \leq j \leq S - 1 \), there exists a holomorphic function \( \tau \mapsto V_{(i,j)}(\tau, e) \) on \( D(0, \rho(\rho_1, \ldots, \rho_{l+1})) \) for all \( e \in D(0, \epsilon_0) \setminus \{ 0 \} \) such that
\[
V_{U_d, D}(\beta_0, \ldots, \beta_1, t, e) = V_{(i,j)}(\tau, e) \quad \text{for all } e \in D(0, \epsilon_0) \setminus \{ 0 \}.
\]
(184)

Moreover, from assumption (184), we deduce with the help of Proposition 28.

We make the following assumptions: for all \( (\beta_0, \ldots, \beta_l) \in \mathbb{N}^{l+1} \), \( 0 \leq l \leq S - 1 \), we have that
\[
\sup_{\tau \in D(0, \rho(\rho_1, \ldots, \rho_{l+1}))} \left| X_{i+1}(t, z, x, e) - X_i(t, z, x, e) \right| \leq K_{i+1} \exp \left( \frac{M_{i+1}}{|\epsilon|^2/H_2} \right).
\]
(187)

Proposition 28. Let the initial data (181) be constructed as above. We make the following assumptions: for all \( \{s, (k_0, k_1) \} \in \mathcal{S} \) and all \( (l_0, l_1) \in \mathcal{N} \), we have that
\[
s \geq 2k_0,
S > k_2,
S > b(s - k_0 + 2) + k_2,
\]
(185)
\[
S > hr_1 + b(s - k_0 + 2) + k_1 + k_2,
I \geq 2.
\]
Then, there exists a constant \( I > 0 \) (independent of \( \epsilon \)) such that if one assumes that
\[
\left\| \phi_{d,i}(Z_0, \ldots, Z_i) \right\|_{\mathcal{F}^s_{\rho_0}(X)} < I
\]
(186)
for all \( 0 \leq i \leq \nu - 1 \), for all \( e \in D(0, \epsilon_0) \setminus \{ 0 \} \), the problem (180), (181) has a solution \( X_i(t, z, x, e) \) which is holomorphic and bounded on \( (\mathcal{F} \cap D(0, h^l)) \times D(0, \rho_1) \times \mathcal{E}_1 \), for all \( 0 \leq i \leq \nu - 1 \), by construction of \( \mathcal{F} \) and \( \mathcal{E}_1 \), Definition 27. Since \( Y_{U_d, D}(0, \epsilon_0) \{ (T, z, x, e) \} \) solves the problem (149), (188), one can check that \( X_i(t, z, x, e) \) solves the problem (180), (181) on \( (\mathcal{F} \cap D(0, h^l)) \times D(0, \rho_1) \times \mathcal{E}_1 \), for all \( 0 \leq i \leq \nu - 1 \).

In the next step of the proof, we show estimates (187). Let \( 0 \leq i \leq \nu - 1 \). Using Proposition 23, we can write the function \( X_i(t, z, x, e) \) as follows:
\[
X_i(t, z, x, e) = \sum_{\beta_0, \ldots, \beta_l \in \mathbb{N}} X_{l}(\beta_0, \ldots, \beta_l) (t, e) = \frac{1}{c^m} \int_{\mathcal{F}^s} V_{U_d, D}(0, \epsilon_0) (\tau, e) e^{-\tau/c} d\tau
\]
(191)
where
\[
|V_{U_d, D}(\beta_0, \ldots, \beta_l) (\tau, e)| \leq C_{20} \exp \left( \frac{\sigma \zeta(b) |\tau|}{M_0} \right) k_{20}^{\beta_0} \beta_1 \ldots \beta_l
\]
(192)
for all \( \tau \in D(0, \rho(\rho_1, \ldots, \rho_l)) \cup U_d \), and \( e \in D(0, \epsilon_0) \setminus \{ 0 \} \). Moreover, from assumption (184), we deduce with the help

Proof. For all \( 0 \leq i \leq \nu - 1 \), we consider the singular Cauchy problem (149) with initial data
\[
\left( \partial_{\tau} Y_{U_d, D}(0, \epsilon_0) \right) (T, z, e) = Y_{U_d, D}(0, \epsilon_0) \{ (T, z, e) \},
\]
(188)
Bearing in mind hypothesis (185) and assumption (186), we see that the assumptions of Proposition 23 are all fulfilled for the problem (149), (188), which, therefore, possesses a solution \( (T, z, x) \mapsto Y_{U_d, D}(0, \epsilon_0) \{ (T, z, x, e) \} \), holomorphic and bounded on \( U_{d,h^l} \times D(0, \rho_1) \) for some \( h^l > 0 \) and \( \rho_1 > 0 \), for all \( e \in D(0, \epsilon_0) \setminus \{ 0 \} \). Now, we put
\[
X_i(t, z, x, e) = Y_{U_d, D}(0, \epsilon_0) \{ (e'T, z, x, e) \}
\]
(189)
of recursion (107), which is satisfied for the coefficients of the formal solution \( \hat{V}(\tau, z, x, \epsilon) \) of the problem (171), (172), that, for all \((\beta_0, \ldots, \beta_{l+1}) \in \mathbb{N}^{l+1}\), there exists a holomorphic function \( \tau \mapsto \hat{V}(\beta_0, \ldots, \beta_{l+1}) \) on \( D(0, \rho(\beta_0, \ldots, \beta_{l+1})) \) for all \( \epsilon \in D(0, \epsilon_0) \setminus \{0\} \) such that

\[
\hat{V}(\beta_0, \ldots, \beta_{l+1}) (\tau, \epsilon) = \hat{V}(\beta_0, \ldots, \beta_{l+1}) (\tau, \epsilon)
\]

for all \( \tau \in D(0, \rho(\beta_0, \ldots, \beta_{l+1})) \), all \( \epsilon \in D(0, \epsilon_0) \setminus \{0\} \), and all \( 0 \leq i \leq \gamma - 1 \).

We show the following.

**Lemma 29.** There exist constants \( 0 < h' < h', C_{21}, K_{21}, M_{21} > 0 \) (independent of \( \epsilon \)), which satisfy \( C_{21}K_{21} < 1 \), such that

\[
\sup_{t \in T \cap D(0, h')}|X_{i+1}(\beta_0, \ldots, \beta_{l+1}) (t, \epsilon) - X_i(\beta_0, \ldots, \beta_{l+1}) (t, \epsilon)| \leq C_{21} \left( \frac{l + 2}{M^0} \right) \sum_{\beta_{l+1}} \beta_{l+1} \left( \frac{e^{-\gamma (\beta_0, \ldots, \beta_{l+1})/|\epsilon|}}{e^{\gamma (\beta_0, \ldots, \beta_{l+1})/|\epsilon|}} \right) \leq C_{21} \left( \frac{l + 2}{M^0} \right) \sum_{\beta_{l+1}} \beta_{l+1} \sqrt{e^\gamma (\beta_0, \ldots, \beta_{l+1})/|\epsilon|},
\]

for all \( \epsilon \in \mathcal{B}_{1+1} \cap \mathcal{B}_{0'} \), all \( 0 \leq i \leq \gamma - 1 \), and all \( (\beta_0, \ldots, \beta_{l+1}) \in \mathbb{N}^{l+1} \) (where by convention \( X_i(\beta_0, \ldots, \beta_{l+1}) = X_i(\beta_{l+1}, \ldots, \beta_0) \)).

**Proof.** From the fact that the function \( \tau \mapsto \hat{V}(\beta_0, \ldots, \beta_{l+1}) (\tau, \epsilon) e^{-\gamma (\epsilon)} \) is holomorphic on \( D(0, \rho(\beta_0, \ldots, \beta_{l+1})) \), for all \( \epsilon \in D(0, \epsilon_0) \), we deduce that its integral along the union of a segment starting from 0 to \((\rho(\beta_0, \ldots, \beta_{l+1})/2) e^{\sqrt{\gamma} T_{k+1}} \), an arc of circle with radius \( \rho(\beta_0, \ldots, \beta_{l+1})/2 \) connecting \((\rho(\beta_0, \ldots, \beta_{l+1})/2) e^{\sqrt{\gamma} T_{k+1}} \) and \((\rho(\beta_0, \ldots, \beta_{l+1})/2) e^{-\sqrt{\gamma} T_{k+1}} \) to the origin, is vanishing. Therefore, using property (193), we can write, for all \( (\beta_0, \ldots, \beta_{l+1}) \in \mathbb{N}^{l+1} \),

\[
X_{i+1}(\beta_0, \ldots, \beta_{l+1}) (t, \epsilon) - X_i(\beta_0, \ldots, \beta_{l+1}) (t, \epsilon) = \frac{1}{e^t} \left( \int_{L_{\rho(\beta_0, \ldots, \beta_{l+1})/2, T_{k+1}}} \hat{V} (\beta_0, \ldots, \beta_{l+1}) (\tau, \epsilon) e^{-\gamma (\epsilon)} d\tau \right) - \int_{L_{\rho(\beta_0, \ldots, \beta_{l+1})/2, T_{k+1}}} \hat{V} (\beta_0, \ldots, \beta_{l+1}) (\tau, \epsilon) e^{-\gamma (\epsilon)} d\tau + \int_{C(\rho(\beta_0, \ldots, \beta_{l+1})/2, T_{k+1})} \hat{V} (\beta_0, \ldots, \beta_{l+1}) (\tau, \epsilon) e^{-\gamma (\epsilon)} d\tau,
\]

where

\[
L_{\rho(\beta_0, \ldots, \beta_{l+1})/2, T_{k+1}} = \left[ \rho(\beta_0, \ldots, \beta_{l+1})/2, +\infty \right) e^{\sqrt{\gamma} T_{k+1}},
\]

\[
L_{\rho(\beta_0, \ldots, \beta_{l+1})/2, T_{k+1}} = \left[ \rho(\beta_0, \ldots, \beta_{l+1})/2, +\infty \right) e^{\sqrt{\gamma} T_{k+1}}
\]

and \( C(\rho(\beta_0, \ldots, \beta_{l+1})/2, T_{k+1}) \) is an arc of circle centered at 0 with radius \( \rho(\beta_0, \ldots, \beta_{l+1})/2 \) connecting \((\rho(\beta_0, \ldots, \beta_{l+1})/2) e^{\sqrt{\gamma} T_{k+1}} \) and \((\rho(\beta_0, \ldots, \beta_{l+1})/2) e^{-\sqrt{\gamma} T_{k+1}} \) for a well-chosen orientation.

First, we give estimates for

\[
I_1 = \frac{1}{e^t} \int_{L_{\rho(\beta_0, \ldots, \beta_{l+1})/2, T_{k+1}}} \hat{V} (\beta_0, \ldots, \beta_{l+1}) (\tau, \epsilon) e^{-\gamma (\epsilon)} d\tau.
\]

By construction, the direction \( y_{i+1} \) (which depends on \( \epsilon' \)) is chosen in such a way that \( \cos(y_{i+1} - \arg(\epsilon')) \geq \delta_1 \) for all \( \epsilon \in \mathcal{B}_{i+1} \cap \mathcal{B}_i \) and all \( t \in \mathcal{T} \cap D(0, h') \), for some fixed \( \delta_1 > 0 \). From estimates (192), we deduce that

\[
I_1 \leq \frac{1}{e^t} \int_{L_{\rho(\beta_0, \ldots, \beta_{l+1})/2, T_{k+1}}} \left( \frac{1 + 2}{M^0} \right) \sum_{\beta_{l+1}} \beta_{l+1} \left( \frac{e^{-\gamma (\beta_0, \ldots, \beta_{l+1})/|\epsilon|}}{e^{\gamma (\beta_0, \ldots, \beta_{l+1})/|\epsilon|}} \right) \frac{1}{e^t} \left( \frac{1 + 2}{M^0} \right) \sum_{\beta_{l+1}} \beta_{l+1} \left( \frac{e^{-\gamma (\beta_0, \ldots, \beta_{l+1})/|\epsilon|}}{e^{\gamma (\beta_0, \ldots, \beta_{l+1})/|\epsilon|}} \right) d\tau.
\]

for all \( t \in \mathcal{T} \cap D(0, h') \) with \( |t| < (\delta_1 - \delta_2)/\alpha(\zeta(b)) \), for some \( 0 < \delta_2 < \delta_1 \) and for all \( \epsilon \in \mathcal{B}_{i+1} \cap \mathcal{B}_i \).
Finally, we give upper bounds for
\begin{equation}
I_3 = \left| \int_{C(p_{0}, \ldots, p_{l+1})/2} \left( \int_{(t, \varepsilon)} V_{(t, \varepsilon)}(t, \varepsilon) e^{-\gamma(t)} dt \right) \right| \, d\tau. \tag{201}
\end{equation}

Due to (192) and bearing in mind property (193), we deduce that
\begin{equation}
I_3 \leq \frac{1}{|e^{|t|}|} \int_{0}^{\gamma_{1}} \int_{0}^{\gamma_{1}} C_{20} \left( \frac{1 + 2}{M^0} \right)^{\frac{\gamma_{1}}{\gamma_{0}}} K_{20} \beta_{0}! \cdots \beta_{t+1}! \cdot e^{-\frac{\gamma_{1}}{2}} \left( \frac{\gamma_{1}}{|e^{|t|}|} \right) \cdot \frac{\beta_{t}}{2} \, d\theta. \tag{202}
\end{equation}

By construction, the circle \( C(p_{0}, \ldots, p_{l+1})/2, y_{0}, y_{1} \) is chosen in order that \( \cos(\theta - \arctan(e^{|t|})) \geq \delta_{1} \) for all \( \theta > y_{1} \) (if \( y_{1} < y_{0} \)), for all \( \theta \in [y_{1}, y_{0}] \) (if \( y_{1} < y_{0} \)), and for every \( t \in \mathcal{T} \cap D(0, h') \). From (202), we get that
\begin{equation}
I_3 \leq |y_{1} - y_{0}| \cdot C_{20} \left( \frac{1 + 2}{M^0} \right)^{\frac{\gamma_{1}}{\gamma_{0}}} K_{20} \beta_{0}! \cdots \beta_{t+1}! \cdot e^{-\frac{\gamma_{1}}{2}} \left( \frac{\gamma_{1}}{|e^{|t|}|} \right) \cdot \frac{\beta_{t}}{2} \, d\theta. \tag{203}
\end{equation}

for all \( t \in \mathcal{T} \cap D(0, h') \) with \( |t| < (\delta_{1} + \delta_{2})/\sigma(b) \), for some \( 0 < \delta_{2} < \delta_{1} \), and for all \( \varepsilon \in \mathcal{B}_{1} \cap \mathcal{B}_{i} \). Regarding inequality (70), we deduce from (203) that
\begin{equation}
I_3 \leq \frac{2e^{-1}}{\delta_{2}} |y_{1} - y_{0}| \cdot C_{20} \left( \frac{1 + 2}{M^0} \right)^{\frac{\gamma_{1}}{\gamma_{0}}} K_{20} \beta_{0}! \cdots \beta_{t+1}! \cdot e^{-\frac{\gamma_{1}}{2}} \left( \frac{\gamma_{1}}{|e^{|t|}|} \right) \cdot \frac{\beta_{t}}{2} \, d\theta. \tag{204}
\end{equation}

Finally, gathering decomposition (195) and estimates (198), (200), and (204), we get inequality (194).

From Lemma 29 and taking into account assumption (153), we can write
\begin{equation}
\sup_{t \in \mathcal{T} \cap D(0, h')} \left| X_{t+1}(t, z, x, \varepsilon) - X_{t}(t, z, x, \varepsilon) \right| \leq \sum_{\beta_{0} \cdots \beta_{t+1} = 0} C_{21} e^{-M_{21}(|e^{|t|}|/|e^{|t|}|)} \left( \frac{(l + 2)}{M^0} \right) \frac{\gamma_{1}}{\gamma_{0}} \frac{\beta_{t}}{2} \, d\theta. \tag{205}
\end{equation}

for all \( \varepsilon \in \mathcal{B}_{1} \cap \mathcal{B}_{i} \) and all \( 0 \leq i \leq \nu - 1 \). Moreover, we recall that, for all integers \( i \geq 1, \kappa \geq 0 \),
\begin{equation}
\text{Card} \left\{ (\beta_{0}, \ldots, \beta_{t+1}) \in \frac{h^{i+2}}{\sum_{j=0}^{i+2} \beta_{j}} = \kappa \right\} = \frac{(\kappa + l + 1)!}{(l + 1)!} \beta_{t} \frac{(l + 1)!}{(l + 1)!} \tag{206}
\end{equation}

where \( \beta_{t} = (\kappa + l + 1)(l + 1) \cdots (l + 1) \) is a polynomial of degree \( l + 1 \) in \( \kappa \). From definition (89) and with the help of (206), we get two constants \( C_{22} > 0 \) and \( 0 < K_{22} < 1 \) such that
\begin{equation}
C_{21} \sum_{\beta_{0} \cdots \beta_{t+1} = 0} e^{-M_{21}(|e^{|t|}|/|e^{|t|}|)} \left( \frac{\max \left\{ \rho_{t} K_{21}, 1 \right\}}{2} \right)^{\gamma_{1}} \beta_{t} \leq C_{22} \sum_{i=0}^{k} \exp \left( -\frac{M_{21}}{2 (1 + \kappa)^{l+1} |e^{|t|}|} \right) \left( \frac{\max \left\{ \rho_{t} K_{21}, 1 \right\}}{2} \right)^{k} \tag{207}
\end{equation}

for all \( \varepsilon \in \mathcal{B}_{1} \cap \mathcal{B}_{i} \), all \( 0 \leq i \leq \nu - 1 \). Now, we recall the following lemma from [4].

\begin{lemma}
Let \( 0 < a < 1 \) and \( \alpha > 0 \). There exist \( K, M > 0 \) and \( \delta > 0 \) such that
\begin{equation}
\sum_{k=0}^{\infty} e^{-1/(\alpha + 1)^{k}} \leq K \exp \left( -M e^{-1/(\alpha + 1)} \right) \tag{208}
\end{equation}

for all \( \varepsilon \in (0, \delta] \).
\end{lemma}

From Lemma 30 applied to inequality (207) and from (205), we deduce that estimates (187) hold, if \( \varepsilon_{0} \) is chosen small enough. Thus proof of Proposition 28 is complete.
4.2. Existence of Formal Power Series Solutions in the Complex Parameter for the Main Cauchy Problem. This subsection is devoted to explaining the main result of this work. Namely, we will establish the existence of a formal power series

\[
\hat{X}(t, z, x, \epsilon) = \sum_{k=0}^{\infty} H_k(t, z, x) \frac{\epsilon^k}{k!}
\]

\[
eq O\left((\mathcal{T} \cap D\left(0, h''\right)) \times H_{p_1}^1 \times D(0, \rho_1)\right) [\epsilon]\]  

(209)

which solves formally (180) and is constructed in such a way that the actual solutions \(X(t, z, x, \epsilon)\) of the problem (180), (181) all have \(\hat{X}\) as asymptotic expansion of Gevrey order \((h_r + r_2)/r_3\) on \(E_1\) (as formal series and functions with coefficients and values in the Banach space \(O((\mathcal{T} \cap D(0, h'')) \times H_{p_1}^1 \times D(0, \rho_1))\) equipped with the supremum norm) (see Definition 31 below), for all \(0 \leq i \leq \nu - 1\).

The proof makes use of a Banach valued version of the cohomological criterion for Gevrey asymptotic expansion of sectorial holomorphic functions known in the literature as the Ramis-Sibuya theorem. For a reference, we refer to [18, Section 7.4 Proposition 18] and [30, Lemma XI-2-6].

Definition 31. Let \((E, \| \cdot \|_E)\) be a complex Banach space over \(C\). One considers a formal series \(\hat{G}(\epsilon) = \sum_{n=0}^{\infty} G_n \epsilon^n\) where the coefficients \(G_n\) belong to \(E\) and a holomorphic function \(G : \mathcal{B} \to \mathcal{B}\) on an open bounded sector \(\mathcal{B}\) with vertex at 0. Let \(0 < s \leq 1\) be a positive real number. One says that \(G\) admits \(\hat{G}\) as its asymptotic expansion of Gevrey order \(s\) if, for every proper and bounded subsector \(T\) of \(\mathcal{B}\), there exist two constants \(K, M > 0\) such that, for all \(N \geq 1\), one has

\[
\left\| G(\epsilon) - \sum_{n=0}^{N-1} G_n \epsilon^n \right\|_E \leq KM^N N!^s |\epsilon|^N
\]

(210)

for all \(\epsilon \in T\).

Theorem RS. Let \((E, \| \cdot \|_E)\) be a complex Banach space over \(C\). Let \(\{E_i\}_{i \in \mathbb{N}, i \geq 1}\) be a good covering in \(\mathcal{C}\). For every \(0 \leq i \leq \nu - 1\), let \(G_i\) be a holomorphic function from \(E_i\) into \(E_i\), and let the cocycle \(\Delta_i(\epsilon) := G_{i+1}(\epsilon) - G_i(\epsilon)\) be a holomorphic function from \(Z_i := \mathcal{B}_i \cap \mathcal{B}_{i+1}\) into \(E\) (with the convention that \(\mathcal{B}_0 = \mathcal{B}_0 = E_0\) and \(G_0 = G_0\)). We assume that

1. \(G_i(\epsilon)\) is bounded as \(\epsilon \in \mathcal{B}_i\) tends to 0, for every \(0 \leq i \leq \nu - 1\);
2. \(\Delta_i\) has an exponential decreasing of order \(s > 0\) on \(Z_i\), for every \(0 \leq i \leq \nu - 1\), meaning that there exist \(C_i, A_i > 0\) such that

\[
\|\Delta_i(\epsilon)\|_E \leq C_i e^{-A_i |\epsilon|^s},
\]

(211)

for every \(\epsilon \in Z_i\) and \(0 \leq i \leq \nu - 1\).

Then, there exists a formal power series \(\hat{G}(\epsilon) \in \mathbb{E}[\epsilon]\) such that \(G_i(\epsilon)\) admits \(\hat{G}(\epsilon)\) as its asymptotic expansion of Gevrey order \(s\) on \(\mathcal{B}_i\), for every \(0 \leq i \leq \nu - 1\).

We now state the main result of our paper.

Theorem 32. Let one assume that conditions (185) hold. For all \(0 \leq i \leq \nu - 1, 0 \leq j \leq S - 1\), one also assumes that for the functions \(X_i(t, z, x, \epsilon)\) constructed in (181) inequalities (186) are fulfilled for some constant \(l > 0\) given in Proposition 28. Let

\[
E = \mathcal{O}\left((\mathcal{T} \cap D(0, h'')) \times H_{p_1}^1 \times D(0, \rho_1)\right)
\]

(212)

be the Banach space of holomorphic and bounded functions on \((\mathcal{T} \cap D(0, h'')) \times H_{p_1}^1 \times D(0, \rho_1)\) equipped with the supremum norm, where \(h', p_1, \rho_1\) are the constants appearing in Proposition 28.

Then, there exists a formal series

\[
\hat{X}(t, z, x, \epsilon) = \sum_{k=0}^{\infty} H_k(t, z, x) \frac{\epsilon^k}{k!} \in \mathbb{E}[\epsilon]
\]

(213)

which formally solves the equation

\[
\left( e^{\lambda} \left( \hat{T} \partial_t + h \right)^5 + (\partial_z + 1)^5 \right) \partial_k^k \hat{X}(t, z, x, \epsilon) = \sum_{(l, k, j, k_1) \in \mathcal{S}} b_{l, k, j, k_1}(z, x, \epsilon) \partial_k^l \partial_z^j \partial_k^k \hat{X}(t, z, x, \epsilon)
\]

(214)

\[
+ \sum_{(l, \mu, l) \in \mathcal{S}} c_{l, \mu, l}(z, x, \epsilon) \partial_k^l \partial_z^l \hat{X}(t, z, x, \epsilon)^l
\]

and is the Gevrey asymptotic expansion of order \((h_r + r_2)/r_3\) of the E-valued function \(e \in \mathcal{B}_1 \mapsto X_i(t, z, x, \epsilon)\), solution of the problem (180), (181) constructed in Proposition 28, for all \(0 \leq i \leq \nu - 1\).

Proof. We consider the functions \(X_i(t, z, x, \epsilon), 0 \leq i \leq \nu - 1\) constructed in Proposition 28. For all \(0 \leq i \leq \nu - 1\), we define \(G_i(\epsilon) := X_i(t, z, x, \epsilon)\), which is, by construction, a bounded holomorphic function from \(E_i\) into the Banach space \(E\) of holomorphic and bounded functions on \((\mathcal{T} \cap D(0, h'')) \times H_{p_1}^1 \times D(0, \rho_1)\) equipped with the supremum norm, where \(h', p_1, \rho_1\) are constants appearing in Proposition 28. Baring in mind estimates (187), we deduce that the cocycle \(\Delta_i(\epsilon) = G_{i+1}(\epsilon) - G_i(\epsilon)\) fulfills estimates of form (211) on \(Z_i = \mathcal{B}_i \cap \mathcal{B}_{i+1}\), with \(s = (h_r + r_2)/r_3\), for all \(0 \leq i \leq \nu - 1\). According to Theorem RS stated above, we deduce the existence of a formal series \(\hat{G}(\epsilon) \in \mathbb{E}[\epsilon]\) which is the Gevrey asymptotic expansion of order \((h_r + r_2)/r_3\) of \(G_i(\epsilon)\) on \(\mathcal{B}_i\), for all \(0 \leq i \leq \nu - 1\). Let us define

\[
\hat{G}(\epsilon) = \hat{X}(t, z, x, \epsilon) = \sum_{k=0}^{\infty} H_k(t, z, x) \frac{\epsilon^k}{k!}
\]

(215)

It only remains to show that \(\hat{X}\) is a formal solution of (214). From the fact that \(G_i(\epsilon)\) admits \(\hat{G}(\epsilon)\) as its asymptotic expansion at 0 on \(\mathcal{B}_i\), one gets

\[
\lim_{\epsilon \to 0, \epsilon \in \mathcal{B}_i} \sup_{t \in \mathcal{T}, z \in \mathcal{B}, x \in \mathcal{B}_i} \left| \partial_t^j X_i(t, z, x, \epsilon) - H_k(t, z, x) \right| = 0
\]

(216)
for all $l \geq 0$ and all $0 \leq i \leq \nu - 1$. Now, we choose an integer $i \in \{0, \ldots, \nu - 1\}$. By construction, the function $X_l(t, z, x, \epsilon)$ solves (180). We differentiate it $l$ times with respect to $\epsilon$. By means of Leibniz’s rule, we get that $\partial X_l(t, z, x, \epsilon)$ satisfies the identity

$$\sum_{h_1+h_2=1}^{l} \frac{\partial^{h_1}_{\epsilon} b_{s, k_1, k_2}}{h_1!} (z, x, \epsilon) \left( t^2 \partial_z + 1 \right)^{\nu} \partial^2_{x} X_l(t, z, x, \epsilon)
+ (-i \partial_z + 1)^{\nu} \partial^2_{x} X_l(t, z, x, \epsilon)
= \sum_{(s, k_1, k_2) \in \delta} t^s \cdot \left( \sum_{h_1+h_2=1}^{l} \frac{\partial^{h_1}_{\epsilon} b_{s, k_1, k_2}}{h_1!} (z, x, \epsilon) \right)
+ \sum_{(s, k_1, k_2) \in \delta} \prod_{j=1}^{l} \left( \partial^2_{x} X_l(t, z, x, \epsilon) \right)

(217)$$

for all $l \geq 1$ and all $(t, z, x, \epsilon) \in (\mathcal{S} \cap D(0, \rho')) \times H_{\rho'} \times D(0, \rho_1) \times \mathcal{E}_j$. We let $\epsilon$ tend to 0 in equality (217) and, with the help of (216), we get the following recursions:

$$(-i \partial_z + 1)^{\nu} \partial^2_{x} H_l(t, z, x) = \sum_{(s, k_1, k_2) \in \delta} t^s \cdot \left( \sum_{h_1+h_2=1}^{l} \frac{\partial^{h_1}_{\epsilon} b_{s, k_1, k_2}}{h_1!} (z, x, \epsilon) \right)
+ \sum_{(s, k_1, k_2) \in \delta} \prod_{j=1}^{l} \left( \partial^2_{x} H_l(t, z, x, \epsilon) \right)

(218)$$

for all $0 \leq l < r_3$, all $(t, z, x) \in (\mathcal{S} \cap D(0, \rho')) \times H_{\rho'} \times D(0, \rho_1)$, and

$$t^2 \partial_z + 1 \right)^{\nu} \partial^2_{x} H_l(t, z, x, \epsilon)
+ (-i \partial_z + 1)^{\nu} \partial^2_{x} H_l(t, z, x, \epsilon)
= \sum_{(s, k_1, k_2) \in \delta} t^s \cdot \left( \sum_{h_1+h_2=1}^{l} \frac{\partial^{h_1}_{\epsilon} b_{s, k_1, k_2}}{h_1!} (z, x, \epsilon) \right)
+ \sum_{(s, k_1, k_2) \in \delta} \prod_{j=1}^{l} \left( \partial^2_{x} H_l(t, z, x, \epsilon) \right)

(219)$$

for every $l \geq r_3$ and all $(t, z, x) \in (\mathcal{S} \cap D(0, \rho')) \times H_{\rho'} \times D(0, \rho_1)$. Since the functions $b_{s, k_1, k_2}(z, x, \epsilon)$ and $q_{n, i}(z, x, \epsilon)$ are analytic with respect to $\epsilon$ near the origin in $\mathbb{C}$, we get that

$$b_{s, k_1, k_2}(z, x, \epsilon) = \sum_{h=0}^{l} \frac{(\partial^{h}_{\epsilon} b_{s, k_1, k_2})(z, x, 0)}{h!} \epsilon^h
\quad q_{n, i}(z, x, \epsilon) = \sum_{h=0}^{l} \frac{(\partial^{h}_{\epsilon} q_{n, i})(z, x, 0)}{h!} \epsilon^h

(220)$$

for all $(s, k_1, k_2) \in \delta$, $(l_0, l_1) \in \mathcal{N}$ and all $(z, x, \epsilon) \in H_{\rho'} \times D(0, \rho_1) \times D(0, \rho_1)$. Finally, gathering recursions (218) and (219) and expansions (220), one can see that the formal series (215) solves (214).
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