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This paper first makes an attempt to investigate the near-optimal control of systems governed by fully nonlinear coupled forward-backward stochastic differential equations (FBSDEs) under the assumption of a convex control domain. By Ekeland’s variational principle and some basic estimates for state processes and adjoint processes, we establish the necessary conditions for any \( \varepsilon \)-near-optimal control in a local form with an error order of exact \( \varepsilon^{1/2} \). Moreover, under additional convexity conditions on Hamiltonian function, we prove that an \( \varepsilon \)-maximum condition in terms of the Hamiltonian in the integral form is sufficient for near-optimality of order \( \varepsilon^{1/2} \).

1. Introduction

Bismut [1] first investigated linear backward stochastic differential equations (BSDEs in short) as the adjoint equation of the forward stochastic system. The existence and uniqueness of BSDEs with nonlinear generators under Lipschitz condition were first proved by Pardoux and Peng [2] in 1990. Since then, the theory of BSDEs has extensive applications in both mathematical finance and stochastic control. Forward-backward stochastic differential equations (FBSDEs in short) consist of forward stochastic differential equations (SDEs in short) of Itô type and BSDEs of Pardoux-Peng. Forward-backward stochastic equations (FBSDEs) not only are widely used in stochastic control and differential games but also have profound applications in mathematical economics and mathematical finance. Therefore, it is natural to investigate control problems for systems governed by this kind of stochastic equations. In mathematical finance, FBSDEs can be formulated as the price equations of financial assets under model uncertainty. In the stochastic optimal control problem, FBSDEs arise as the Hamilton system which is composed of the optimality conditions, the adjoint equation, and the state equation and which completely characterizes the optimal control.

A classical approach for optimal control problems is to derive necessary conditions satisfied by an optimum, such as Pontryagin’s maximum principle. Now the maximum principles for optimal controls of FBSDEs have rich literatures which can be referred to [3–12] and references therein.

The references stated in the above are all concerned with (exact) optimal control. But, in fact, the (exact) optimal control may not exist in many situations. So it becomes very important to study near-optimal controls which are more available and much easier to be obtained than optimal ones, both analytically and numerically. The near-optimal deterministic control problems have been investigated in [13–15]. Near-optimal control problems for SDEs with controlled diffusion coefficients were first investigated in 1998 by Zhou [16], where necessary and sufficient conditions are established by introducing second adjoint equation, for all near-optimal controls. Inspired by Zhou [16], we refer to [16–20] on the near-optimal control of other forward stochastic systems.

For forward-backward stochastic systems, Huang et al. [21] in 2010 and Balbali et al. [22] in 2009, respectively, established the corresponding stochastic maximum principle for the near-optimal control of linear systems and nonlinear systems, where diffusion coefficients and control variables are each independently based on Ekeland’s principle and spike...
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variation. In 2011, Hui et al. [23] studied the near-optimal control of nonlinear FBSDEs, where diffusion coefficients can be dependent on the control variable, with the assumption that the control domain is convex. In 2012, for linear FBSDEs, Zhang et al. [24] extended the results of [21–24] to the general case of control domains based on the Ekeland’s principle, spike variation, reduction technique developed recently by Yong [25], and the methodology recently introduced by Wu [26].

The control systems of FBSDEs studied in references [21–24] are nonfully coupled which are only coupled in BSDE and not in SDE. For the control systems of fully coupled FBSDEs, the existing literatures mainly focused on exact optimal control problems and few on near-optimal control problems. The purpose of the present paper is to make the first attempt to discuss the near-optimal control for fully coupled FBSDEs. Its main contribution is the developments of maximum principle and verification theorem of the near-optimal control in a uniform manner by Ekeland’s variational principle. Compared with references [21–24], this paper mainly has three advantages as follows. Firstly, our systems studied are fully coupled FBSDEs, which are coupled not only in BSDEs but also in SDEs. Secondly, we get necessary optimality conditions for near-optimal control with an error only in BSDEs but also in SDEs. And finally, different from references [21–23], by continuous dependence theorem of FBSDEs (see Lemma 4), we obtain directly the basic estimates for state processes and adjoint processes (see Lemmas 10, 11, 12, and 14) which play a very important role in proving our main results. Therefore, our approach is simpler and more quickly.

The paper is organized as follows. In Section 2, we present the notations and give main theory on FBSDEs. In Section 3, the problem studied is formulated and basic assumptions are given. In Section 4, we prove some prior estimates for state trajectories and adjoint equation. In Section 5, we obtain a variational formula for the performance functional. Sections 6 and 7 are devoted to deriving verification theorem and stochastic maximum principle by Ekeland’s variational principle. In Section 8, we conclude our paper.

2. Preliminary Notations and Basic Theory for FBSDEs

Now we first introduce some preliminary notations which will be used throughout this paper. Let \((\Omega, \mathcal{F}, P)\) be a probability space. Let \(\{W(t), 0 \leq t \leq T\}\) be a d-dimensional Brownian motion. Let \(\{\mathcal{F}_t\}_{0 \leq t \leq T}\) be \(P\)-completed natural filtration generated by \(\{W(t), 0 \leq t \leq T\}\). Let \(E\) be a Euclidean space, where the inner product and norm are denoted by \((\cdot, \cdot)\) and \(|\cdot|\), respectively. For a given function, \(\phi : \mathbb{R}^n \to \mathbb{R}\), we denote its gradient and Hessian by \(\phi_x\) and \(\phi_{xx}\), respectively. If \(\phi : \mathbb{R}^n \to \mathbb{R}^k\) (with \(k \geq 2\)), then \(\phi_x = (\partial \phi / \partial x_j)\) is the corresponding \((k \times n)\) Jacobian matrix. By \(\mathcal{B}\) we denote the predictable \(\sigma\)-algebra on \(\Omega \times [0, T]\) and by \(\mathcal{B}(\Lambda)\) the Borel \(\sigma\)-algebra of any topological space \(\Lambda\). Denote by \(M^2_{\mathcal{F}}(0, T; E)\) the space of all \(\mathcal{F}\)-measurable \(E\)-valued stochastic processes \(f = \{f(t, \omega), (t, \omega) \in [0, T] \times \Omega\}\) satisfying \(\|f\|_{M^2_{\mathcal{F}}(0, T; E)} \leq E \int_0^T |f(t)|^2 dt < \infty\), by \(S^2_{\mathcal{F}}(0, T; E)\), the space of all \(\mathcal{F}_t\)-adapted \(E\)-valued stochastic \(\mathcal{F}_{\mathcal{C}}\) c\-ad\-l\-a\-g processes \(f = \{f(t, \omega), (t, \omega) \in [0, T] \times \Omega\}\) such that \(\|f\|_{S^2_{\mathcal{F}}(0, T; E)} \leq E \sup_{0 \leq t \leq T} |f(t)|^2 dt < \infty\), by \(L^2(\Omega, \mathcal{F}, P; E)\), and the set of all \(E\)-valued random variables \(\xi\) on \((\Omega, \mathcal{F}, P)\) such that \(\|\xi\|_{L^2(\Omega, \mathcal{F}, P; E)} \leq \sqrt{E} ||\xi||^2 < \infty\). Finally, we define the space

\[
\mathcal{M}^2[0, T] := S^2_{\mathcal{F}}(0, T; \mathbb{R}^m) \times M^2_{\mathcal{F}}(0, T; \mathbb{R}^{m \times d}).
\]

Then \(\mathcal{M}^2[0, T]\) is a Banach space with respect to the norm \(\| \cdot \|_{\mathcal{M}^2}\) given by

\[
\|\Theta(\cdot)\|_{\mathcal{M}^2}^2 = E \sup_{0 \leq t \leq T} |\xi_t|^2 + E \sup_{0 \leq t \leq T} |\eta(t)|^2 + E \int_0^T |z(t)|^2 dt,
\]

for \(\Theta(\cdot) = (\xi(\cdot), \eta(\cdot), \zeta(\cdot)) \in \mathcal{M}^2[0, T]\).

Now we are in position to present the preliminary results of fully coupled FBSDEs. Consider a general FBSDE as follows:

\[
dx(t) = b(t, x(t), y(t), z(t)) dt + \sigma(t, x(t), y(t), z(t)) dB(t),
\]

\[
y(t) = -f(t, x(t), y(t), z(t)) dt + z(t) dB(t), \quad x(0) = a,
\]

\[
y(T) = h(x(T)).
\]

Here \(f : [0, T] \times \Omega \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m, b : [0, T] \times \Omega \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^n, \sigma : [0, T] \times \Omega \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^{m \times d}\) are given mappings and \(a \in \mathbb{R}^n\). For a given full-rank \(m \times n\) matrix \(G\), we use the notations \(v = \left(\frac{1}{2} I_n\right)\) and \(A(t, u) = \left(\frac{G^*}{G G^*}\right)\), where \(G^*\) is the transpose matrix of \(G\).

Definition 1. A stochastic process \((\xi(\cdot), \eta(\cdot), \zeta(\cdot)) \in \mathcal{M}^2[0, T]\) for the coefficients \((a, b, \sigma, f, h)\) is said to be an adapted solution of (3) if, for any \(t \in [0, T]\), it follows almost surely

\[
x(t) = a + \int_0^t b(r, x(r), y(r), z(r)) dr + \int_0^t \sigma(r, x(r), y(r), z(r)) dB(r),
\]

\[
y(t) = h(x(T)) + \int_0^t f(r, x(r), y(r), z(r)) dr - \int_0^t z(r) dB(r).
\]
Furthermore, FBSDE (3) is said to be solvable if it has an adapted solution. An FBSDE is said to be nonsolvable if it is not solvable.

In order to get the solvability of FBSDE (3), we make the basic assumptions as follows.

**Assumption 2.** (i) The random mappings $b$, $\sigma$, and $f$ are $\mathcal{F}$ measurable with $b(\cdot, 0, 0, 0) \in M^2_2(0, T; \mathbb{R}^m)$, $\sigma(\cdot, 0, 0, 0) \in M^2_2(0, T; \mathbb{R}^{m \times d})$, and $f(\cdot, 0, 0, 0) \in M^2_2(0, T; \mathbb{R}_m)$. And $h$ is $\mathcal{F}_T \times \mathcal{B}(\mathbb{R}^m)$ measurable with $h(0) \in L^2(\Omega, \mathcal{F}_T, \mathbb{P}, \mathbb{R}^m)$. Moreover, $b$, $\sigma$, and $f$ are uniformly Lipschitz continuous in $(x, y, z)$ and $h$ is uniformly Lipschitz continuous in $x$.

(ii) Monotonicity conditions

\[
\langle A(t, u) - A(t, \overline{u}), u - \overline{u}\rangle \\
\leq -\gamma_1 |G\overline{x}|^2 - \gamma_2 \left( |G^* y|^2 + |G^* \overline{z}|^2 \right),
\]

or

\[
\langle A(t, u) - A(t, \overline{u}), u - \overline{u}\rangle \\
\geq \gamma_1 |G\overline{x}|^2 - \gamma_2 \left( |G^* y|^2 + |G^* \overline{z}|^2 \right),
\]

for all $u = (x, y, z)$ and $\overline{u} = (\overline{x}, \overline{y}, \overline{z})$, $\overline{x} = x - \overline{x}$, $\overline{y} = y - \overline{y}$, $\overline{z} = z - \overline{z}$, where $\gamma_1, \gamma_2$, and $\theta_1$ are nonnegative constants with $\gamma_1 + \gamma_2 \geq 0$, $\gamma_2 + \theta_1 \geq 0$. Moreover, we have $\gamma_1 > 0$, $\theta_1 > 0$ (resp., $\gamma_2 > 0$), if $m > n$ (resp., $m < n$).

The following two lemmas present the solvability results and continuous dependence theorem of FBSDE (3), respectively, which will be used to deduce the basic estimates for the state equation and adjoint equation (see Lemmas 10, 11, 12, and 14).

**Lemma 3.** Let Assumption 2 be satisfied. Then (3) admits a unique solution $(x(\cdot), y(\cdot), z(\cdot)) \in M^2[0, T]$.

The proof can be found in Peng and Wu [27].

**Lemma 4.** Let $(x(\cdot), y(\cdot), z(\cdot))$ and $(\overline{x}(\cdot), \overline{y}(\cdot), \overline{z}(\cdot))$ be the solutions of the FBSDE (3) corresponding to two given coefficients $(b, \sigma, f, h, a)$ and $(\overline{b}, \overline{\sigma}, \overline{f}, \overline{h}, \overline{a})$ which both satisfy Assumption 2, respectively. Then there exists a constant such that

\[
\| (\overline{x}(\cdot), \overline{y}(\cdot), \overline{z}(\cdot)) \|_{M^2[0, T]} \\
\leq K \left[ |a - \overline{a}|^2 \\
+ E \int_0^T \left| b(r, \overline{x}(r), \overline{y}(r), \overline{z}(r)) - \overline{b}(r, \overline{x}(r), \overline{y}(r), \overline{z}(r)) \right|^2 dr \right].
\]

3. Statement of the Problem and Basic Assumptions

Suppose that $U$ is a given compact convex subset of $\mathbb{R}^k$. The stochastic process $u(\cdot) : [0, T] \times \Omega \rightarrow \mathbb{R}^k$ is said to be admissible, if it is an $\mathcal{F}_t$-adapted process taking values in $U$. We denote all admissible controls by the set $\mathcal{A}$.

For any admissible control $u(\cdot) \in \mathcal{A}$, we consider the following controlled FBSDE:

\[
dx(s) = b(r, x(r), y(r), z(r), u(r)) dr \\
+ \sigma(r, x(r), y(r), z(r), u(r)) dB(r),
\]

\[
dy(r) = -f(r, x(r), y(r), z(r), u(r)) dr + z(r) dB(r),
\]

\[x(0) = a \in \mathbb{R}^n,\]

\[y(T) = h(x(T)),\]

with the performance functional

\[
J(u(\cdot)) = E \left[ \int_0^T l(t, x(t), y(t), z(t), u(t)) dt + \phi(x(T)) + y(0) \right].
\]

In the above, $b, \sigma, f, h, l, \phi,$ and $y$ are given random mappings. $b : [0, T] \times \Omega \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}_{m \times d} \times U \rightarrow \mathbb{R}^n, \sigma : [0, T] \times \Omega \times \mathbb{R}^n \times \mathbb{R}^{m \times d} \times \mathbb{R}_m \times \mathbb{R}^m \times \mathbb{R}_{m \times d} \times U \rightarrow \mathbb{R}_m, f : [0, T] \times \Omega \times \mathbb{R}^n \times \mathbb{R}^{m \times d} \times \mathbb{R}_m \times \mathbb{R}^m \times \mathbb{R}_{m \times d} \times U \rightarrow \mathbb{R}^1, h : \Omega \times \mathbb{R}^n \times \mathbb{R}^1, y : \Omega \times \mathbb{R}^m \times \mathbb{R}^1,$ and $\phi : \mathbb{R}^n \rightarrow \mathbb{R}^1$ are given measurable mappings.
The basic assumptions on coefficients \((b, \sigma, f, h, l, \phi, \gamma)\) are given as follows.

**Assumption 5.** (i) For any \(u \in U\), \((a, b, \sigma, f, h)\) satisfy Assumption 2. Moreover, \(b, f, \sigma\) are differentiable in \((x, y, z, u, \cdot)\), and the corresponding derivatives are continuous and uniformly bounded for all \((t, \omega) \in [0, T] \times \Omega\).

(ii) \(I : [0, T] \times \Omega \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \times U \rightarrow \mathbb{R}\) is continuous differentiable in \((x, y, z, u, \cdot)\), \(\phi : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}\) is continuous differentiable in \(x\), and \(\gamma : \Omega \times \mathbb{R}^m \rightarrow \mathbb{R}\) is continuous differentiable in \(y\). For all \((t, \omega) \in [0, T] \times \Omega\), there is a constant \(C\) such that, for every admissible pair \((u(\cdot), \Theta u(\cdot)) = (u(\cdot), x_u(\cdot), y_u(\cdot), z_u(\cdot))\),

\[
\|\Theta u(\cdot)\|_{L^2} \leq C. \tag{20}
\]

Before we conclude this section, let us recall the definition of the Clarke generalized gradient as well as Ekeland’s variational principle which will be used to prove our main results.

**Definition 8** (see Zhou [16]). Let \(X\) be a convex set in \(\mathbb{R}^d\) and let \(\eta(\cdot) : \rightarrow R\) be a locally Lipschitz function. At any given \(x \in X\), we define the generalized gradient of \(\eta\) as a set given by

\[
\partial_x \eta = \left\{ \xi : (x, y) \in X \times \mathbb{R}_+ \sup_{h} \frac{\eta(y + h \beta) - \eta(y)}{h}, \quad \text{for all } \beta \in \mathbb{R}^d \right\}. \tag{16}
\]

**Lemma 9** (Ekeland’s variational principle [29]). Suppose that \((S, d)\) is a complete metric space and \(\rho(\cdot) : S \rightarrow \mathbb{R}\) is bounded from below and lower-semi-continuous. For \(\varepsilon > 0\), let \(u^\varepsilon \in S\) satisfy the following inequality:

\[
\rho(u^\varepsilon) \leq \inf_{u \in S} \rho(u) + \varepsilon. \tag{17}
\]

Then, for any \(\lambda > 0\), there exists \(u^\lambda\) such that

1. \(\rho(u^\lambda) \leq \rho(u^\varepsilon)\),
2. \(d(u^\lambda, u^\varepsilon) \leq \lambda\),
3. \(\rho(u^\lambda) \leq \rho(u) + (\varepsilon/\lambda)d(u^\lambda, u)\), for all \(u \in S\).

**4. Some Prior Estimates for State Trajectories and Adjoint Equations**

In order to apply Ekeland’s variational principle to obtain our main result, we must define a distance \(d\) on the space of admissible controls such that \((\mathcal{A}, d)\) is a complete metric space. For any given \(v(\cdot), u(\cdot) \in \mathcal{A}\), we define

\[
d(v(\cdot), u(\cdot)) = E \left[ \int_0^T |v(r) - u(r)|^2 \, dr \right]^{1/2}. \tag{18}
\]

To simplify our notation, for any admissible control pair \((u(\cdot); x^u(\cdot), y^u(\cdot), z^u(\cdot))\), we set

\[
\Theta^u(t) := (x^u(t), y^u(t), z^u(t)). \tag{19}
\]

The following is devoted to proving the boundedness and continuity of the state and adjoint processes with the control processes under the metric (18). Note that, in the following, \(C\) is a generic constant, which may change from line to line.

**Lemma 10.** Let Assumption 5 be satisfied. Then there exists a constant \(C\) s.t. that, for every admissible pair \((u(\cdot); \Theta^u(\cdot)) = (u(\cdot); x^u(\cdot), y^u(\cdot), z^u(\cdot))\),

\[
\|\Theta^u(t)\|_{L^\infty} \leq C. \tag{20}
\]
Proof. Under Assumption 5, by the estimate (8), we have
\[
\|\Theta_u(\cdot)\|_{M^2} \leq C \left[ E \int_0^T \left| b(t, 0, 0, 0, u(t)) \right|^2 dt \\
+ E \int_0^T \left| \sigma(t, 0, 0, 0, u(t)) \right|^2 dt \\
+ E \int_0^T \left| f(t, 0, 0, 0, u(t)) \right|^2 dt \\
+ E|h(0)|^2 + |a|^2 \right] \\
\leq C \left[ E \int_0^T \left| b(t, 0, 0, 0, 0) \right|^2 dt \\
+ E \int_0^T \left| \sigma(t, 0, 0, 0, 0) \right|^2 dt \\
+ E \int_0^T \left| f(t, 0, 0, 0, 0) \right|^2 dt \\
+ E|h(0)|^2 + 1 + |a|^2 \right],
\]  
(21)
where the last inequality is obtained by the boundedness of the control domain \(U\). The proof is complete. \(\square\)

Lemma 11. Let Assumption 5 be satisfied. Then there is a positive constant \(C\) s.t. for any given two admissible pairs \((u(\cdot); \Theta^u(\cdot)) = (u(\cdot); x^u(\cdot), y^u(\cdot), z^u(\cdot))\) and \((v(\cdot); \Theta^v(\cdot)) = (v(\cdot); x^v(\cdot), y^v(\cdot), z^v(\cdot))\),
\[
\|\Theta^u(\cdot) - \Theta^v(\cdot)\|_{M^2} \leq C d(u(\cdot), v(\cdot))^2.
\]  
(22)
Proof. Under Assumption 5, from the estimate (7), we have
\[
\|\Theta^u(\cdot) - \Theta^v(\cdot)\|_{M^2} \leq C \left[ E \int_0^T \left| b(r, \Theta^u(r), u(r)) - b(r, \Theta^v(r), v(r)) \right|^2 dr \\
+ E \int_0^T \left| \sigma(r, \Theta^u(r), u(r)) - \sigma(r, \Theta^v(r), v(r)) \right|^2 dr \\
+ E \int_0^T \left| f(r, \Theta^u(r), u(r)) - f(r, \Theta^v(r), v(r)) \right|^2 dr \\
\right] \leq CE \int_0^T \left| u(r) - v(r) \right|^2 dr \\
= C d(u(\cdot), v(\cdot))^2,
\]  
(23)
where the second inequality is obtained by the mean value theorem and the boundedness of \(b_u, \sigma_u,\) and \(f_u\). The proof is complete. \(\square\)

We know that the adjoint process plays a key role in establishing stochastic maximum principle. In the following, we will study certain boundedness and continuity of adjoint processes with the control variable under the metric \(d\).

For a given admissible pair \((u(\cdot); \Theta^u(\cdot))\), corresponding adjoint process \(\Lambda^u(t) = (k^u(t), p^u(t), q^u(t))\) is defined as the solution to the following FBSDE:
\[
dk_t = -\left[ b^*_z(t, \Theta^u(t), u(t)) p_t + \sigma^*_z(t, \Theta^u(t), u(t)) q_t \\
- f^*_z(t, \Theta^u(t), u(t)) k_t \\
+ l_u(t, \Theta^u(t), u(t)) \right] dt \\
- \left[ b^*_x(t, \Theta^u(t), u(t)) p_t \\
+ \sigma^*_x(t, \Theta^u(t), u(t)) q_t \\
f^*_x(t, \Theta^u(t), u(t)) k_t \\
l_u(t, \Theta^u(t), u(t)) \right] dB_t,
\]
\[
dp_t = -\left[ b^*_x(t, \Theta^u(t), u(t)) p_t \\
+ \sigma^*_x(t, \Theta^u(t), u(t)) q_t \\
f^*_x(t, \Theta^u(t), u(t)) k_t \\
l_u(t, \Theta^u(t), u(t)) \right] dt + q_t dB_t,
\]
\[
k_0 = -y_u(0),
p_T = -h^u_z(x^u(T)) k(T) + \phi_u(x^u(T)),
0 \leq t \leq T.
\]  
(24)

The adjoint equation (24) is a linear FBSDE whose solution consists of \((p^u(t), q^u(t), k^u(t))\). Under Assumption 5, by Lemma 3, the adjoint equation has a unique solution \(\Lambda^u(t) = (k^u(t), p^u(t), q^u(t)) \in M^2\).

Next, the Hamiltonian \(H : [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \times U \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^{m \times d} \rightarrow \mathbb{R}\) is defined as follows:
\[
\begin{aligned}
H(t, x, y, z, u, k, p, q) &= (k, -f(t, x, y, z, u)) + (p, b(t, x, y, z, u)) \\
&\quad + (q, \sigma(t, x, y, z, u)) + l(t, x, y, z, u).
\end{aligned}
\]  
(25)

Then (24) can be rewritten in Hamiltonian system as follows:
\[
dk(t) = -H_x(t, \Theta^u(t), u(t), \Lambda^u(t)) dt \\
- H_z(t, \Theta^u(t), u(t), \Lambda^u(t)) dB(t),
\]
\[
dp(t) = -H_x(t, \Theta^u(t), u(t), \Lambda^u(t)) dt + q(t) dB(t),
\]
\[
k_0 = -y_u(0),
p_T = -h^u_z(x^u(T)) k(T) + \phi_u(x^u(T)).
\]  
(26)

Lemma 12. Let Assumption 5 be satisfied. Then there is a constant \(C\) s.t. for all control pairs \((u(\cdot); \Theta(\cdot)) = (u(\cdot); x^u(\cdot), y^u(\cdot), z^u(\cdot));\) it holds
\[
\|\Lambda^u(\cdot)\|_{M^2} \leq C.
\]  
(27)
Proof. Under Assumption 5, by the estimate (8), we have
\[
\|\Lambda^u (\cdot)\|_{\mathcal{B}^2} \leq C \left\{ E \int_0^T |l_s (r, \Theta^u (r), u (r))|^2 \, dr \\
+ E \int_0^T |l_p (r, \Theta^u (r), u (r)))|^2 \, dr \\
+ E |l_y (r, \Theta^u (r), u (r))|^2 \, dr \\
+ E |\phi_x (\chi^u (T))|^2 + E |\phi_x (\chi^u (0))|^2 \right\}
\]
\[
\leq C \left\{ \|\Theta^u (\cdot)\|_{\mathcal{B}^2} + 1 \right\} \leq C,
\]
where the last inequality is obtained by Lemma 10. The proof is complete. \(\square\)

Assumption 13. There is a constant \(C > 0\) s.t. for every \((t, \theta, u) = (t, x, y, z, u), (t, \tilde{\theta}, \tilde{u}) = (t, \bar{x}, \bar{y}, \bar{z}, \bar{u}) \in ]0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \times U\) and as.s. \(\omega \in \Omega,\)
\[
|l_s (t, \theta, u) - l_s (t, \tilde{\theta}, \tilde{u})| \leq C (|\tilde{x}| + |\tilde{z}| + |\tilde{y}| + |\tilde{u}|),
\]
\[
|\phi_x (x) - \phi_x (\tilde{x})| \leq C |x|,
\]
\[
|y_j (y) - y_j (\tilde{y})| \leq C |y|,
\]
where \(\alpha = x, y, z, u, u.\)

Lemma 14. Let Assumptions 5 and 13 be satisfied. Let \(\Lambda^u (\cdot) = (k^u (\cdot), p^u (\cdot), q^u (\cdot))\) and \(\Lambda^v (\cdot) = (k^v (\cdot), p^v (\cdot), q^v (\cdot))\) be adjoin processes corresponding to two admissible pairs \((u(\cdot); \Theta^u (\cdot)) = (u(\cdot); x^u (\cdot), y^u (\cdot), z^u (\cdot))\) and \((v(\cdot); \Theta^v (\cdot)) = (v(\cdot); x^v (\cdot), y^v (\cdot), z^v (\cdot)),\) respectively. Then we have
\[
\|\Lambda^u (\cdot) - \Lambda^v (\cdot)\|_{\mathcal{B}^2} \leq C d(u (\cdot), v (\cdot))^2.
\]
Proof. Under Assumptions 5 and 13, from the estimate (7), we have
\[
\|\Lambda^u (\cdot) - \Lambda^v (\cdot)\|_{\mathcal{B}^2}^2 \\
\leq C \left\{ E \int_0^T |l_s (r, \Theta^u (r), u (r)) + l_s (r, \Theta^v (r), v (r)) - l_s (r, \Theta^v (r), v (r))|^2 dr \\
+ E |l_p (r, \Theta^u (r), u (r))) + l_p (r, \Theta^v (r), v (r)) - l_p (r, \Theta^v (r), v (r)))|^2 dr \\
+ E |l_y (r, \Theta^u (r), v (r)) - l_y (r, \Theta^u (r), v (r)))|^2 dr \\
+ E |\phi_x (\chi^u (T)) - \phi_x (\chi^v (T)))|^2 + E |\phi_x (\chi^u (0)) - \phi_x (\chi^v (0)))|^2 \right\} \\
\leq C \left\{ \|\Theta (\cdot) - \Theta (\cdot)\|_{\mathcal{B}^2} + E \int_0^T |u (r) - v (r)|^2 dr \right\} \\
\leq C d(u (\cdot), v (\cdot))^2,
\]
where the last inequality is obtained by Lemma 11 directly. \(\square\)

5. A Variational Formula

The purpose of this section is to obtain a variational formula for the cost functional (10). For any two given control pairs \((\bar{u}(\cdot); \Theta^{\bar{u}} (\cdot)) = (\bar{u}(\cdot); x^{\bar{u}} (\cdot), y^{\bar{u}} (\cdot), z^{\bar{u}} (\cdot))\) and \((u(\cdot); \Theta^u (\cdot)) = (u(\cdot); x^u (\cdot), y^u (\cdot), z^u (\cdot)),\) from the convex property of the control domain \(U,\) we can define an admissible control process as follows:
\[
u^\delta (\cdot) = \bar{u}(\cdot) + \delta (u (\cdot) - \bar{u}(\cdot)), \quad 0 \leq \delta \leq 1.
\]

We denote the corresponding state process by \(\Theta^{\nu^\delta} (\cdot) = (x^{\nu^\delta} (\cdot), y^{\nu^\delta} (\cdot), z^{\nu^\delta} (\cdot)).\)

In the following, using the Hamiltonian \(H (\text{see (25)})\) and adjoint process \(\Lambda^{\nu^\delta} (\cdot) = (k^{\nu^\delta} (\cdot), p^{\nu^\delta} (\cdot), q^{\nu^\delta} (\cdot))\) associated with the admissible control pair \((\bar{u}(\cdot); \Theta^{\bar{u}} (\cdot)),\) we will state and prove a presentation for the difference \(J(u^\delta (\cdot)) - J(\bar{u}(\cdot)).\)

Lemma 15. Let Assumption 5 be satisfied. Then we get
\[
J(u^\delta (\cdot)) - J(\bar{u}(\cdot)) \\
= E \int_0^T \left[ H (r, \Theta^{\nu^\delta} (r), u^\delta (r), \Lambda^{\nu^\delta} (\cdot)) - H (r, \Theta^{\bar{u}} (r), \bar{u}(r), \Lambda^{\bar{u}} (\cdot)) \right. \\
- \left. H (r, \Theta^{\bar{u}} (r), \bar{u}(r), \Lambda^{\bar{u}} (\cdot)) \right] \\
- \left[ \left( x^{\nu^\delta} (r) - x^{\bar{u}} (r) \right) \right] \\
- \left[ \left( y^{\nu^\delta} (r) - y^{\bar{u}} (r) \right) \right] \\
- \left[ \left( z^{\nu^\delta} (r) - z^{\bar{u}} (r) \right) \right] \\
- \left[ \left( x^{\bar{u}} (0) - x^{\bar{u}} (0) \right) \right] \\
- \left[ \left( y^{\bar{u}} (0) - y^{\bar{u}} (0) \right) \right] \\
- \left[ \left( z^{\bar{u}} (0) - z^{\bar{u}} (0) \right) \right] \\
\leq E \left[ \left( x^{\nu^\delta} (T) - x^{\bar{u}} (T) \right) \right] \\
- \left[ \left( x^{\bar{u}} (T) - x^{\bar{u}} (T) \right) \right] \\
= E \left[ \left( y^{\nu^\delta} (T) - y^{\bar{u}} (T) \right) \right] \\
- \left[ \left( y^{\bar{u}} (T) - y^{\bar{u}} (T) \right) \right] \\
= E \left[ \left( z^{\nu^\delta} (T) - z^{\bar{u}} (T) \right) \right] \\
- \left[ \left( z^{\bar{u}} (T) - z^{\bar{u}} (T) \right) \right] \\
\leq \beta (u^\delta (\cdot)).
\]
Proof. Applying the definitions of \( J(u(\cdot)) \) and Hamilton \( H \), we obtain
\[
J(u^\delta(\cdot)) - J(\bar{u}(\cdot))
= E \int_0^T \left[ H \left( r, \Theta^u(r), u^\delta(r), \Lambda^\bar{u}(r) \right) - H \left( r, \Theta^u(r), \bar{u}(r), \Lambda^\bar{u}(r) \right) 
- b \left( r, \Theta^{\hat{u}}(r), u^\delta(r) \right)
- \left( \sigma \left( r, \Theta^u(r), u^\delta(r) \right) \right)
\right.
\begin{align*}
&+ \left( f \left( r, \Theta^u(r), u^\delta(r) \right) \right)
&\left( f \left( r, \Theta^{\hat{u}}(r), \bar{u}(r), \Lambda^\bar{u}(r) \right) \right)
\left. \right] dr
+ E \left[ \phi \left( x^u(T) \right) - \phi \left( x^\bar{u}(T) \right) \right]
+ E \left[ y \left( y^u(0) \right) - y \left( y^\bar{u}(0) \right) \right].
\end{align*}
\]
(34)

Applying Itô formula to \((p^u(r), x^u(r) - x^\bar{u}(r)) + (k^\bar{u}(r), y^u(r) - y^\bar{u}(r))\), we have
\[
E \int_0^T \left[ b \left( r, \Theta^u(r), u^\delta(r) \right) - b \left( r, \Theta^u(r), \bar{u}(r), \Lambda^\bar{u}(r) \right) 
- \left( \sigma \left( r, \Theta^u(r), u^\delta(r) \right) \right)
\right.
\begin{align*}
&+ \left( f \left( r, \Theta^u(r), u^\delta(r) \right) \right)
&\left( f \left( r, \Theta^{\hat{u}}(r), \bar{u}(r), \Lambda^\bar{u}(r) \right) \right)
\left. \right] dr
+ E \left[ \phi \left( x^u(T) \right) - \phi \left( x^\bar{u}(T) \right) \right]
+ E \left[ y \left( y^u(0) \right) - y \left( y^\bar{u}(0) \right) \right].
\end{align*}
\]
(35)

Now putting (35) into (34), we deduce the fact that (33) holds. The proof is complete. \(\square\)

Remark 16. According to the above proof, it is easy to check that \(u^\delta(\cdot)\) can be changed as any admissible control and need not have the form of the convex variation \(u^\delta(\cdot) = \bar{u}(\cdot) + \delta(u(\cdot) - \bar{u}(\cdot))\).

Now we state and prove the variational formula for the cost functional (10) as follows.

**Theorem 17.** Suppose that Assumption 5 holds. Let \(\bar{u}(\cdot)\) be any given admissible control. Then we have
\[
\frac{d}{d\delta} J(u(\cdot) + \delta(u(\cdot) - \bar{u}(\cdot))) |_{\delta=0} := \lim_{\delta \to 0} \frac{J(u(\cdot) + \delta(u(\cdot) - \bar{u}(\cdot))) - J(u(\cdot))}{\delta} = E \int_0^T H_u(r, \Theta^{\bar{u}}(r), \bar{u}(r), \Lambda^\bar{u}(r), u(\cdot) - \bar{u}(\cdot)) dr,
\]
(36)

where \(u(\cdot)\) is any given admissible control and \(\delta > 0\).

Proof. Define \(u^\delta(\cdot) = \bar{u}(\cdot) + \delta(u(\cdot) - \bar{u}(\cdot))\); by Lemma 15, we have
\[
J(u^\delta(\cdot)) - J(\bar{u}(\cdot)) = J(\bar{u}(\cdot)) + \delta \left( u(\cdot) - \bar{u}(\cdot) \right)
= E \int_0^T H_u(r, \Theta^{\bar{u}}(r), \bar{u}(r), \Lambda^\bar{u}(r), u(\cdot) - \bar{u}(\cdot)) dr
\]
\[
+ \beta^{(u^\delta, \bar{u})} - E \int_0^T H_u(r, \Theta^{\bar{u}}(r), \bar{u}(r), \Lambda^\bar{u}(r), u(\cdot) - \bar{u}(\cdot)) \times \left( u^\delta(\cdot) - \bar{u}(\cdot) \right) dr.
\]
(37)

Applying Lemma 11 and Assumption 5, we get
\[
\beta^{(u^\delta, \bar{u})} - E \int_0^T H_u(r, \Theta^{\bar{u}}(r), \bar{u}(r), \Lambda^\bar{u}(r)) \times \left( u^\delta(\cdot) - \bar{u}(\cdot) \right) dr = o(\delta).
\]
(38)
Hence, by (38) and (37), we get
\begin{align*}
\lim_{\delta \to 0} \frac{J(u^\delta(\cdot)) - J(u(\cdot))}{\delta} &= E \int_0^T \left( H_u(r, \Theta^\delta(r), \overline{u}(r), \Lambda^\delta(r)), v(r) - \overline{u}(r) \right) dr.
\end{align*}
(39)

The proof is complete. \qed

\section{6. Necessary Conditions for Near-Optimality}

In this section, we will state and prove our main results, that is, the stochastic maximum principle of the near-optimal control of Problem PRO. Moreover, we give the additional assumption as follows.

\textbf{Assumption 18.} There is a constant $C > 0$ s.t. for all $(t, x, y, z, \overline{x}, \overline{y}, \overline{z}, u, \overline{u})$ and a.s. $\omega \in \Omega$,\n\begin{align*}
\left| l(t, x, y, z, u) - l(t, \overline{x}, \overline{y}, \overline{z}, u) \right| &\leq C \left( |\overline{x}| + |\overline{y}| + |\overline{z}| + ||\overline{u}|| \right).
\end{align*}
(40)

\textbf{Theorem 19.} Suppose that Assumptions 5 and 13 hold. Let $(u^\varepsilon(\cdot); \Theta^\varepsilon(\cdot)) = (u^\varepsilon(\cdot), x^\varepsilon(\cdot), y^\varepsilon(\cdot), z^\varepsilon(\cdot))$ be $\varepsilon$-optimal pair of problem PRO. Then, for any given $\varepsilon > 0$, there is a positive constant $C$ s.t.:\n\begin{align*}
H_u(r, \Theta^\varepsilon(r), u^\varepsilon(r), \Lambda^\varepsilon(r)) \cdot (u - u^\varepsilon(r)) &\leq -Ce^{1/2},
\end{align*}
(41)

where $\Lambda^\varepsilon(\cdot) = (k^\varepsilon(\cdot), p^\varepsilon(\cdot), q^\varepsilon(\cdot))$ is the adjoint process corresponding to $(u^\varepsilon(\cdot); \Theta^\varepsilon(\cdot))$.

\textbf{Proof.} By Lemma II and Assumption 13, we can deduce the fact that $J(u(\cdot))$ is continuous on $\mathcal{A}$ with respect to the metric (18). Using Ekeland’s variational principle (see [16]) with $\delta = e^{1/2}$, there exists an admissible pair $(\overline{u}(\cdot); \overline{\Theta}(\cdot)) = (\overline{u}(\cdot), \overline{x}(\cdot), \overline{y}(\cdot), \overline{z}(\cdot))$ such that\n\begin{align*}
d (u^\varepsilon(\cdot), \overline{u}(\cdot)) &\leq e^{1/2},
\end{align*}
(42)
\begin{align*}
J(u(\cdot)) - J(\overline{u}(\cdot)) &\geq -e^{1/2} d (u(\cdot), \overline{u}(\cdot)),
\end{align*}
(43)

\forall u \in \mathcal{A}.

Now we define a convex perturbed control $u^{\varepsilon h}(\cdot)$ of $\overline{u}(\cdot)$ as\n\begin{align*}
u^{\varepsilon h}(\cdot) = \overline{u}(\cdot) + h(\overline{u}(\cdot) - u(\cdot)),
\end{align*}
(44)

where $u(\cdot) \in \mathcal{A}$ is an arbitrary given admissible control and $0 \leq h \leq 1$.

Then by the variational formula (36), (43), and the fact that\n\begin{align*}
d (u^{\varepsilon h}(\cdot), \overline{u}(\cdot)) &\leq Ch,
\end{align*}
(45)

we have\n\begin{align*}
E \int_0^T H_u(t, \Theta^\varepsilon(\cdot), u^\varepsilon(\cdot), \overline{u}(\cdot), \Lambda^\varepsilon(\cdot)) \cdot (u(r) - u^\varepsilon(t)) dt
\end{align*}
\begin{align*}
&= \lim_{\varepsilon \to 0^+} \frac{J(u^{\varepsilon h}(\cdot)) - J(\overline{u}(\cdot))}{h}
\end{align*}
\begin{align*}
&\geq -e^{1/2} d (u^{\varepsilon h}(\cdot), \overline{u}(\cdot))
\end{align*}
\begin{align*}
&\geq -Ce^{1/2},
\end{align*}
(46)

where $\overline{\Lambda}(\cdot) = (\overrightarrow{\rho}(\cdot), \overrightarrow{\rho}(\cdot), \overrightarrow{\Lambda}(\cdot))$ is the adjoint process corresponding to $(\overline{u}(\cdot); \overline{\Theta}(\cdot))$.

Now in order to obtain the optimal condition (41), we now have to estimate the following formula:
\begin{align*}
I^\varepsilon := E \int_0^T H_u(t, \Theta^\varepsilon(\cdot), u^\varepsilon(\cdot), \Lambda^\varepsilon(\cdot)) \cdot (u(r) - u^\varepsilon(\cdot)) dr
\end{align*}
\begin{align*}
- E \int_0^T H_u(t, \overline{\Theta}(\cdot), \overline{u}(\cdot), \overline{\Lambda}(\cdot)) \cdot (u(r) - \overline{u}(\cdot)) dr.
\end{align*}
(47)

First, by adding and subtracting $E \int_0^T H_u(t, \Theta^\varepsilon(\cdot), u^\varepsilon(\cdot), \Lambda^\varepsilon(\cdot)) \cdot (u(r) - u^\varepsilon(\cdot)) dr$

\begin{align*}
I^\varepsilon &= E \int_0^T H_u(t, \Theta^\varepsilon(\cdot), u^\varepsilon(\cdot), \Lambda^\varepsilon(\cdot)) \cdot (u(r) - u^\varepsilon(\cdot)) dr
\end{align*}
\begin{align*}
+ E \int_0^T H_u(t, \Theta^\varepsilon(\cdot), u^\varepsilon(\cdot), \Lambda^\varepsilon(\cdot)) \cdot \left(-H_u(t, \overline{\Theta}(\cdot), \overline{u}(\cdot), \overline{\Lambda}(\cdot)) \right) dr.
\end{align*}
(48)

Next, using Lemmas II and 14 and (42), we have\n\begin{align*}
|I^\varepsilon| \leq CE \int_0^T |H_u(t, \Theta^\varepsilon(\cdot), u^\varepsilon(\cdot), \Lambda^\varepsilon(\cdot))|
\end{align*}
\begin{align*}
- H_u(t, \overline{\Theta}(\cdot), \overline{u}(\cdot), \overline{\Lambda}(\cdot)) \big| dr.
\end{align*}
\begin{align*}
\leq CE \int_0^T |H_u(t, \Theta^\varepsilon(\cdot), u^\varepsilon(\cdot), \Lambda^\varepsilon(\cdot))|
\end{align*}
\begin{align*}
- H_u(t, \overline{\Theta}(\cdot), \overline{u}(\cdot), \overline{\Lambda}(\cdot)) \big| dr.
\end{align*}
\begin{align*}
+ CE \int_0^T |H_u(t, \Theta^\varepsilon(\cdot), u^\varepsilon(\cdot), \Lambda^\varepsilon(\cdot))|
\end{align*}
\begin{align*}
- H_u(t, \overline{\Theta}(\cdot), \overline{u}(\cdot), \overline{\Lambda}(\cdot)) \big| dr.
\end{align*}
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\[
\leq C \left( E \sup_{0 \leq r \leq T} |x_\epsilon(r) - x(r)|^2 \right)^{1/2} \\
+ C \left( E \sup_{0 \leq r \leq T} |y_\epsilon(r) - y(r)|^2 \right)^{1/2} \\
+ C \left( E \int_0^T |\tilde{u}_\epsilon(r) - \tilde{u}(r)|^2 dr \right)^{1/2} \\
+ \left( E \sup_{0 \leq r \leq T} |K^r_\epsilon(r) - K^r(r)|^2 \right)^{1/2} \\
\leq C \left( E \int_0^T |\tilde{u}_\epsilon(r) - u(r)|^2 dr \right)^{1/2} \leq C \epsilon^{1/2}.
\]

(49)

Then, combining Schwarz’s inequality and Lemmas 10 and 12 and (42), we have

\[
|I_1^\epsilon| \leq E \left( \int_0^T |H_{u_{\epsilon}}(t, \Theta_\epsilon^r(r), u_\epsilon(r), \Lambda_\epsilon(r))|^2 dr \right)^{1/2} \\
\times \left( E \int_0^T |\tilde{u}_\epsilon(r) - u_\epsilon(r)|^2 dr \right)^{1/2} \\
\leq C \left( E \int_0^T |\tilde{u}(t) - u_\epsilon(r)|^2 dr \right)^{1/2} \leq C \epsilon^{1/2}.
\]

(50)

Therefore, combining (46), (47), (49), and (50), we have

\[
E \int_0^T H_{u_{\epsilon}}(r, \Theta_\epsilon^r(r), u_\epsilon(r), \Lambda_\epsilon(r)) \cdot (u_\epsilon(r) - u_\epsilon(r)) dr \\
= E \int_0^T H_u(t, \Theta^r(t), \tilde{u}_\epsilon(r), \tilde{u}(r), \tilde{K}(r)) \\
\cdot (u_\epsilon(r) - \tilde{u}_\epsilon(r)) dr + I_1^\epsilon \\
= E \int_0^T H_u(r, \Theta^r(r), \tilde{u}_\epsilon(r), \tilde{u}(r), \tilde{K}(r)) \\
\cdot (u_\epsilon(r) - \tilde{u}(r)) dr + I_1^\epsilon + I_2^\epsilon \\
\geq -C \epsilon^{1/2}
\]

which implies that (41) holds. The proof is complete. □

7. Sufficient Optimality Conditions

In this section, we will show that, under certain convex conditions, the near-maximum condition of the Hamiltonian function in the integral form is sufficient for near-optimality.

\[\text{Theorem 20. Under Assumption 5, let } (u_\epsilon; \Theta_\epsilon(\cdot)) = (u_\epsilon(\cdot); x_\epsilon(\cdot), y_\epsilon(\cdot), z_\epsilon(\cdot)) \text{ be an admissible pair with } y(T) = Mx^\epsilon(T), M \in L^\infty(\Omega, \mathcal{F}_T, P, \mathbb{R}^{m \times n}). \text{ Let } \Lambda_\epsilon(\cdot) = (p_\epsilon(\cdot), q_\epsilon(\cdot), k_\epsilon(\cdot)) \text{ be the adjoint process associated with } (u_\epsilon(\cdot); \Theta_\epsilon(\cdot)). \text{ Assume that for all } (t, \omega) \in [0, T] \times \Omega, H(t, x, y, z, u, \Lambda_\epsilon(t)) \text{ is convex in } (x, y, z, u), \gamma(y) \text{ is convex in } y, \text{ and } \phi(x) \text{ is convex in } x, \text{ respectively, and for some } \epsilon, \text{ the optimality conditions,}
\]

\[
E \int_0^T H(r, \Theta^r(r), u_\epsilon(r), \Lambda_\epsilon(r)) dr \\
\leq E \inf_{u(\cdot) \in A} \int_0^T H(r, \Theta^r(r), u(r), \Lambda_\epsilon(r)) dr + \epsilon,
\]

hold. Then

\[
J(u(\cdot)) = \inf_{u(\cdot) \in A} J(u(\cdot)) + C_1 \epsilon^{1/2},
\]

where \(C_1\) is a constant independent of \(\epsilon\).

\[\text{Proof. In the following, } C_1 \text{ is a constant which may change from line to line and is independent of } \epsilon.
\]

According to Lemma 15, we deduce the fact that

\[
J(u(\cdot)) - J(u_\epsilon(\cdot)) = E \int_0^T [H(t, \Theta^u(r), u(r), \Lambda^\epsilon(r)) \\
- H(r, \Theta^u(r), u_\epsilon(r), \Lambda^\epsilon(r)) \\
- H_u(r, \Theta^u(r), u_\epsilon(r), \Lambda^\epsilon(r)) \\
\times (x(u(r) - x_\epsilon(r)) \\
- H_y(r, \Theta^u(r), u_\epsilon(r), \Lambda^\epsilon(r)) \\
\times (y(u(r) - y_\epsilon(r)) \\
- H_z(r, \Theta^u(r), u_\epsilon(r), \Lambda^\epsilon(r)) \\
\times (z(u(r) - z_\epsilon(r)) \\
+ E \left[ \phi(x^u(T)) - \phi(x_\epsilon(T)) \right] \\
- \Phi_x(x^u(T)) \cdot (x^u(T) - x_\epsilon(T)) \\
+ E \left[ \gamma(y^u(0)) - \gamma(y_\epsilon(0)) \right] \\
- \gamma_y(y^u(0)) \cdot (y^u(0) - y_\epsilon(0)) \right],
\]

where \((u(\cdot); x^u(\cdot), y^u(\cdot), z^u(\cdot))\) are any given admissible control pairs. By the convexity of \(H, \phi, \text{ and } \gamma, \text{ we have}

\[
H(t, \Theta^u(r), u(r), \Lambda^\epsilon(r)) \\
- H(r, \Theta^u(r), u_\epsilon(r), \Lambda^\epsilon(r)) \\
\geq H_x(r, \Theta^u(r), u_\epsilon(r), \Lambda^\epsilon(r)) (x(u(r) - x_\epsilon(r))
\]
Applying Proposition 2.3.2 in [30], we have
\[0 \in \partial_u H(t, \Theta^\varepsilon(r), \overline{u}^\varepsilon(r), \Lambda^\varepsilon(r)) \]
\[= \partial_u H(t, \Theta^\varepsilon(r), \overline{u}^\varepsilon(r), \Lambda^\varepsilon(r)) \subseteq \partial_u H(t, \Theta^\varepsilon(r), \overline{u}^\varepsilon(r), \Lambda^\varepsilon(r)) + [-e^{-1/2} \tilde{v}(r), e^{1/2} \tilde{v}(r)],\]
which implies that there exists \( \beta^\varepsilon(r) \in [-e^{-1/2} \tilde{v}(r), e^{1/2} \tilde{v}(r)] \) such that
\[H_u(r, \Theta^\varepsilon(r), \overline{u}^\varepsilon(r), \Lambda^\varepsilon(r)) + \beta^\varepsilon(r) = 0.\]
Therefore, under Assumptions 13 and 5,
\[|H_u(r, \Theta^\varepsilon(r), \overline{u}^\varepsilon(r), \Lambda^\varepsilon(r))| + \beta^\varepsilon(r) = 0.\]

Therefore, the rest of the proof is only to estimate the term \( H_u(r, \Theta^\varepsilon(r), \overline{u}^\varepsilon(r), \Lambda^\varepsilon(r)) \) to this end, for a given \( \varepsilon > 0 \), let us introduce a new metric \( \overline{d} \) on \( \mathcal{A} \) as follows:
\[\overline{d}(u(\cdot), u'(\cdot)) = \mathbb{E} \int_0^T \tilde{v}(r)||u(r) - u'(r)||dr,\]
where
\[\tilde{v}(r) = 1 + |p^\varepsilon(r)| + |q^\varepsilon(r)| + |k^\varepsilon(r)| \geq 1.\]

Now on \( \mathcal{A} \) we define a new functional \( F \) by
\[F(u(\cdot)) = \mathbb{E} \int_0^T H(r, \Theta^\varepsilon(r), u(r), \Lambda^\varepsilon(r))dr.\]

It is easy to check that
\[|F(u(\cdot)) - F(u'(\cdot))| \leq C \mathbb{E} \int_0^T \tilde{v}(r)||u(r) - u'(r)||dr.\]

Therefore \( F \) is continuous on \( \mathcal{A} \) with respect to metric \( \overline{d} \).

Using (52) and Ekeland’s variational principle, we can find an admissible control \( \overline{u}^\varepsilon(\cdot) \in \mathcal{A} \) such that
\[\overline{d}(u^\varepsilon(\cdot), \overline{u}^\varepsilon(\cdot)) \leq \varepsilon^{1/2},\]
\[\mathbb{E} \int_0^T \overline{H}(r, \Theta^\varepsilon(r), \overline{u}^\varepsilon(r), \Lambda^\varepsilon(r)) = \max_{u(\cdot) \in \mathcal{A}} \mathbb{E} \int_0^T \overline{H}(r, \Theta^\varepsilon(r), u(r), \Lambda^\varepsilon(r)),\]
where
\[\overline{H}(r, \Theta^\varepsilon(r), u(r), \Lambda^\varepsilon(r)) = H(t, \Theta^\varepsilon(r), u(r), \Lambda^\varepsilon(r)) - \varepsilon^{1/2} \tilde{v}(r)||u(r) - \overline{u}^\varepsilon(r)||.\]

By standard methods, the maximum condition (52) implies that
\[\overline{H}(t, \Theta^\varepsilon(r), \overline{u}^\varepsilon(r), \Lambda^\varepsilon(r)) = \max_{u(\cdot) \in \mathcal{A}} \mathbb{E} \int_0^T \overline{H}(t, \Theta^\varepsilon(r), u(r), \Lambda^\varepsilon(r)),\]
a.e. \((r, \omega) \in [0, T] \times \Omega.\]

8. Conclusion

This paper is the near-optimal control problem for a stochastic system driven by fully coupled FBSDEs. Stochastic maximum principle and verification theory of the near-optimal control are obtained. The control variable appears in both drift and diffusion coefficients of the FBSDEs. The control domain is assumed to be convex. The reviewers suggest that the data-driven control has extensive applications in industry and finance (see, e.g., [31–33] and the references therein) and the model discussed in this present paper may have the potential to achieve more practical oriented results under data-driven framework. Some investigations on this topic will be studied and carried out in our future publications.
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