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The problem of reactive power control for mains-side inverter (MSI) in doubly fed induction generator (DFIG) is studied in this paper. To accommodate the modelling nonlinearities and inherent uncertainties, a novel robust adaptive control algorithm for MSI is proposed by utilizing Lyapunov theory that ensures asymptotic stability of the system under unpredictable external disturbances and significant parametric uncertainties. The distinguishing benefit of the aforementioned scheme consists in its capabilities to maintain satisfactory performance under varying operation conditions without the need for manually redesigning or reprogramming the control gains in contrast to the commonly used PI/PID control. Simulations are also built to confirm the correctness and benefits of the control scheme.

1. Introduction

Doubly fed induction generator (DFIG) enjoys more noticeable advantages compared with other kinds of wind generators [1]. For example, by keeping the rotor current frequency at a constant level, DFIG can produce nearly constant power from the stator, and by keeping an optimal tip-speed ratio, DFIG is able to capture the maximum wind power at different wind speeds [2]. A wind power generation system equipped with DFIG requires a converter with only one-third of the power rating, leading to a less expensive system with reduced power loss [3]. DFIG can also control reactive power separately from active power with a reasonable adoption of orientation frame [4]. Especially, DFIG can stabilize the power network voltage by providing some controllable reactive power, thus improving power factor or voltage characteristics [5].

Researches on the blackout in Canada and America in 2003 indicated that if reactive power was provided in time the cascaded outages of several power system devices might have been avoided. Reactive power is closely related to voltage level and power factor (pf) and terminal voltage. To prevent power network instability problem, some power companies have proposed several standards which must be strictly met when the wind generators connect to the system [6]. Therefore, reactive power control in DFIG for wind turbines has become a research topic of theoretical and practical importance that has attracted considerable attention during the past decade, leading to a number of technical results on reactive power control of DFIG in wind turbines. Brekken and Mohan [7] deal with the harmonic component on the frame with a low bandwidth filter. A PI and a state space based controller for reactive power are studied by Machmoum et al. [8]. The limitation of generation capability on both converters of DFIG is analysed in Engelhardt et al. [9]. Slootweg et al. [10] study the voltage control scheme by reactive power compensation on the RSI, without considering reactive power generation ability of grid-side inverter (MSI). In Tapia et al. [11] a similar problem is investigated in which MSI contribution to voltage control is ignored. It should be noted that MSI can be the main reactive compensator as a STATCOM as shown in Kayikci and Milanovic [12].
This paper proposes a computationally inexpensive control algorithm for controlling reactive power in DFIG for wind turbines. The main interest in the mentioned method is primarily motivated by some practical implementation situations, where algorithm cost-effectiveness appears to be the prior concern. Meanwhile, there exist the possibilities that the system parameters and dynamics are not always fully available for the sake of some constraints. A dynamic model which reflects the electrical connection effects of the MSI of DFIG wind turbine system is established in this paper. Inspired by the recent work on using core information for control design [19], a simple yet effective robust adaptive control scheme is developed. The superior features of the resultant control scheme consist in the significance in dealing with unpredictable lumped disturbances and simple structure. In fact, only little information of the parameters/dynamics is necessary for the construction of the control algorithm. Meanwhile complicated and painful trial-and-error process for control gains determination is no longer needed. These friendly advantages are favourable in practical implementations.

2. System Topology and Dynamic Equations

Drive topologies of DFIG have been intensively studied in the literature [13]. Drive topology of DFIG containing the current and power flow is shown in Figure 1. Wind power captured from the wind turbine transfers into electric power through the gear box and the induction generator. The induction generator is quite special since it has a dual converter which is made of electric devices such as IGBTs. The size of the converter is determined according to the desired speed range. With a proper control for the RSI and MSI, the separate control of reactive power from active power is achieved. The DFIG employs some inductors between the rotor terminals and the RSI as filters. In order to suppress harmonics, output filters are also used in the DFIG.

2.1. Voltage Orientation. Considering the deep coupling nature between reactive and active power, a well-chosen orientation can help to control the two variables independently. In this paper, the coordinate system rotates synchronously along with mains voltage vector. By adopting the phase-locked loop (PLL) scheme [20], the mains voltage vector is well tracked by $d$-axis in the frame. Thus we obtain $u_{N} = u_{Nd}$ and $u_{Nq} = 0$. Based on such voltage orientation, current components on the $q$- and $d$-axis are considered, separately, as reactive component and active component. Thus the $q$-axis current component is responsible for controlling the reactive power production which will be used in later discussion. This implication is illustrated in Figure 2, and $\omega_{N}$ is the angular speed of $u_{N}$.

2.2. Generator Model. In this work, we follow the modelling methods as described in Rabelo et al. [13]. The stator voltage frequency is the same as the net frequency; that is, $\omega_{N} = \omega_{S}$, and the slip frequency is determined by $\omega_{r} = S \omega_{N}$. $u_{s}$ and
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\( 3.1. Current Inner Loop Control. \) This is a cross-coupled 2D problem. The transfer function of the plant \( G_{i}(s) \) is described as

\[
G_{i}(s) = \frac{K_{i}}{sT_{i} + 1},
\]

where \( K_{i} = 1/R \) and \( T_{i} = L/R \). The transfer functions are identical on both \( d \) and \( q \) axes. The time delay of signal pre-conditioning and processing can be regarded as a small time constant \( T_{sum} \ll T_{i} \). Note that \( T_{sum} \) is small and its accurate value is normally difficult to obtain. The first-order transfer function of such time constant part is described as

\[
G_{sum}(s) = \frac{1}{sT_{sum} + 1}.
\]

By utilizing of a simple controller \( G_{Ri} \), the following open-loop transfer function is established:

\[
G_{oi}(s) = G_{Ri} G_{sum} = K_{Ri} \frac{sT_{li}}{sT_{li}} \frac{1}{sT_{li}} \frac{1}{sT_{sum} + 1},
\]

where \( K_{Ri} \) is the differential parameter and \( T_{li} \) is the integrated time.

2.3. LC Filter Model. Considering the inverter synchronized with the mains voltage and ignoring the voltage drop on the \( L_{c} \), the MSI output current dynamics can be described as follows:

\[
u_{Nq} = R_{f} i_{rq} + L_{f} \frac{d i_{rq}}{dt} - w_{N} L_{f} i_{rd} + u_{nq}, \quad (6)
\]

\[
u_{Nd} = R_{f} i_{rd} + L_{f} \frac{d i_{rd}}{dt} - w_{N} L_{f} i_{rq} + u_{nd}. \quad (7)
\]

The block diagram in Figure 1, together with the above equations, indicated the mutual and internal relationship in the drive topology of DFIG and the wind power generation system.

3. Reactive Power Control Design

Considering the external disturbance acting on the system, reactive power at the MSI is governed by the dynamic equation as given in (8); that is,

\[
\dot{q}_{m} T_{1} + \dot{q}_{e} (T_{1} + T_{2}) + q_{m} + h(\cdot) = K_{p_{q}} i_{f_{q}}, \quad (8)
\]

which can be shown in detail as follows.

Electromagnetic torque of the drive system is established by

\[
T_{e} = \frac{3}{2} n L_{m} \cdot \Im \{\psi_{s} i_{r}^{*}\}, \quad (3)
\]

where “*” denotes the conjugate complex value and \( \Im \{\cdot\} \) denotes the imaginary part and \( n \) represents pole pairs.

The current components on the stator side with orthogonal coordinate are written as

\[
\begin{align*}
i_{sd} &= \frac{L_{m}}{L_{s}} i_{rd}, \\
i_{sq} &= \psi_{sq} - \frac{L_{m}}{L_{s}} i_{r}^{*},
\end{align*}
\]

(4)

where \( i_{sd} \) is the stator current component on the \( d \)-axis and \( i_{sq} \) is the stator current component on the \( q \)-axis.

Using the flux linkage equations above and replacing the stator current component, the following equations can be obtained:

\[
\begin{align*}
u_{rq} &= R_{s} i_{rq} + \sigma L_{r} \frac{d i_{rq}}{dt} - S w_{N} \sigma L_{r} i_{rq}, \\
u_{rd} &= R_{s} i_{rd} + \sigma L_{r} \frac{d i_{rd}}{dt} + S w_{N} \sigma L_{r} i_{rq} + S w_{N} \frac{L_{m}}{L_{s}} \psi_{sq},
\end{align*}
\]

(5)

where \( \sigma = 1 - (L_{m}^{2}/L_{s} L_{r}) \). The basic electrical formulas above will be used to construct the inner rotor current controller.

\( u_{r} \) are obtained by using the synchronous rotating frame for induction generator in Leonhard [2]. Consider

\[
\begin{align*}
u'_{r} &= R_{r} i'_{r} + \frac{d \psi_{r}}{dt} + j S w_{N} \psi_{r}, \\
u_{r} &= R_{s} i_{r} + \frac{d \psi_{s}}{dt} + j w_{N} \psi_{s},
\end{align*}\]

\( (1) \)

 Flux linkage of the rotor \( \psi_{r} \) and flux linkage of the stator \( \psi_{s} \) are calculated as

\[
\begin{align*}
\psi_{r} &= L_{r} i'_{r} + L_{m} i_{s}, \\
\psi_{s} &= L_{s} i_{r} + L_{m} i'_{r}.
\end{align*}\]

(2)

Using the flux linkage equations above and replacing the stator current component, the following equations can be indicated:

\[
\begin{align*}
u_{Nq} &= R_{f} i_{rq} + L_{f} \frac{d i_{rq}}{dt} - w_{N} L_{f} i_{rd} + u_{nq}, \quad (6)
\]

\[
u_{Nd} &= R_{f} i_{rd} + L_{f} \frac{d i_{rd}}{dt} - w_{N} L_{f} i_{rq} + u_{nd}. \quad (7)
\]

The block diagram in Figure 1, together with the above equations, indicated the mutual and internal relationship in the drive topology of DFIG and the wind power generation system.
3.2. Output Current Control. Output current control should track the input current without heavy overshoots. A general method to solve such problems is proposed in Föllinger [21]. To achieve a well damping factor $1/\sqrt{2}$, we can set $K_p_f$ and $T_g$ as follows:

$$K_p_f = \frac{L}{2T_{\text{sum}}}, \quad T_H = T_i.$$  \hfill (12)

The closed-loop transfer function becomes

$$G_{ci}(s) = \frac{G_{nc}}{1 + G_{ci}} = \frac{1}{2T_{\text{sum}}^2s^2 + 2T_{\text{sum}}s + 1}. \hfill (13)$$

Since $T_{\text{sum}} \ll T_i$, the square value in the $s^2$ term can be ignored. Thus, the closed-loop function of the current inner control is simplified and obtained as

$$G_{ci}(s) = \frac{1}{2T_{\text{sum}}s + 1}. \hfill (14)$$

At the mains-side inverter and under the voltage orientation discussed above, the reactive power is established by

$$Q_n = \frac{3}{2} \left\{ u_n^* \right\} = \frac{3}{2} \left[ u_{N_d} - u_{N_d} \right] = -\frac{3}{2} u_{N_d}. \hfill (15)$$

Before passing into the controller, the data of the input reactive power pass through a filter. The filter is given by a one-order transfer function as described in Rabelo et al. [13]. Consider

$$G_{F_n} = \frac{q_n}{Q_n} = \frac{1}{(sT_{F_n} + 1)}, \hfill (16)$$

where $q_n$ is the ultimate actual reactive power through the filter and $T_{F_n}$ is the filter time constant.

We take the current inner control in (13) into account. Thus the control plant becomes the following second-order transfer function:

$$G_{p_n} = K_{nc}G_{ci}G_{F_n} = \frac{K_p}{(sT_{\text{sum}} + 1)(sT_{F_n} + 1)}, \hfill (17)$$

where

$$K_{p_n} = -\frac{3}{2} u_{N_d}. \hfill (18)$$

The block diagram of the system adopting robust adaptive control methods is shown in Figure 3. The primary objective is to build the reference current $i_{n_d}^*$ which makes the actual reactive power $q_n$ regulate the reference one $q_n^*$ asymptotically.

We rewrite control plant equation (16) as

$$\frac{q_n}{i_{n_d}^*} = \frac{K_{p_n}}{(sT_1 + 1)(sT_2 + 1)}, \hfill (19)$$

where $T_1 = 2T_{\text{sum}}, T_2 = T_{F_n}$. Using Laplace inverse transform, it follows that

$$\hat{q}_n = T_1T_2^{\text{\text{\text{-}}} 1} + \hat{q}_n (T_1 + T_2) + q_n = K_{p_n}i_{n_d}^*$. \hfill (20)

Taking the external disturbances acting on the system into account, (20) becomes (8) where $h(\cdot)$ is the external disturbances.

3.3. Robust Adaptive Control for Mains-Side Reactive Power. In this section, a robust adaptive control for mains-side reactive power will be proposed. To build a meaningful adaptive control scheme, two realistic assumptions are adopted.

Assumption 1. Voltage amplitude at net connecting point remains nonzero. Thus with the voltage orientation and (6), $u_{N_d}$ can be regarded as a positive known number so that $K_{p_n}$ with respect to (18) is a negative known number.

**Remark 2.** Assumption 1 imposed here, rather standard in addressing system stabilization, is practical because the wind power generation system will be shut off if the voltage at the net is extremely low; thus the zero voltage does not occur for the situation under consideration.

To design the tracking controller, we define the reactive power tracking error as

$$e = q_n - q_n^*, \hfill (21)$$

To simplify controller design, we introduce $\dot{e}$ and define $\dot{e}$ as

$$\dot{e} = \beta e + \dot{e}, \hfill (22)$$

where $\beta > 0$ is a designed constant.

Apparently if $e$ converges to zero as time increases, $e$ and $\dot{e}$ also converge to zero, which means if we can design a controller that forces $e$ to converge to zero as time increases, then problem will be solved.

Taking derivative of (22) with respect to time, we get

$$\ddot{e} = \beta \dot{e} + \ddot{e}. \hfill (23)$$

Substituting $\dot{e}$ with (21) and using $\dot{q}_n$ as given in (8), we obtain

$$\ddot{e} = \frac{K_{p_n}}{T_1T_2} \left[ -h(\cdot) - q_n - (T_1 + T_2) \dot{q}_n \right] + \beta \dot{e} - \dot{q}_n. \hfill (24)$$

Or equivalently,

$$\ddot{e} = Bu + L(\cdot), \hfill (25)$$

where $u = -i_{n_d}^*$,

$$L(\cdot) = \frac{1}{T_1T_2} [-h(\cdot) - q_n - (T_1 + T_2) \dot{q}_n] + [\beta \dot{e} - \dot{q}_n]. \hfill (26)$$

Obviously $B$ is positive because of the definition of $K_{p_n}$ as given in (18). Note that

$$L(\cdot) \leq \frac{1}{T_1T_2} \left[ |h(\cdot)| + |q_n| + |(T_1 + T_2)| |\dot{q}_n| \right] + |\beta \dot{e}| + |\dot{q}_n|$. \hfill (27)
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Assumption 3. In this assumption, the characteristic of the disturbance is discussed. The external disturbance \( h(\cdot) \) is bounded which leads to the existence of an unknown constant such that
\[
|h(\cdot)| \leq a_1 < \infty. \tag{28}
\]

Also, the time constants \( T_1 \) and \( T_2 \), although unknown in general, are bounded so that
\[
\left| \frac{1}{T_1 T_2} \right| \leq a_2 < \infty, \quad \left| (T_1 + T_2) \right| \leq a_3 < \infty, \tag{29}
\]
where \( a_2 \) and \( a_3 \) are some unknown positive constants.

This assumption, quite reasonable in practice, allows for the establishment of
\[
|L(\cdot)| \leq a \varphi (q_n), \tag{30}
\]
where
\[
a = \max (a_2 \cdot a_1, a_2, a_2 \cdot a_3, 1), \tag{31}
\]
\[
\varphi (q_n) = 1 + |q_n| + |\dot{q}_n| + \beta |\varepsilon| + |\dot{q}_n^2|. \tag{32}
\]

We design the input as
\[
u = -(K_0 + \tilde{K}) \varepsilon, \tag{33a}
\]
where \( K_0 > 0 \) is a design constant and \( \tilde{K} \) is updated as
\[
\tilde{K} = \frac{\tilde{a} \varphi}{|\varepsilon|}, \tag{33b}
\]
where \( \tilde{a} \) is the estimation of \( a \) and is updated as
\[
\dot{\tilde{a}} = |\varepsilon| \varphi. \tag{33c}
\]

Theorem 4. For such system established by (8) under the assumptions, if \( u \) is calculated by (33a), (33b), and (33c), then the reactive power is ensured to track the desired one asymptotically.

Proof. The result can be justified using the following Lyapunov function:
\[
V = \frac{1}{2} \varepsilon^2 + \frac{1}{2B_{\text{min}}}(a - \tilde{a}B_{\text{min}})^2, \tag{34}
\]
where \( B_{\text{min}} \) is constant and \( 0 < B_{\text{min}} \leq B \) for \( \forall B \in L_{\infty} \).

Differentiating \( V \) leads to
\[
\dot{V} = \varepsilon \dot{\varepsilon} - (a - \tilde{a}B_{\text{min}}) \dot{\tilde{a}}. \tag{35}
\]

From (25) and (33a), we get
\[
\dot{\varepsilon} = -BK_0 \varepsilon - B\tilde{K} \varepsilon + L. \tag{36}
\]

Equation (35) becomes
\[
\dot{V} = \varepsilon \left( -BK_0 \varepsilon - B\tilde{K} \varepsilon + L \right) - (a - \tilde{a}B_{\text{min}}) \dot{\tilde{a}}. \tag{37}
\]
Substituting \( \tilde{K} \) with (33b) and \( \tilde{a} \) with (33c),
\[
\dot{V} = \varepsilon L - BK_0 \varepsilon^2 - B\tilde{a} \varphi |\varepsilon| - \varphi |\varepsilon| (a - \tilde{a}B_{\text{min}})
\]
\[
\leq |\varepsilon| L - BK_0 \varepsilon^2 - B\tilde{a} \varphi |\varepsilon| - \varphi |\varepsilon| (a - \tilde{a}B_{\text{min}})
\]
\[
= -BK_0 \varepsilon^2 + (|\varepsilon| L - |\varepsilon| \varphi a) + (B_{\text{min}} \tilde{a} \varphi |\varepsilon| - B\tilde{a} \varphi |\varepsilon|). \tag{38}
\]

Because we have
\[
|L(\cdot)| \leq a \varphi, \quad 0 < B_{\text{min}} \leq B, \tag{39}
\]
we can get
\[
\dot{V} \leq -B_{\text{min}} K_0 \varepsilon^2 < 0. \tag{40}
\]
As \( B_{\text{min}} > 0 \), it is readily shown from (40) that both \( \varepsilon \) and \( \tilde{a} \) are bounded. Furthermore, we can show that \( \varepsilon \) is bounded and thus \( \varepsilon \) is uniformly continuous. Therefore, using Barbalat Lemma [22] the reality is obtained that \( \varepsilon \) converges to zero asymptotically. By utilizing (22), ultimately, \( \varepsilon \) and \( \dot{\varepsilon} \) converge to zero asymptotically; then the result is established.

Remark 5. It should be noted that when the states get closer to zero, the control scheme might experience chattering. However, this can be avoided by using the simple but classic means of replacing \( z/|z| + \tau \) with \( z/(|z| + \tau) \), where \( \tau \) is small. Meanwhile, in order to prevent the estimate \( \tilde{a} \) from drifting, (33c) can be modified to
\[
\dot{\tilde{a}} = -\sigma_1 \tilde{a} + \sigma_2 \frac{\varepsilon^2 \varphi^2}{|\varepsilon| \varphi + \tau}, \quad \sigma_1 > 0, \quad \sigma_2 > 0. \tag{41a}
\]

In this case, we have the following ultimately uniformly bounded (UUB) tracking control result.

Theorem 6. Also for system established by (8) under the assumptions, if the following robust adaptive control algorithm is adopted,
\[
u = -(K_0 + \tilde{K}) \varepsilon, \tag{41b}
\]
where \( K_0 > 0 \) is a design constant and \( \tilde{K} \) is updated as
\[
\tilde{K} = \frac{\tilde{a} \varphi}{|\varepsilon| + \tau}, \tag{41c}
\]
where \( \tilde{a} \) is the estimation of \( a \) and is updated by (33a), then the system is ensured to be UUB stable.

Proof. This theorem can be proved by utilizing of the methods in Cai et al. [23].

Remark 7. Instead of using PI controller as in Rabelo et al. [13], a simple robust adaptive control scheme is developed here in which one only needs to specify the parameters in a clear direction; that is, \( K_0 > 0 \) and \( \beta > 0 \).

Remark 8. The significance of the developed control scheme is twofold.
The control scheme developed here does not rely on the precise value for the time constants $T_1$, $T_2$. Also, there is no need for analytical estimation of the unknown parameters $a_1, a_2, a_3$. Such fact can sufficiently simplify the design procedure and implementation of the proposed control algorithm.

As the parameter $\hat{a}$ involved in the controller is updated automatically via the algorithm, and such process is independent of operation conditions, no redesign or reprogramming is needed during the system operation.

### 4. Simulation Verification

Aiming at validating the correctness of the robust adaptive reactive control scheme, simulations with Matlab/Simulink are presented here.

Per unit (p.u.) value is introduced to simplify calculation and simulation. The datum voltage $V_{\text{av}}$ and datum capacity $S_{\text{av}}$, respectively, are set as 330 V and 1 MVar. The net voltage $u_{\text{av}}$ under voltage orientation is chosen as 220 V and thus $K_{\text{av}}$ with respect to (17) is calculated as $-1$. Other parameters used for simulation are chosen as $T_{\text{sum}} = 0.5$, $T_{\text{Fp}} = 1$, $\beta = 1$, and $K_0 = 1$. The PI control algorithm described in Ackermann [15] for reactive power is rebuilt for comparison. Three types of working conditions are simulated here.

#### 4.1. Regulating under Steady Working Condition

In real application, DFIG can work as a compensator to provide constant reactive power. Based on this fact, we set the desired reactive power output as 1 p.u. The desired reactive power and actual one are together plotted in Figure 4.

Compared with the adopted PI scheme, adaptive method eliminates overshoot and has a shorter regulate time and a longer rise time. Both of the control schemes can obtain stabilization.

#### 4.2. Regulating under Modelling Uncertainty

In this kind of simulation, the influence of modelling uncertainty is investigated. Assume that the time constant $T_{\text{sum}}$ has a deviation of 5%; then $T_{\text{sum}} = 0.525$. The result of the proposed adaptive method is illustrated in Figure 5 and the PI method is shown in Figure 6.

The result shows that, by utilizing the proposed scheme, the tracking trajectory almost remains the same even under such modelling uncertainty and parameter deviation. From the point of detail, the proposed adaptive scheme enjoys a better tracking trajectory compared with the PI controller under such condition.

#### 4.3. Tracking under Dynamic Reactive Power Compensation

If the voltage begins to drop during an unsymmetrical grid fault, the DFIG will work as a dynamic reactive compensator to keep the voltage to a certain degree. Once the fault is moved, the reactive power generating capacity of DFIG will be resumed [24]. Based on this fact, we set the desired reactive power output as illustrated in Figure 7. Specifically, the DFIG is ordered to provide 1 p.u. before 7 s and provide an extra 0.2 p.u. reactive power in the time from 7 s to 8 s, because the proposed scheme uses the derivative of the desired input. The reference has been smoothed before putting into the controller.

The result of PI controller is also compared to the proposed adaptive method. Figure 7 illustrates that, compared with PI controller, the proposed method can track the desired reactive power better. This is because PI controller fails to track the reference value at the time of 7 s. The result shows that the adopted PI controller fails to deal with such problem which, however, the adaptive scheme proposed in this paper can deal with.
5. Conclusions

Reactive power control for mains-side inverter (MSI) in DFIG represents an important issue in wind power generation systems. A robust adaptive control scheme for MSI is developed. As confirmed by theoretical analysis the proposed method is able to maintain satisfactory performance under varying operation conditions without the need for manually redesigning or reprogramming the control gains. Numerical simulations also validate the correctness and benefits of the proposed algorithm.
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