Research Article

Neuron-Adaptive PID Based Speed Control of SCSG Wind Turbine System

Shan Zuo, Yongduan Song, Lei Wang, and Zheng Zhou

1 Institute of Intelligent System and Renewable Energy Technology, University of Electronic Science and Technology of China, Chengdu 611731, China
2 Intelligent Systems and New Energy Technology Research Institute, Chongqing University, Chongqing 400044, China
3 Web Science Center, University of Electronic Science and Technology of China, Chengdu 611731, China

Correspondence should be addressed to Lei Wang; leiwang08@cqu.edu.cn

Received 11 March 2014; Accepted 14 April 2014; Published 19 May 2014

Academic Editor: Shen Yin

Copyright © 2014 Shan Zuo et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In searching for methods to increase the power capacity of wind power generation system, superconducting synchronous generator (SCSG) has appeared to be an attractive candidate to develop large-scale wind turbine due to its high energy density and unprecedented advantages in weight and size. In this paper, a high-temperature superconducting technology based large-scale wind turbine is considered and its physical structure and characteristics are analyzed. A simple yet effective single neuron-adaptive PID control scheme with Delta learning mechanism is proposed for the speed control of SCSG based wind power system, in which the RBF neural network (NN) is employed to estimate the uncertain but continuous functions. Compared with the conventional PID control method, the simulation results of the proposed approach show a better performance in tracking the wind speed and maintaining a stable tip-speed ratio, therefore, achieving the maximum wind energy utilization.

1. Introduction

With the fast development of wind power generation systems, the generating capacity of wind turbines is expected to reach up to 10 MW [1]. Consequently, the wind turbine weight and size have to be increased simultaneously, with the bald diameter reaching up to 10 meters [2], as shown in Figure 1, which imposes technical difficulty in designing, transporting, and installing such large turbine blades. To address this challenge, novel concept of wind turbine generators with high energy density is urgently needed. High-temperature superconducting (HTS) technology is an expected solution. The research of wind turbines with SCSG has gained worldwide attention during the past decade [3–11].

Among various issues related to SCSG wind power generation systems, speed control represents one of the most crucial ones. Because of the inherent nonlinear and uncertain characteristics of the system, traditional PID control, although simple in structure and used widely in industry, is difficult to achieve reliable variable speed control performance in the blow-rated speed region.

To address this issue, several advanced control approaches have been studied, such as single neuron-adaptive PID control approach, BP neural network PID control approach, fuzzy RBF neural network PID control approach, genetic algorithm PID control approach, and adaptive fuzzy PID control approach. However, previous studies show that the response time of single neuron-adaptive PID is comparatively long, and most of the existing algorithms are computationally expensive, and some of them even lead to larger overshoot than traditional PID. The neural network control approach with self-learning and strong self-adaptive characteristics can effectively reduce the negative impact arising from the system parametric uncertainties and stochastic disturbances. Motivated by this fact, in this paper, a single neuron-adaptive PID controller based on Delta learning regulation is introduced, in which the RBF neural network is employed to estimate the uncertain but continuous function. Analysis and
2. Dynamic System Modeling

2.1. Configuration of the Superconducting Generator. The SCSG for wind turbine system has a multiple synchronous high-temperature superconducting (HTS) field winding for direct drive train and has been widely studied worldwide. Figure 2 shows the configuration of the 10 MW SCSG wind power generation system, including the wind turbine, the generator, and the convertor [12]. Physical properties and electrical properties of the designed SCSG are given in Tables 1 and 2, respectively [1].

2.2. Modeling of the Superconducting Synchronous Generation System. It is well known that the expression for power produced by a wind turbine is simply given by

\[ P_S = \frac{1}{2} C_p (\lambda, \beta) \rho n R^2 v^3, \]  

where \( \rho \) is air density, \( R \) is the radius of rotor, and \( v \) is wind speed passing the rotor. \( C_p \) denotes power coefficient of wind turbine, which is a function of the tip-speed ratio \( \lambda \) and the pitch angle \( \beta \) [13].

\[ \lambda = \frac{v_{\text{tip}}}{v} = \frac{R \omega}{v}, \]  

where \( v_{\text{tip}} \) is the tip-speed and \( \omega \) is the rotor speed.

<table>
<thead>
<tr>
<th>Items</th>
<th>Value</th>
<th>Items</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>10 MW</td>
<td>Number of poles</td>
<td>24</td>
</tr>
<tr>
<td>Rated line to line voltage</td>
<td>13.8 kV</td>
<td>Rated frequency</td>
<td>2 Hz</td>
</tr>
<tr>
<td>Rated armature current</td>
<td>418 A</td>
<td>Number of phases</td>
<td>3</td>
</tr>
<tr>
<td>Rated field current</td>
<td>100 A</td>
<td>Length of HTS wire</td>
<td>919 km</td>
</tr>
<tr>
<td>Rated rotating speed</td>
<td>10 RPM</td>
<td>Operating temperature</td>
<td>20 K</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Items</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turns of stator coil</td>
<td>28</td>
</tr>
<tr>
<td>Number of slots</td>
<td>144</td>
</tr>
<tr>
<td>Number of slots per pole per phase</td>
<td>2</td>
</tr>
<tr>
<td>Current density of stator wire</td>
<td>5 A/mm²</td>
</tr>
<tr>
<td>Space factor of stator wire</td>
<td>0.4</td>
</tr>
<tr>
<td>Turns of field coil</td>
<td>1500</td>
</tr>
</tbody>
</table>

Note that the tip-speed ratio is defined by

\[ \lambda = \frac{v_{\text{tip}}}{v} = \frac{R \omega}{v}, \]  

where \( v_{\text{tip}} \) is the tip-speed and \( \omega \) is the rotor speed.
In the lower-rated wind speed region, the maximum power point tracking (MPPT) control approach is adopted. The maximum power of the wind turbine is expressed as:  

$$P_{\text{max}} = \frac{1}{2} \rho \pi R^2 C_{p,\text{max}} \lambda_{\text{opt}}^3 \omega^3.$$

Table 3 shows the specifications of the modeled 10 MW SC SG wind turbine [2].

For the purpose of the studies presented in this paper, a standard ($dq$-frame) synchronous machine simulation model has been used with parameters resembling the main characteristics of a notional 10 MW HTS generator along with the associated controls. This notional simulation model of the HTS generator is loosely based on the parameters of an actual prototype in order to safeguard the proprietary information of the manufacturer. The mechanical input for the notional HTS generator originates from the wind turbine model.

In the rotor $dq$-rotating coordinate system, the generator flux model is shown in (4)

$$
\begin{align*}
\Psi_{sd} &= L_{sd} i_d + \left( L_{md} i_d + M_{sf} i_f + M_{df} i_D \right), \\
\Psi_{sq} &= L_{sq} i_q + \left( L_{mq} i_q + M_{sf} i_f \right), \\
\Psi_f &= L_{fo} i_f + \left( \frac{3}{2} M_{sf} i_d + L_{mf} i_f + M_{df} i_D \right), \\
\Psi_D &= L_{Do} i_D + \left( \frac{3}{2} M_{df} i_d + L_{md} i_f + M_{df} i_f \right), \\
\Psi_Q &= L_{Qo} i_Q + \left( \frac{3}{2} M_{sf} i_q + L_{mq} i_f \right). 
\end{align*}
$$

$\Psi_{sd}, \Psi_{sq}$ are the orthogonal axes flux of the stator; $\Psi_f$ is rotor excitation flux; $\Psi_D, \Psi_Q$ are orthogonal axes flux of the damping winding; $i_d, i_q$ are the orthogonal axes currents of the stator; $i_f$ is rotor excitation current; $i_D, i_Q$ are orthogonal axes currents of damper winding. $L_{sd}, L_{sq}, L_{Do},$ and $L_{Qo}$ are leakage inductances, respectively, for stator winding, field winding, and orthogonal axis damper winding. $L_{md}, L_{mq}$ are armature reaction inductances for orthogonal axis. $M_{sf}, M_{df},$ and $M_{sf}$ are mutual inductances between the stator winding, rotor field winding, and the orthogonal axis damper winding. $L_{mf}, L_{md},$ and $L_{mq}$ are inductances corresponding to the main magnetic circuit in the self-inductance of the field winding and the orthogonal axis damper winding.

Assume

$$
\begin{align*}
L_d &= L_{sd} + L_{md}, \\
L_q &= L_{sq} + L_{mq}, \\
L_f &= L_{fo} + L_{mf}, \\
L_D &= L_{Do} + L_{md}, \\
L_Q &= L_{Qo} + L_{mq},
\end{align*}
$$

where $L_d, L_q$ are the orthogonal axis inductances of the motor; $L_f$ is the self-inductance of the rotor field winding; $L_D, L_Q$ are the self-inductances of orthogonal axis damper winding.

According to formula (5), the flux mathematical model in formula (4) could be further simplified.

Table 3: Model parameters of the designed SC SG.

<table>
<thead>
<tr>
<th>Items</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>$P_N$</td>
<td>10 MW</td>
</tr>
<tr>
<td>Rated rotor speed</td>
<td>$n_r$</td>
<td>10 RPM</td>
</tr>
<tr>
<td>Rotor radius</td>
<td>$R$</td>
<td>85 m</td>
</tr>
<tr>
<td>Maximum power coefficient</td>
<td>$C_{p,\text{max}}$</td>
<td>0.48</td>
</tr>
<tr>
<td>Optimum tip-speed ratio</td>
<td>$\lambda_{\text{opt}}$</td>
<td>7</td>
</tr>
<tr>
<td>Air density</td>
<td>$\rho$</td>
<td>1.225 kg/m$^3$</td>
</tr>
</tbody>
</table>
The voltage balance equations of stator and rotor windings are shown in (6)

\[ u_d = r_s i_d + \frac{d\Psi_{sd}}{dt} - \Psi_{sq} \frac{d\theta}{dt}, \]

\[ u_q = r_s i_q + \frac{d\Psi_{sq}}{dt} + \Psi_{sd} \frac{d\theta}{dt}, \]

\[ u_f = r_f i_f + \frac{d\Psi_f}{dt}, \]

\[ r_D i_D + \frac{d\Psi_D}{dt} = 0, \]

\[ r_Q i_Q + \frac{d\Psi_Q}{dt} = 0, \]

where \( r_s, r_f, r_D, \) and \( r_Q \) are the resistances of the stator winding, rotor field winding, and orthogonal axis damping winding, respectively.

The electromagnetic torque expression is shown in formula

\[ T_e = \frac{3}{2} p (\Psi_{sf} i_q - \Psi_{sf} i_d), \]

where \( p \) is the number of pole pairs of the generator.

Figure 3 shows the \( d-q \) equivalent circuit model of the designed SCSG based on Park’s transformations.

In order to allow operation at different speeds, the designed SCSG model is linked to the power grid via a full-scale frequency inverter. The frequency converter consists of a generator side converter, a grid side rectifier, and a DC-link. The generator side converter executes the MPPT control through the control of the \( q \)-axis current. The grid side rectifier performs reactive power control and constant DC voltage control through control of the \( d \)-axis and \( q \)-axis currents. Figure 4 depicts the structure of the full-scale frequency inverter. Figure 5 shows controller implementation of the generator side converter and the grid side rectifier.

The simulation model of the generator drive used in this paper utilizes ideal voltage sources representing the fundamental frequency component of a PWM-type variable speed drive. It includes a current control and a speed control. The control target of the speed control is to keep the expected steady state and dynamic characteristic of the rotor speed \( \omega \). The paper utilizes a single neuron-adaptive PID control approach based on RBF to achieve this control goal [15].
where $\Delta w_j(k)$ is the weight increment. Introduce the output error square function as the performance indicator, namely,

$$F[w_j(k)] = \frac{1}{2} [r(k) - y(k)]^2 = \frac{1}{2} [z(k)]^2,$$  \hspace{1cm} (10)

where $r(k)$ and $y(k)$ are input and output of the reference. Each time the amendments are to meet

$$F[w_j(k)] < F[w_j(k - 1)].$$  \hspace{1cm} (11)

First-order Taylor expansion of $F[w_j(k)]$ is expressed as

$$F[w_j(k)] = F[w_j(k - 1) + \Delta w_j(k)]$$

$$\approx F[w_j(k - 1)] + g^T(k)\Delta w_j(k),$$  \hspace{1cm} (12)

where $g(k) = \nabla F[w_j(k)]$.

In the above formula, $g(k)$ is the gradient vector of $F[w]$ when $w = w_j(k)$. Assume $\Delta w_j(k) = -\eta_j g(k)$, where $\eta_j$ is the learning rate, which is a small positive value. Formula (11) is bound to meet.

The value of $\Delta w_j(k)$ is expressed as

$$\Delta w_j(k) = w_j(k) - w_j(k - 1)$$

$$= -\eta_j \frac{\partial F(w)}{\partial w_j(k)} = \eta_j z(k) \frac{\partial y(k)}{\partial u(k)} \frac{\partial u(k)}{\partial w_j(k)},$$  \hspace{1cm} (13)

where $(\partial y(k))/((\partial \Delta u(k)))$ is unknown and in the case when calculation accuracy is not strictly required, replace it with...
the sign function \( \text{sgn}(\partial y(k)/\partial \Delta u(k)) \). Standardizing the above algorithm, we can get

\[
\begin{align*}
  w_p(k) &= w_p(k-1) + \eta_p z(k) \text{sgn} \left( \frac{\partial y(k)}{\partial \Delta u(k)} \right) x_1(k), \\
  w_i(k) &= w_i(k-1) + \eta_i z(k) \text{sgn} \left( \frac{\partial y(k)}{\partial \Delta u(k)} \right) x_2(k), \\
  w_d(k) &= w_d(k-1) + \eta_d z(k) \text{sgn} \left( \frac{\partial y(k)}{\partial \Delta u(k)} \right) x_3(k),
\end{align*}
\]

where

\[
\text{sgn}(x) = \begin{cases} 
  +1, & x \gg 0 \\
  -1, & x < 0.
\end{cases}
\]

Introducing a gain factor \( K \), we can get

\[
\begin{align*}
  u(k) &= u(k-1) \\
  &+ K \left[ w_p(k) x_1(k) + w_i(k) x_2(k) + w_d(k) x_3(k) \right].
\end{align*}
\]

\subsection{Improved Single Neuron PID Using RBF Neural Network}

Neural network (NN) is a powerful approach to linearize and approximate any continuous nonlinear control system, in which radial basis function (RBF) network is a three-layer forward network. RBF network is composed of an input layer, a single hidden layer with nonlinear nodes, and an output layer with a linear node. The topological structure of a typical RBF network is depicted in Figure 8.

The control block diagram of a typical RBF neural network is illustrated in Figure 9.

In RBF network, \( X = [x_1, x_2, \ldots, x_n]^T \) is the input vector and \( h_g \) is activation function, which is given by

\[
h_g = \exp \left( -\frac{\|X - C_g\|^2}{2b_g^2} \right), \quad g = 1, 2, \ldots, m,
\]

where \( C_g = [C_{1g}, C_{2g}, \ldots, C_{ig}, \ldots, C_{ng}]^T \) is the central vector of \( g \)th hidden neuron. \( B = [b_1, b_2, \ldots, b_g, \ldots, b_m]^T \) is the basis-width vector, \( b_g > 0 \) is the base width constant of \( g \)th mode, and the weight vector of the network is \( w = [w_1, w_2, \ldots, w_g, \ldots, w_m]^T \).

The output of the \( m \)th neuron in the output layer at time \( k \) is defined as

\[
y_m(k) = wH = w_1h_1 + w_2h_2 + \cdots + w_mh_m.
\]

The performance of network can be evaluated by

\[
E = \frac{1}{2} \| y(k) - y_m(k) \|^2.
\]

Using the gradient descent method, we can get the iterative algorithm of output weight, central vector of mode, and base width constant expressed as follows:

\[
\begin{align*}
  w_g(k) &= w_g(k-1) + \beta \left( y(k) - y_m(k) \right) h_g \\
  &+ \alpha \left[ w_g(k-1) - w_g(k-2) \right], \\
  \Delta b_g &= \left[ y(k) - y_m(k) \right] w_g h_g \frac{\|X - C_g\|^2}{b_g^2}, \\
  b_g(k) &= b_g(k-1) + \beta \Delta b_g + \alpha \left[ b_g(k-1) - b_g(k-2) \right], \\
  \Delta c_{ig} &= \left[ y(k) - y_m(k) \right] w_g \frac{x_g - c_{ig}}{b_g^2}, \\
  c_{ig}(k) &= c_{ig}(k-1) + \beta \Delta c_{ig} + \alpha \left[ c_{ig}(k-1) - c_{ig}(k-2) \right],
\end{align*}
\]

where \( \alpha \) is the momentum factor and \( \beta \) is the learning rate.

At time \( k, (\partial y(k))/(\partial \Delta u(k)) = (\partial y_m(k))/(\partial \Delta u(k)) \), since \( X \) is a one-dimensional vector, containing \( \Delta u \); therefore \( \partial X/\partial \Delta u = 1 \); then, we can write the Jacobian matrix of the control system as follows:

\[
\frac{\partial y_m(k)}{\partial \Delta u(k)} = \frac{\partial}{\partial \Delta u(k)} \sum_{g=1}^{m} w_g h_g \exp \left( -\frac{\|X - C_g\|^2}{2b_g^2} \right)
\]
According to the universal approximation ability of the RBF neural network [16–28], we can conclude that

\[ \| y_m(k) - y(k) \| < \varepsilon, \]  

(22)

where \( \varepsilon \) is a bounded positive constant.

4. Simulations and Analysis

The proposed neuron-adaptive PID speed control system of SCSG based on RBF neural network identification is depicted in Figure 6. The entire control module of the SCSG wind generation system is presented in Figure 10 and the simulation module of SCSG is depicted in Figure 11. Parameters of SCSG used in the simulation are listed in Tables 1, 2, and 3. The reference model used in the simulation is taken as a constant speed. The simulation is tested with the MATLAB/Simulink and FAST (FAST is a fully coupled aero-hydro-servo-elastic code, freely available and developed at the National Renewable Energy Laboratory and used to simulate the loads and performance of modern wind turbines).

To verify the dynamic and static performances of the neuron-adaptive PID controller based on RBF NN proposed in this paper, simulation tests are designed in two cases: (1) no-load operation with a given speed of 10 r/min; (2) system starts with no-load, after being in a steady state, given a sudden load \( T_l = 10 \text{ MN} \cdot \text{ m} \) at \( t = 2 \text{ s} \). Simultaneously compared with the conventional PID controller, available system speed control response curves are demonstrated.
from Figure 12 to Figure 16. Furthermore, after verifying the validity of the proposed control approach, the paper applies the proposed controller in the speed control of SCSG wind generation system in the below-rated wind speed region to better track wind speed and maintain a stable tip-speed ratio, therefore, achieving the maximum utilization of wind energy.

Figures 12 and 13 show that compared with the conventional PID controller, the speed response with the proposed controller is more rapid and smooth, with a smaller overshoot and no static error, solving the contradiction between response time and overshoot of the conventional PID control.

Figures 14 and 15 depict that compared with the conventional PID controller, system with the proposed controller is more robust. When the parameter perturbation occurs, the entire system is stable, with better transient characteristics and nonsteady state static error, and has a strong ability to inhibit the impact of load disturbance to generator speed.

Figure 16 shows the adaptive tuning curve of PID parameters ($k_p$, $k_i$, $k_d$).

Figures 17 and 18 show the compared simulating results of two algorithms in speed control of SCSG tracking wind speed in wind power generation system. Obviously, the proposed control approach makes the SCSG speed better track the wind speed and achieve a more stable tip-speed ratio when the wind speed is below the rated wind speed 12 m/s, such that the SCSG wind power generation system makes better use of wind energy.

5. Conclusion

In this paper, the 10 MW class superconducting wind turbine generator has been studied, and a single neuron-adaptive PID controller based on Delta learning regulation is proposed, using the RBF neural network to estimate the uncertain continuous function. Analysis and simulation results show that the proposed control approach in SCSG system has a strong robustness and good dynamic performance by keeping a stable output in the presence of disturbances. Furthermore,
A comparative study between the proposed controller and the conventional PID controller in the speed control of SCSG wind turbine system has also been conducted. Overall, the proposed control approach is able to achieve smooth and satisfactory rotor speed tracking, achieving the maximum wind energy utilization, in the below-rated wind speed region, and outperforms the traditional PID.
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