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Because of the excellent performance on monitoring and controlling an autocorrelated process, the integration of statistical process control (SPC) and engineering process control (EPC) has drawn considerable attention in recent years. Both theoretical and empirical findings have suggested that the integration of SPC and EPC can be an effective way to improve the quality of a process, especially when the underlying process is autocorrelated. However, because EPC compensates for the effects of underlying disturbances, the disturbance patterns are embedded and hard to be recognized. Effective recognition of disturbance patterns is a very important issue for process improvements since disturbance patterns would be associated with certain assignable causes which affect the process. In practical situations, after compensating by EPC, the underlying disturbance patterns could be of any mixture types which are totally different from the original patterns. This study proposes the integration of support vector machine (SVM) and artificial neural network (ANN) approaches to recognize the disturbance patterns of the underlying disturbances. Experimental results revealed that the proposed schemes are able to effectively recognize various disturbance patterns of an SPC/EPC system.

1. Introduction

Due to the fact that the process quality is mainly based on the detection and control of the disturbance, it is customized to develop various kinds of monitoring and controlling techniques in the past decade. Statistical process control (SPC) chart is one of the most commonly used techniques to monitor and improve the quality of a process. Typically, a process is considered in an out-of-control state when a plotted point falls outside the control limits or when the SPC charts exhibit nonrandom or systematic patterns [1].

The main function of SPC charts is to monitor and detect the presence of process disturbances when they intrude in the process. A limitation of using traditional SPC charts is that they should monitor the independent process outputs [2–5]. If correlation among process outputs exists, the type I errors would be increased and the detecting capability of SPC charts is seriously decreased. However, the correlation does exist in some continuous and chemical processes [6–10]. One of the effective ways to deal with the difficulty in monitoring correlated outputs for SPC applications is to use the engineering process control (EPC) [11–19]. The use of a suitable EPC action would produce independent process outputs, and the problems of charting correlated outputs by SPC charts can be overcome.

Although EPC provides advantages in helping SPC applications, little work has been reported on addressing the deficiencies of integration of SPC/EPC. The use of EPC may be embedded in the effects of underlying disturbances. That is, the process disturbance patterns are concealed. It causes the identification of the disturbance patterns to become much more difficult [4, 17]. Effective recognition of those nonrandom patterns is very important because those patterns are usually associated with some specific process disturbances which antagonistically influence the process [20–22]. For example, a step-change disturbance may be resulted from the introduction of new raw materials, workers, or machines or a change in the skill of the operators. A trend disturbance pattern may be associated with a gradual wearing out or deterioration of a tool. Accordingly, the identification of disturbance
patterns for a combined SPC and EPC (i.e., SPC/EPC) process has become a promising research issue.

Due to their greater generalization ability and superior performance in practical applications [23–29], this study uses artificial neural network (ANN) and support vector machine (SVM) to serve as the classifiers to identify three commonly observed disturbance patterns [20, 30, 31]. Those three process disturbance patterns include shift, trend, and cycle patterns. In this study, we propose the combination of SPC, EPC, and ANN (i.e., the SEA approach) as well as SPC, EPC, and SVM (i.e., the SES approach) to overcome the problems in an SPC/EPC system. Using the proposed mechanisms, this study is able to effectively identify the underlying process disturbance patterns in a correlated process. The superiority of the proposed approaches is addressed with the use of simulated experiments.

The structure of this study is organized as follows. Section 2 describes the difficulty of SPC/EPC system for monitoring a correlated process. The concept of an EPC is introduced in this section as well. Section 3 discusses the proposed approaches for identifying the disturbance patterns for a SPC/EPC system. Section 4 presents a series of simulated experiments which are used to report the performance of the proposed approaches. The final section reports the research findings and concludes this study.

2. Process Models and the Problem Statements

The process model without autocorrelation is presented in Section 2.1. An SPC chart is demonstrated to effectively detect a disturbance. Section 2.2 introduces the models of an autocorrelated process and EPC action. The difficulty of recognition of underlying process disturbance patterns is reported. Section 2.3 addresses three types of disturbance models.

2.1. Process Model without Autocorrelation. Suppose that a process, which has no correlation presented, is modeled as follows:

\[ Y_{t+1} = u + a_{t+1}, \]

where \( Y_{t+1} \): output deviation at time \( t + 1 \), \( u \): process mean level, and \( a_{t+1} \): white noise at time \( t + 1 \). The white noise series are assumed to be normally and independently distributed with mean zero and constant variance \( \sigma^2_a \).

Without loss of generality, this study assumes that \( \sigma^2_a = 1 \). Also, suppose that a shift disturbance (with a shift level of 3) has intruded into the process after time 101; Figure 1 displays the results by using a typical SPC chart to monitor such process. Observing Figure 1, one is able to notice that the SPC signal is triggered around time 101 (i.e., the value of \( Y_{101} \) falls outside of the upper control limit (UCL) and lower control limit (LCL)). Accordingly, the effectiveness of using an SPC chart can be apparently observed.

2.2. Process Model with Autocorrelation. Autocorrelation commonly exists in real processes, and it decreases the monitoring capability of SPC charts [11, 32–34]. Consider an autocorrelated process which is well represented by the following autoregressive model with order 1 model, AR(1) [19, 31, 35–37]:

\[ Y_{t+1} = \phi Y_t + a_{t+1}, \]

(2)

where \( \phi \) is the unknown parameter and this study arbitrarily sets \( \phi = 0.9 \).

Figure 2 displays the results by using a typical SPC chart to monitor an autocorrelated process which is represented by (2). One can observe that the false alarm signal has been triggered many times since there are no disturbances in this process. The main reason for such poor monitoring of an SPC chart is just simply that the autocorrelation was invoked in this process, and it causes the increase in the false alarm rates. Due to the fact that the monitoring capability would be decreased when SPC is used in an autocorrelated process, the EPC is a good alternative method to overcome this difficulty. Consider the following autocorrelated process with the use of EPC adjustment [15, 34]:

\[ Y_{t+1} = q X_t + d_{t+1}, \quad d_{t+1} = \frac{a_{t+1}}{(1 - \phi B)}, \]

(3)
where \( X_t \): deviation from the manipulate variable at time \( t \), \( q \): process gain, and it is an unknown parameter, \( d_{t+1} \): noise at time \( t + 1 \), and they follow AR(1) model, and \( B \): backward shift operator, and it is defined as \( Y_t B^j = Y_{t-j} \).

Also, the minimum mean squared error (MMSE) control action, one type of EPC, is widely used to tune the process in (3). The MMSE is described as follows [11, 15, 34]:

\[
\tilde{X}_t = \frac{\phi}{q} a_t = \phi X_{t-1} - \frac{\phi}{q} Y_t.
\]

Substituting (4) into (3), the following relationship holds:

\[
Y_{t+1} = a_{t+1}.
\]

Equation (4) implies that the process output deviations from the target follow a sequence of independent white noise. Accordingly, the traditional SPC charts can be used to monitor the autocorrelation. Suppose that a disturbance has intruded into the autocorrelated process (i.e., (3)); then the process can be modeled as follows:

\[
Y_{t+1} = qx_t + a_{t+1} + D_{t+1},
\]

where \( D_{t+1} \) is a certain disturbance at time \( t + 1 \).

2.3. Disturbance Models. The \( D_{t+1} \) which is defined in (6) presents a certain disturbance in a process. In this study, we consider three types of disturbance models and they include shift, trend, and cycle disturbances. The corresponding models are described as follows [35, 38]:

Shift: \( D^S_t = D_t + a_t \)

Trend: \( D^T_t = tS_t + a_t \)

Cycle: \( D^C_t = \sin \left( \frac{2\pi t}{\psi} \right) U_t + a_t \)

where \( D^S_t \): shift disturbance value at time \( t \), \( D_t \): level of shift disturbance, and it is assumed that \( D_t = 3 \) after shifting, \( D^T_t \): trend disturbance value at time \( t \), \( S_t \): trend slope, and it is assumed to follow a uniform distribution with the range of (0.05–0.1), \( D^C_t \): cycle disturbance value at time \( t \), \( U_t \): cycle amplitude, and it is assumed to follow a uniform distribution with the range of (1.5–2.5), and \( \psi \): cycle period, and it is assumed \( \psi = 8 \).

Figures 1, 3, and 4 show the patterns of those three disturbances. Figures 5, 6, and 7 display the results when the MMSE (i.e., (4)) is used to tune the process with the presence of those three disturbances. Observing Figures 5, 6, and 7, one can notice that the recognition of those disturbance patterns would be a very difficult task. Although there have been many works on systematic pattern recognition [38–42], most of the existing works are concerned with the recognition of the single systematic patterns. As a result, they usually assume that the observed process outputs only possess single basic type of systematic patterns [40–42].

However, in real control chart applications, the observed process data may be mixture of patterns where the original single disturbance pattern was embedded. Compared to the patterns illustrated in Figures 1, 3, and 4, it can be observed in Figures 5 and 6 that the mixture patterns are more difficult to recognize than the single disturbance patterns. Moreover, in practice, mixture process patterns usually result in serious performance degradation for pattern classification [20]. Consequently, how to effectively identify disturbance patterns in the SPC/EPC system is an important and challenging task.

3. Methodology

Because of their classification capability, both SVM and ANN have been increasingly used in many areas. Accordingly, this study employs those two techniques to recognize the disturbance patterns in the SPC/EPC systems. In this section, we present the concept of ANN and SVM.

3.1. Support Vector Machine. The basic idea of SVM can be briefly described as follows. SVM initially maps the input vectors into a high dimensional feature space, either linearly or non-linearly, which is relevant with the selection of the kernel function. The input or feature vectors in the feature space are then classified linearly by a numerically optimized
hyperplane, separating the two classes (this can be extended to multiclass). SVM training always seeks a global optimized solution and the hyperplane depends only on a subset of training examples [43].

Let \( \{(\tilde{x}_i, y_i)\}_{i=1}^{n}, \tilde{x}_i \in \mathbb{R}^m, y_i \in \{-1, 1\} \) be the training set with input vectors \((\tilde{x}_i)\) and outputs \((y_i)\). Here, \( n \) is the number of sample observations and \( m \) is the dimension of each observation, and \( y_i \) is known target. The algorithm is to seek the hyperplane \( \tilde{w} \cdot \tilde{x}_i + b = 0 \), where \( \tilde{w} \) is the vector of hyperplane and \( b \) is a bias term, to separate the data from two classes with maximal margin width \( 2/\|\tilde{w}\|^2 \), and all the points under the boundary are named support vector. In order to optimize the hyperplane, SVM solves the following optimization problem [43]:

\[
\begin{align*}
\text{Min} & \quad \Phi(\tilde{w}) = \frac{1}{2} \|\tilde{w}\|^2 \\
\text{s.t.} & \quad y_i (\tilde{w}^T \tilde{x}_i + b) \geq 1, \quad i = 1, 2, \ldots, n.
\end{align*}
\]

(8)

It is difficult to solve (8). Thus, SVM transforms the optimization problem to be dual problem by Lagrange method. The value of \( \alpha \) in the Lagrange method must be nonnegative real coefficients. Equation (8) is transformed into the following constrained form [43]:

\[
\begin{align*}
\text{Max} & \quad \Phi(\tilde{w}, b, \xi, \alpha, \beta) = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \alpha_i \alpha_j y_i y_j \tilde{x}_i^T \tilde{x}_j \\
\text{s.t.} & \quad \sum_{j=1}^{n} \alpha_j y_j = 0; \quad 0 \leq \alpha_i \leq C, \quad i = 1, 2, \ldots, n.
\end{align*}
\]

(9)

In (9), \( C \) is the penalty factor and determines the degree of penalty assigned to an error. It can be viewed as a tuning parameter which can be used to control the trade-off between maximizing the margin and the classification error. In order to separate two classes exactly, add a slack variable \((\xi)\) in the Lagrange equation to have \( y_i (\tilde{w}^T \tilde{x}_i + b) \geq 1 - \xi_i, \xi_i \geq 0 \). An objective of slack variable is to increase the flexible buffer of boundary.

In general, it may not find the linear separate hyperplane for all application data. For problems that cannot be linearly separated in the input space, the SVM uses the kernel method to transform the original input space into a high dimensional feature space where an optimal linear separating hyperplane can be found. The common kernel functions are linear, polynomial, radial basis function (RBF), and sigmoid.
Although several choices for the kernel function are available, the most widely used kernel function is the RBF which is defined as

\[ K(\tilde{x}_i, \tilde{x}_j) = \exp\left(-\gamma \|\tilde{x}_i - \tilde{x}_j\|^2\right), \quad \gamma \geq 0, \]  

(10)

where \( \gamma \) denotes the width of the RBF. Consequently, the RBF is employed in this study and the multiclass SVM method is used in this study [45].

3.2. Artificial Neural Network. ANN can be classified into two different categories, feedforward networks and feedback networks [46]. The nodes in the ANN can be divided into three layers: the input layer, the output layer, and one or more hidden layers. The nodes in the input layer receive input signals from an external source and the nodes in the output layer provide the target output signals.

The output of each neuron in the input layer is the same as the input to that neuron. For each neuron \( j \) in the hidden layer and neuron \( k \) in the output layer, the net inputs are given by

\[ \text{net}_j = \sum_i w_{ji} \times o_i, \quad \text{net}_k = \sum_j w_{kj} \times o_j, \]  

(11)

where \( i(j) \) is a neuron in the previous layer, \( o_i(o_j) \) is the output of node \( i(j) \), and \( w_{ji}(w_{kj}) \) is the connection weight from neuron \( i(j) \) to neuron \( j(k) \). The neuron outputs are given by

\[ o_i = \text{net}_i, \]

\[ o_j = \frac{1}{1 + \exp(-\text{net}_j + \theta_j)} = f_j(\text{net}_j, \theta_j), \]  

(12)

\[ o_k = \frac{1}{1 + \exp(-\text{net}_k + \theta_k)} = f_k(\text{net}_k, \theta_k), \]

where \( \text{net}_i(\text{net}_k) \) is the input signal from the external source to the node \( j(k) \) in the input layer and \( \theta_j(\theta_k) \) is the bias. The transformation function shown in (12) is called a sigmoid function. Because this is one of the most commonly utilized functions, it is applied in this study.

The generalized delta rule is the conventional technique used to derive the connection weights of the feedforward network [46]. Initially, a set of random numbers is assigned to the connection weights. Then, to determine the pattern \( p \) with a target output vector \( t_p = [t_{p1}, t_{p2}, \ldots, t_{pM}]^T \), the sum of the minimized squared error is given by

\[ E_p = \frac{1}{2} \sum_j \left( t_{pj} - o_{pj} \right)^2, \]  

(13)
Figure 7: The results of using MMSE to tune a process with a cycle disturbance.

Table 1: AIR for the proposed models (i.e., recognition of shift and trend disturbances).

<table>
<thead>
<tr>
<th>Proposed approach</th>
<th>Structures or parameters</th>
<th>Shift</th>
<th>Trend</th>
<th>AIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SES</td>
<td>$C = 0.0625; \gamma = 3$</td>
<td>0.986</td>
<td>0.826</td>
<td>90.60%</td>
</tr>
<tr>
<td></td>
<td>{2-2-1}</td>
<td>0.984</td>
<td>0.824</td>
<td>90.40%</td>
</tr>
<tr>
<td></td>
<td>{2-3-1}</td>
<td>0.984</td>
<td>0.822</td>
<td>90.30%</td>
</tr>
<tr>
<td></td>
<td>{2-4-1}</td>
<td>0.984</td>
<td>0.822</td>
<td>90.30%</td>
</tr>
<tr>
<td></td>
<td>{2-5-1}</td>
<td>0.988</td>
<td>0.822</td>
<td>90.50%</td>
</tr>
<tr>
<td></td>
<td>{2-6-1}</td>
<td>0.988</td>
<td>0.822</td>
<td>90.50%</td>
</tr>
</tbody>
</table>

where $M$ is the number of output nodes. By minimizing the error $E_p$, using the technique of gradient descent, the connection weights can be updated by using the following equations:

$$\Delta w_{ji}(p) = \eta \delta_{pj} o_{pj} + \alpha \Delta w_{ji}(p - 1), \quad (14)$$

where for output nodes

$$\delta_{pj} = (y_{pj} - o_{pj}) o_{pj} (1 - o_{pj}), \quad (15)$$

and for other nodes

$$\delta_{pj} = \left( \sum_k \delta_{pk} w_{kj} \right) o_{pj} (1 - o_{pj}). \quad (16)$$

Note that the learning rate affects the network’s generalization and the learning speed to a great extent.

4. Experimental Results

This study combines the methodologies of SEA and SES to recognize the types of underlying disturbances for a SPC/EPC system. Suppose a stochastic process is represented in (6) in which $q = 0.5, \phi = 0.9$, and the variance of the white noise is 1. This autocorrelated process is fine-tuned with the use of MMSE control action (4). After time 101, a shift, a trend, or a cycle disturbance has intruded in the process.

To use the proposed approaches, this study designs the structure of both SVM and ANN models. In addition, this study considers two cases for recognizing the disturbance patterns. While the first case is the combinations of any two disturbances that would be introduced in the process, the second case is the combination of those three disturbances that would occur in the process. In the case of any two types of disturbances in a process, this study includes 2000 and 1000 data vectors for training and testing stages, respectively. The first 1000 training data vectors are from one of the two disturbances and the remaining 1000 data vectors are from the other disturbances. The testing data structure is the same as the training stage structure. That is, the first 500 data vectors are involved with one disturbance and the remaining 500 data vectors are from the other disturbances. The ratio of 2:1 for training and testing data vectors are still applied to the case of three disturbances.

The inputs to SVM and ANN were the MMSE action, $X$, and the process outputs, $Y$. The outputs consist of one node, $Z$. This output node indicates the prediction of the process status. The value of 1, 2, or 3 indicates that the underlying disturbance is shift, trend, or cycle, respectively. For SVM design, since the RBF kernel function is adopted in this study, the performance of SVM is mainly affected by the setting of parameters of two parameters, $C$ and $\gamma$. There are no general rules for the choice of $C$ and $\gamma$. The grid search method uses exponentially growing sequences of $C$ and $\gamma$ to identify good parameters. The parameter set of $C$ and $\gamma$ which generates the highest correct classification rate is considered to be ideal set. In the ANN design, this study defines the term of $[n_l - n_h - n_i]$ as the number of neurons in the input layer, number of neurons in the hidden layer, and number of neurons in
the output layer, respectively. The hidden nodes in ANN was set to range from \((2n - 2)\) to \((2n + 2)\), where \(n\) is the number of input variables.

In the case of recognition for combination of two disturbances, Tables 1, 2, and 3 list the accurate identification rate (AIR) values for the setting of SVM and various setting of ANN topologies. From Table 1, it can be found that both of the \([2-5-1]\) and the \([2-6-1]\) designs have the highest AIR for the proposed SEA approach. That is, when the shift and/or trend disturbances exist in an SPC/EPC system, the SEA model with either \([2-5-1]\) or \([2-6-1]\) design could have a 90.50% chance to accurately recognize the type of underlying disturbance. Also, the proposed SES model with the parameter setting of \(C = 0.0625\) and \(\gamma = 3\) could have a 90.60% chance to accurately recognize the type of underlying disturbance. From Table 2, it can be observed that both SES and SEA approaches provide 80.60% and 80.70% chances to accurately recognize the types of shift and/or cycle disturbances in an SPC/EPC system. Table 3 indicates that both SES and SEA approaches provide 92.40% and 92.80% chances to accurately recognize the types of shift and/or cycle disturbances in an SPC/EPC system.

In the case of recognition for all three disturbances in an SPC/EPC system, Table 4 displays the AIR for the setting of SVM and various setting of ANN topologies. From Table 4, it can be found that both SES and SEA approaches provide 78.22% and 77.33% chances to accurately recognize the types of shift, trend, and cycle disturbances in the SPC/EPC system. Actually, it can be seen that the proposed SES and SEA approaches perform well in recognizing the underlying disturbances. The performance for the proposed approaches does not have significant differences, and the performance can be considered to be satisfactory.

5. Conclusions

The use of SPC chart for continuous improvement is an effective strategy for lowering manufacturing costs and improving product value. However, the autocorrelation usually exists in the real manufacturing process, and it causes the increase of false alarm signals of SPC chart. The integration of SPC and EPC has been reported as an alternative to monitor and control the autocorrelated process. Although the EPC compensation may be able to overcome the autocorrelation problems, it causes the underlying disturbance patterns to be embedded. Accordingly, it becomes very difficult to recognize the types of underlying disturbances in an SPC/EPC system.

This study proposes the SES and SEA mechanisms to recognize the types of underlying process disturbances. Three commonly seen disturbances are used in this study for evaluating the performance of the proposed method. Experimental results showed that the proposed schemes are able to produce the satisfactory AIR rate in the tested data sets. According to the experimental results, it can be concluded that the proposed schemes can effectively recognize disturbance patterns in an SPC/EPC system.

In addition to the three types of disturbances which were discussed in this study, there exist other disturbances. For example, the systematic or stratification can also be observed in the process. An attempt to recognize more types of disturbances would be a valuable contribution to this area of research. Also, the issue of recognition of the disturbance patterns for the multivariate systems can be extended as the future research direction [47, 48]. Finally, because more disturbance patterns need to be recognized, the extreme learning machine (ELM) classification scheme is under investigation.
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