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The purpose of this paper is introduce several types of Levitin-Polyak well-posedness for bilevel vector equilibrium and optimization problems with equilibrium constraints. Base on criterion and characterizations for these types of Levitin-Polyak well-posedness we argue on diameters and Kuratowski’s, Hausdorff’s, or Istrătescu measures of noncompactness of approximate solution sets under suitable conditions, and we prove the Levitin-Polyak well-posedness for bilevel vector equilibrium and optimization problems with equilibrium constraints. Obtain a gap function for bilevel vector equilibrium problems with equilibrium constraints using the nonlinear scalarization function and consider relations between these types of LP well-posedness for bilevel vector optimization problems with equilibrium constraints and these types of Levitin-Polyak well-posedness for bilevel vector equilibrium problems with equilibrium constraints under suitable conditions; we prove the Levitin-Polyak well-posedness for bilevel equilibrium and optimization problems with equilibrium constraints.

1. Introduction

Well-posedness is one of most important topics for optimization theory and numerical methods of optimization problems, which guarantees that, for approximating solution sequences, there is a subsequence which converges to a solution. The well-posedness of unconstrained and constrained scalar optimization problems was first introduced and studied by Tikhonov [1] and Levitin and Polyak [2], respectively. In Tikhonov well-posedness, which means the existence and uniqueness of minimizer and the convergence of a subsequence of each approximation sequence to a solution, the Tikhonov notation has been more interested; that is, any algorithm can generate only an approximating sequence of solutions. Hence, this sequence is applicable only if the problem under consideration is well posed. The concept of Tikhonov well-posedness has also been generalized to several related problems: variational inequalities, Nash equilibrium problems, optimization problems with variational inequalities constrains, optimization problems with Nash equilibrium constrains [3–12], and so forth.

The study of Levitin-Polyak (LP for short) well-posedness for scalar convex optimization problems with functional constraints originates from [13]. Recently, this research was extended to nonconvex optimization problems with abstract and functional constraints [14] and nonconvex vector optimization problems with both abstract and functional constraints [15]. In 2009, S. J. Li and M. H. Li [16] introduced and researched two types of LP well-posedness of vector equilibrium problems with variable domination structures. In the same year, Huang et al. [17] introduced and researched the LP well-posedness of vector quasi-equilibrium problems. Moreover, Li et al. [18] introduced and researched the LP well-posedness for two types of generalized vector quasi-equilibrium problems.

Most recently, many papers appeared dealing with bilevel problems such as mathematical programming with equilibrium constraints [19, 20], optimization problems with Nash equilibrium constraints [21], optimization problems
with variational inequality constraints [4], and optimization problems with equilibrium constraints [20, 22]. In 2012, Anh et al. [23] considered the LP well-posedness of bilevel equilibrium problems with equilibrium constraints (BEPEC) and bilevel optimization problems with equilibrium constraints (BOPEC). They introduced a relaxed level closedness and use it together with pseudomonotonic assumptions to establish sufficient conditions of LP well-posedness.

The vector equilibrium problem is a unified model of several classes of problems, for example, vector optimization problems and vector variational inequality problems [24, 25]. In recent years, many authors have intensively studied different types of vector equilibrium problem [26–28]. Many results on existence and stability of solutions for vector equilibrium problem, generalized vector equilibrium problems, and generalized quasivector equilibrium problems have been established [26–31]. Moreover, many authors have investigated the gap functions for vector equilibrium problems, generalized vector equilibrium problems, and generalized quasivector equilibrium problems [28].

Motivated and inspired by the above observations, our consideration of LP well-posedness for bilevel problems is in this paper. We focus on vector equilibria with vector equilibrium constraints and optimization with equilibrium constraints, as well as an abstract set constraint, and investigate criteria and characterizations for these types of LP well-posedness with a gap function for bilevel vector equilibrium problems with equilibrium constraints and optimization problems with equilibrium constraints. We propose a generalized level closedness and use it together to study well-posedness in the LP sense. However, since the existence topic has been intensively studied for vector equilibrium and bilevel problems, we focus on LP well-posedness, assuming always that the notations and preliminaries needed in these sequel. In Section 2, we state the bilevel problems under our consideration and recall notions and preliminaries needed in the sequel. In Section 3, we study LP well-posedness of bilevel vector equilibrium problems with equilibrium constraints and optimization problems with equilibrium constraints on diameters and measures of noncompactness of approximate solution sets in the Kuratowski, Hausdorff, or Istrˇatescu sense. In Section 4, by virtue of a nonlinear scalarization function and a gap function for bilevel vector quasi-equilibrium problems, we show equivalent relations between the LP well-posedness of the optimization problem and the LP well-posedness of bilevel vector equilibrium problems. The results in this paper unify, generalize, and extend some known results in [16, 23].

2. Preliminaries

Let \((X, d)\) and \(Z\) be locally convex Hausdorff topological vector spaces, where \(d\) is a metric which is compatible with the topology of \(X\). Throughout this paper, suppose \(C : X \times Z \to 2^Z\) is a set-valued mapping such that, for any \(x \in X\), \(C(x)\) is a pointed, closed, and convex cone in \(Z\) with nonempty interior \(\text{int} C(x)\), where \(C(x)\) depends on \(x\). We also assume that \(e : X \to Z\) is a continuous vector-valued mapping and satisfies that, for any \(x \in X\), \(e(x) \in \text{int} C(x)\). Let \(f : X \times X \times Z \to Z\) be a vector-valued mapping and \(K_i : X \times Z \to 2^X, i = 1, 2\). The constraints appear in this paper are solution sets of the following (parametric) vector quasi-equilibrium problem, for each \(z \in Z\):

\[
\text{(VQEP} \_z) \quad \text{find } \bar{x} \in K_1(\bar{x}, z) \text{ s.t. } f(\bar{x}, y, z) \notin \text{int } C(\bar{x}), \quad \forall y \in K_2(\bar{x}, z).
\]

Instead of writing \(\{\text{VQEP} \_z\} | z \in Z\) for the family of quasi-equilibrium problems, that is, the parametric problem, we will simply write (VQEP) in the sequel. Let \(S : Z \to 2^Z\) be the solution map of (VQEP). Let \(Y = X \times Z, F : Y \times Y \to Z\), and \(g : X \times Z \to Z\) be two functions with \(g(x, z) \in D\). We consider the following bilevel vector equilibrium problem with equilibrium constraints:

\[
\text{(BVEPEC) finding } \bar{y} \in \text{gr} S \text{ s.t., }
\]

\[
F(\bar{y}, y) \notin \text{int } C(\bar{y}), \quad \forall y \in \text{gr} S,
\]

where \(\text{gr} S\) denotes the graph of \(S\); that is, \(\text{gr} S := \{ (x, z) | x \in S(z) \}\). We denote by \(\Omega\) the set of solutions of (BVEPEC).

We first defined LP well-posedness notions.

**Definition 1.** A sequence \(\{x_n^*\} = \{(x_n, z_n)\} \subset X \times Z\) is called type I LP approximating sequence for (BVEPEC) if and only if there exists a sequence of nonnegative real number \(\{e_n\}\) with \(e_n \to 0\) such that

\[
d(x_n^*, \text{gr} S) \leq e_n; \tag{3}
\]

\[
F(x_n^*, y^*) + e_n e(x_n^*) \notin \text{int } C(x_n^*) \quad \forall y \in \text{gr} S(z), \quad z \in Z, \quad \text{where } y^* = (y, z); \tag{4}
\]

\[
\{x_n\} \text{ is an approximating sequence for the parametric problem (VQEP) corresponding to } \{z_n\}. \tag{5}
\]

**Definition 2.** A sequence \(\{x_n^*\} = \{(x_n, z_n)\} \subset X \times Z\) is called type II LP approximating sequence for (BVEPEC) if and only if there exists a sequence of nonnegative real number \(\{e_n\}\) with \(e_n \to 0\) such that (3)–(5) hold and for any \(n \in \mathbb{N}\) there exists \(\{y_n^*\} \in \text{gr} S\) such that

\[
F(x_n^*, y_n^*) - e_n e(x_n^*) \in - C(x_n). \tag{6}
\]

**Definition 3.** Problems (BVEPEC) is called type I (resp., type II) LP well-posed if and only if

(i) the solution set of (BVEPEC) is nonempty;

(ii) for any type I (resp., type II), LP approximating sequence of (BVEPEC) has a subsequence converging to a solution.

Recall now some notions. Let \(X\) and \(Z\) be as above and let \(T : X \to 2^Z\) be a multifunction. \(T\) is called lower semicontinuous (lsc) at \(x_0\) if and only if \(T(x_0) \cap U \neq \emptyset\).
For some open subsets, \( U \subseteq Z \) implies the existence of a neighborhood \( N \) of \( x_0 \) such that \( T(x) \cap U \neq \emptyset \) for all \( x \in N \). \( T \) is upper semicontinuous (usc) at \( x_0 \) if and only if, for each open subset \( U \supseteq T(x_0) \), there is a neighborhood \( N \) of \( x_0 \) such that \( U \supseteq T(N) \). \( T \) is called closed at \( x_0 \) if and only if, for each net \( (x_\alpha, y_\alpha) \in \text{gr} T \) with \( (x_\alpha, y_\alpha) \to (x_0, y_0) \), one has \( y_0 \in T(x_0) \). We say that \( T \) satisfies a certain property in a subset \( A \subseteq X \) if and only if \( T \) satisfies it at every point of \( A \). If \( A = \text{dom} T := \{x \mid T(x) \neq \emptyset\} \), we omit "in dom \( T \)" in the saying. The following assertions are known:

(i) \( T \) is lsc at \( x_0 \) if and only if \( \forall x_\alpha \to x_0, \forall y \in T(x_0), \exists y_\alpha \in T(x_\alpha) \), and \( y_\alpha \to y \);

(ii) \( T \) is closed if and only if \( \text{gr} T \) is closed;

(iii) \( T \) is usc at \( x_0 \) if \( T(A) \) is compact for any compact subset \( A \) of \( \text{dom} T \) and \( T \) is closed at \( x_0 \);

(iv) \( T \) is usc at \( x_0 \) if \( Z \) is compact and \( T \) is closed at \( x_0 \).

**Definition 4** (see [23]). Let \( X \) and \( Y \) be topological spaces, and \( f : X \to \mathbb{R} \).

(i) \( f \) is called upper 0-level closed at \( x_0 \in X \) if and only if, for any sequence \( \{x_\alpha\} \) converging to \( x_0 \),

\[
[f(x_\alpha) \geq 0, \forall n] \Rightarrow [f(x_0) \geq 0].
\]

(ii) \( f \) is called lower 0-level closed at \( x_0 \in X \) if and only if, for any sequence \( \{x_\alpha\} \) converging to \( x_0 \),

\[
f(x_\alpha) \leq 0, \forall n] \Rightarrow [f(x_0) \leq 0].
\]

**Definition 5.** Let \( X \) be Hausdorff topological spaces and let \( Z \) be a topological vector space \( f : X \to Z \). The function \( f \) is called upper 0-level closed at \( x_0 \in X \times Y \) if and only if, for any \( \{x_\alpha\} \) converging to \( x_0 \),

\[
[f(x_\alpha) \notin -\text{int} C, \forall n] \Rightarrow [f(x_0) \notin -\text{int} C].
\]

**Definition 6** (see [32]). Let \( A, B \) be nonempty subsets of metric space \( X \). The Hausdorff distance \( \mathcal{H}(\cdot, \cdot) \) between \( A \) and \( B \) is defined by

\[
\mathcal{H}(A, B) = \max \{\delta(A, B), \delta(B, A)\},
\]

where \( \delta(A, B) = \sup_{a \in A} d(a, B) \) with \( d(a, B) = \inf_{b \in B} d(a, b) \). Let \( \{A_n\} \) be a sequence of nonempty subsets of \( X \). We say that \( \{A_n\} \) converges to \( A \) in the sense of Hausdorff metric if \( \mathcal{H}(A_n, A) \to 0 \). It is easy to see that \( \delta(A_n, A) \to 0 \) if and only if \( d(a_n, A) \to 0 \) for all selection \( a_n \in A_n \). For more details on this topic, we refer the reader to [32].

### 3. Bilevel Vector Equilibrium Problems with Equilibrium Constraints (BVEPEC)

In this section, we give some criteria and characterizations for LP well-posedness of (BVEPEC) using noncompactness. Now, we need the following notions of measures of noncompactness.

**Definition 7.** Let \( M \) be a nonempty subset of a metric space \( X \).

(i) The Kuratowski measure of \( M \) is

\[
\mu(M) = \inf \left\{ \varepsilon > 0 \mid M \subseteq \bigcup_{k=1}^{n} M_k, \quad \text{diam } M_k \leq \varepsilon, \; k = 1, \ldots, n, \; \text{for some } n \in \mathbb{N} \right\}.
\]

(ii) The Hausdorff measure of \( M \) is

\[
\eta(M) = \inf \left\{ \varepsilon > 0 \mid M \subseteq \bigcup_{k=1}^{n} B(x_k, \varepsilon), \quad x_k \in X, \; \text{for some } n \in \mathbb{N} \right\}.
\]

(iii) The Istratescu measure of \( M \) is

\[
i(M) = \inf \{\varepsilon > 0 \mid M \text{ have no infinite } \varepsilon \text{- discrete subset} \}.
\]

The following inequalities are obtained in [33]:

\[
\eta(M) \leq i(M) \leq \mu(M) \leq 2\eta(M).
\]

The measures \( \mu, \eta, \) and \( i \) share many common properties and we will use \( y \) in the sequel to denote that either one of them \( y \) is a regular measure [34, 35]; that is, it enjoys the following properties:

(i) \( \gamma(M) = +\infty \) if and only if the set \( M \) is unbounded;

(ii) \( \gamma(M) = \gamma(\text{cl } M) \);

(iii) if \( \gamma(M) = 0 \), then \( M \) is a totally bounded set;

(iv) if \( X \) is a complete space and if \( \{A_n\} \) is a sequence of closed subset of \( X \) such that \( A_{n+1} \subseteq A_n \) for each \( n \in \mathbb{N} \) and \( \lim_{n \to +\infty} \mathcal{H}(A_n, K) = 0 \), where \( \mathcal{H} \) is the Hausdorff metric;

(v) if \( M \subseteq N \), then \( \gamma(M) \leq \gamma(N) \).

As above, \( S(z) \) denotes the solution set of (VQEP). For positive \( \varepsilon \), the \( \varepsilon \)-solution set of (VQEP) is defined by

\[
\tilde{S}(z, \varepsilon) = \{x \in K_1(x, z) \mid f(x, y, z) + \varepsilon e(x) \notin -\text{int } C(x) \},
\]

\[
\forall y \in K_2(x, z)\}.
\]
For positive $\xi$ and $\epsilon$, the corresponding approximate solution sets for (BVEPEC) are defined, respectively, by

$$
\Gamma_1(\xi, \epsilon) := \{x^* = (x, z) \in K_1(x, z) \times Z \mid d(x^*, \text{gr}\, S) \leq \epsilon, \\
F(x^*, y^*) + \epsilon e(x) \notin -\text{int}\, C(x), \forall y^* \in \text{gr}\, S, \\
f(x, y, z) + \xi e(x) \notin -\text{int}\, C(x), \forall y \in K_2(x, z)\}
$$

$$
\Gamma_2(\xi, \epsilon) := \{x^* = (x, z) \in K_1(x, z) \times Z \mid d(x^*, \text{gr}\, S) \leq \epsilon, \\
F(x^*, y^*) + \epsilon e(x) \notin -\text{int}\, C(x), \forall y^* \in \text{gr}\, S, \\
f(x, y, z) + \xi e(x) \notin -\text{int}\, C(x), \forall y \in K_2(x, z), F(x^*, y^*) - \epsilon e(x) \in -C(x)\}. 
$$

In terms of a measure $\gamma \in \{\mu, \eta, \iota\}$ of noncompactness we have the following result.

**Theorem 8.** Let $X$ and $Z$ be complete and $\gamma \in \{\mu, \eta, \iota\}$. Assume that

(i) in $X \times Z$, $K_1$ is closed and $K_2$ is lsc;

(ii) $f$ is upper 0-level closed in $K_1(X, Z) \times K_2(X, Z) \times Z$;

(iii) $F(\cdot, y^*)$ is upper 0-level closed in $X \times Z$, for all $y^* \in \text{gr}\, S$;

(iv) the mapping $W : X \times Z \rightarrow 2^Z$ defined by $W(x) = Z \setminus -\text{int}\, C(x)$ is closed.

Then, (BVEPEC) is type I LP well posed if and only if

$$
\gamma(\Gamma_1(\xi, \epsilon)) \rightarrow 0 \quad (\text{resp.}, \gamma(\Gamma_2(\xi, \epsilon)) \rightarrow 0) \rightarrow 0 \quad \text{as} \quad (\xi, \epsilon) \rightarrow (0, 0). 
$$

**(Proof.** By the relationship (14), the proof is similar for the three mentioned measures of noncompactness. We discuss only the case $\gamma = \mu$, the Kuratowski measure. Assume that (BVEPEC) is type I LP well posed. The solution set $\Omega$ of (BVEPEC) clearly the relation $\Omega \subseteq \Gamma_1(\xi, \epsilon)$. Hence,

$$
\mathcal{R}(\Gamma_1(\xi, \epsilon), \Omega) = \max\{\delta(\Gamma_1(\xi, \epsilon), \Omega), \delta(\Omega, \Gamma_1(\xi, \epsilon))\} = \delta(\Gamma_1(\xi, \epsilon), \Omega). 
$$

Let $\{x_{n}\} = \{(x_n, z_n)\}$ be in $\Omega$. Since $\{x_{n}\}$ is an approximating sequence, it has subsequence converging to some points of $\Omega$. Therefore, $\Omega$ is compact.

Assume that $\Omega \subseteq \bigcup_{i=1}^{n_0} M_k$ with diam $M_k \leq \epsilon, \forall k = 1, \ldots, n$. Setting $N_k = \{x \in X \mid d(x, M_k) \leq \mathcal{R}(\Gamma_1(\xi, \epsilon), \Omega)\}$, it obvious that $\Gamma_1(\xi, \epsilon) \subseteq \bigcup_{i=1}^{n_0} N_k$ and diam $N_k \leq \epsilon + 2\mathcal{R}(\Gamma_1(\xi, \epsilon), \Omega)$. Since $\Omega$ is compact and $\mu(\Omega) = 0$, then we get

$$
\mu(\Gamma_1(\xi, \epsilon)) \leq 2\mathcal{R}(\Gamma_1(\xi, \epsilon), \Omega) + \mu(\Omega) = 2\delta(\Gamma_1(\xi, \epsilon), \Omega). 
$$

Next, we show that $\mathcal{R}(\Gamma_1(\xi, \epsilon), \Omega) \rightarrow 0$ as $(\xi, \epsilon) \rightarrow (0, 0)$. By contradiction, suppose the existence of $\rho > 0, (\xi, \epsilon) \rightarrow (0, 0)$ and $x_n \in \Gamma_1(\xi, \epsilon)$ such that $d(x_n, \Omega) \geq \rho, \forall n \in N$. This contradicts the type I LP well-posedness. So, $\mathcal{R}(\Gamma_1(\xi, \epsilon), \Omega) \rightarrow 0$ as $(\xi, \epsilon) \rightarrow (0, 0)$. It follows that (17) holds.

Conversely, first, we show that for all $\xi, \epsilon > 0$, $\Gamma_1(\xi, \epsilon)$ is closed. Assume that $\mu(\Gamma_1(\xi, \epsilon)) \rightarrow 0$ as $(\xi, \epsilon) \rightarrow (0, 0)$. Let $\{x_{n}\} = \{(x_n, z_n)\} \in \Gamma_1(\xi, \epsilon)$ with $x_{n} \rightarrow x^* := (x, z)$. Then, for all $y^* \in \text{gr}\, S$ and $y_n \in K_2(x_n, z_n),

$$
d(x_n^*, \text{gr}\, S) \leq \epsilon; \\
F(x_{n}^*, y^*) + \epsilon e(x_{n}) \notin -\text{int}\, C(x_{n}), \\
f(x_{n}, y_{n}, z_n) + \xi e(x_{n}) \notin -\text{int}\, C(x_{n}).
$$

As $K_1$ is closed at $(x, z)$, we have $x \in K_1(x, z)$. From (20), we obtain that $d(x^*, \text{gr}\, S) \leq \epsilon$. By the upper 0-level closedness of $F$ in first argument and assumption (iv), one obtain

$$
F(x^*, y^*) + \epsilon e(x^*) \in W(x^*); \\
that is,
$$

$$
F(x^*, y^*) + \epsilon e(x^*) \notin -\text{int}\, C(x^*), \quad \forall y^* \in \text{gr}\, S. 
$$

Next, we show by contrapositive that $f(x, y, z) + \xi e(x) \notin -\text{int}\, C(x), \forall y \in K_2(x, z)$. Suppose that there exist $y \in K_2(x, z)$ such that $f(x, y, z) + \xi e(x) \in -\text{int}\, C(x)$. Since $K_2$ is lsc at $(x, z)$, there exist $y_n \in K_2(x, z)$ such that $y_n \rightarrow y$. By upper 0-level closedness of $f$ at $(x, y, z)$, there is $n_0 \in N$ such that

$$
f(x_n, y_n, z_n) + \xi e(x_n) \in -\text{int}\, C(x_n), \quad \forall n \geq n_0. 
$$

That is a contradiction. Thus, we have

$$
f(x, y, z) + \xi e(x) \notin -\text{int}\, C(x), \quad \forall y \in K_2(x, z). 
$$

Therefore, $x^* \in \Gamma_1(\xi, \epsilon)$ and so $\Gamma_1(\xi, \epsilon)$ is closed.

Secondly, we show that

$$
\Omega = \bigcap_{\xi + \epsilon > 0} \Gamma_1(\xi, \epsilon). 
$$

It is obvious that $\Omega \subseteq \bigcap_{\xi \geq \epsilon} \Gamma_1(\xi, \epsilon)$. Now, suppose that $(\xi_n, e_n) \rightarrow (0, 0)$ and $x^* \in \bigcap_{\xi > \epsilon} \Gamma_1(\xi_n, e_n)$. Thus, we have

$$
d(x^*, \text{gr}\, S) \leq e_n; \\
F(x^*, y^*) + e_n e(x^*) \notin -\text{int}\, C(x^*), \quad \forall y^* \in \text{gr}\, S, \\
f(x, y, z) + \xi_n e(x) \notin -\text{int}\, C(x), \quad \forall y \in K_2(x, z).
$$

By (27) and (28) and closedness of $W(x^*)$, we obtain

$$
F(x^*, y^*) \in W(x^*), \quad \forall y^* \in \text{gr}\, S, \\
f(x, y, z) \in W(x), \quad \forall y \in K_2(x, z).
$$

That is, $x^* \in \Gamma_1(\xi, \epsilon)$. Hence, (25) holds.
We know that $\mu(\Gamma_1(\xi, \epsilon)) \to 0$ as $(\xi, \epsilon) \to (0,0)$. Then, by properties of $\mu$, we see that $\Omega$ is compact and $\mathcal{H}(\Gamma_1(\xi, \epsilon)) \to 0$ as $(\xi, \epsilon) \to (0,0)$. Let $\{x_n^*\} = \{(x_n, z_n)\}$ be a type I LP approximating solution sequence for (BVEPEC). There is $\{\epsilon_n(\xi, \epsilon_n)\} \to (0,0)$ such that, for all $y^* \in \text{gr} S$ and $y \in K_2(x, z)$,

$$d(x_n^*, \text{gr} S) \leq \epsilon_n;$$

$$F(x_n^*, y^*) + \epsilon_n e(x_n^*) \notin -\text{int} C(x_n^*), \quad (30)$$

$$f(x_n, y, z_n) + \epsilon_n e(x_n) \notin -\text{int} C(x_n).$$

Therefore, $x_n^* \in \Gamma_1(\xi_n, \epsilon_n)$. It follows that, from $\mu(\Gamma_1(\xi, \epsilon)) \to 0$ as $(\xi, \epsilon) \to (0,0)$,

$$d(x_n^*, \Omega) \leq \mathcal{H}(\Gamma_1(\xi, \epsilon), \Omega) \to 0. \quad (31)$$

By the compactness of $\Omega$, there is a subsequence of $\{x_n\}$ convergent to some points of $\Omega$. Hence, (BVEPEC) is type I LP well posed. This completes the proof.

Similar to Theorem 8, we can prove that the following results.

**Theorem 9.** Let $X$ and $Z$ be complete and $\gamma \in \{\mu, \eta, \iota\}$. Assume that

(i) In $X \times Z$, $K_1$ is closed and $K_2$ is lsc;

(ii) $f$ is upper 0-level closed in $K_1(X, Z) \times K_2(X, Z) \times Z$;

(iii) $F(\cdot, y^*)$ is upper 0-level closed in $X \times Z$, for all $y^* \in \text{gr} S$;

(iv) the mapping $W : X \times Z \to 2^Z$ defined by $W(x) = Z \setminus -\text{int} C(x)$ is closed;

(v) the set-valued mapping $C : X \times Z \to 2^Z$ is closed;

(vi) for any $x \in \Omega$, $F(x^*, y^*) \in -\partial C$ and $\exists y^* \in \text{gr} S$ and for any $x \in S$, $f(x, y, z) \in -\partial C$ and $\exists y \in K_2(x, z)$.

Then, (BVEPEC) is type II LP well posed if and only if $\gamma(\Gamma_1(\xi, \epsilon)) \to 0$ (resp., $\gamma(\Gamma_2(\xi, \epsilon)) \to 0$) as $(\xi, \epsilon) \to (0,0)$.

### 4. Optimization Problem with Equilibrium Constraints (OPEC)

In this section, we will present the criteria and characterization for four types of (BVEPEC) and introduce a gap function for (BVEPEC) using the nonlinear scalarization function and then we investigate the equivalent relations between the LP well-posedness for bilevel vector optimization problem with equilibrium constraints (BIVOPEC) and the LP well-posedness for vector equilibrium problem with equilibrium constraints (BVEPEC). Now, consider the following optimization problem with equilibrium constraints.

Let $S : Z \to 2^X$ be the solution map of (VQEP). Let $\phi : X \times Z \to \mathbb{R}$, where $\mathbb{R} = (-\infty, +\infty]$. The bilevel vector optimization problem with equilibrium constraints is as follows:

(BVOPEC) minimize $\phi(x, z)$ s.t., $x^* := (x, z) \in \text{gr} S.$ \quad (32)

Note that $z$ is a parameter of the vector quasi-equilibrium problem defining the constraint, but it is a component of the decision variable $(x, z)$ of (BVEPEC) and (BVOPEC) and these problems are not parametric.

**Definition 10.** A sequence $\{x_n^*\} = \{(x_n, z_n)\} \subset X \times Z$ is called type I LP minimizing sequence for (BVOPEC) if and only if

$$d(x_n^*, \text{gr} S) \to 0; \quad (33)$$

$$\lim \sup_n \phi(x_n^*) \leq \nu^*; \quad (34)$$

$$\{x_n\}$$ is an approximating sequence for (QEP) corresponding to $\{z_n\}.$

**Definition 11.** A sequence $\{x_n^*\} = \{(x_n, z_n)\} \subset X \times Z$ is called type II LP minimizing sequence for (BVOPEC) if and only if (33) and (35) hold and

$$\lim_{n \to \infty} \phi(x_n^*) = \nu^*.$$

**Definition 12.** Problems (BVOPEC) is called type I (resp., type II) LP well posed if and only if

(i) the solution set of (BVOPEC) is nonempty;

(ii) for any type I (resp., type II), LP minimizing sequence of (BVOPEC) has a subsequence converging to a solution.

Now, we recall the definition of nonlinear scalarization function introduced by Chen et al. [36].

The nonlinear scalarization function $\xi_\lambda : Z \to \mathbb{R}$ is defined by

$$\xi_\lambda(x) = \min \{\lambda \in \mathbb{R} : x - \lambda e(x) \in -C(x)\}. \quad (37)$$

**Definition 13.** A mapping $\phi : Y \to \mathbb{R} \cup \{+\infty\}$ is called a gap function for (BVEPEC) if

(i) $\phi(x) \geq 0, \forall x \in Y$;

(ii) $\phi(x^*) = 0, \forall x^* \in \text{gr} S$ if and only if $x^* \in \Omega$.

We introduced the following gap function defined by

$$\phi^*(x) = \sup_{y \in \text{gr} S} [-\xi_\lambda(F(x, y))], \quad \forall x \in \text{gr} S. \quad (38)$$

**Remark 14.** (i) By Definition 4, it is easy to see that $\phi^*(x)$ is a gap function for (EPEC). Moreover, if $\Omega \neq \emptyset$, then $\text{Dom}(\phi^*(x)) \cap \text{gr} S \neq \emptyset$.

(ii) By Definition 4, it is clear that $x_0 \in \Omega$ if and only if $x_0$ minimizes $\phi^*(x)$ over gr$S$ with $\phi^*(x_0) = 0$.

Now, we prove the following lemma.

**Lemma 15.** Let for any $x \in \text{gr} S, F(x, y) \in -\partial C(x)$, where $\partial C(x)$ is the topological boundary of $C(x)$ and $F(\cdot, y)$ is upper 0-level closed on $X \times Z$, for all $y \in \text{gr} S$. Then, the mapping $\phi^*$ defined by (38) is lower 0-level closed on $X \times Z$. 


Proof. Suppose that \( \{x^n\} \in \text{gr} S \) satisfies \( x^n \rightarrow x^* \in \text{gr} S \) and \( \phi^*(x^n) < b, \forall n \in \mathbb{N} \). Follows from (38)
\[
\phi^*(x^n) = \sup_{y \in \text{gr} S} \{-\xi \xi (F(x^n, y))\} \leq 0.
\]
Then, \( \xi(F(x^n, y)) \geq 0, \forall y \in \text{gr} S \). By the upper closed 0-level of \( F \) in first argument, we know that
\[
\xi F(x^*, y) \geq 0, \forall y \in \text{gr} S.
\]
That is,
\[
\phi^*(x^*) = \sup_{y \in \text{gr} S} \{-\xi \xi (F(x^*, y))\} \leq 0.
\]
Then, we have that \( \phi^*(x^*) \) is lower closed 0-level. This completes the proof.

**Theorem 16.** Suppose that the assumptions of Lemma 15 are satisfied. Then the following results hold:

(i) \((\text{BVEPEC})\) is the type I LP well-posedness if and only if \((\text{BVOPEC})\) is the type I LP well-posedness with the function \( \phi \) defined by (38).

(ii) \((\text{BVOPEC})\) is the type II LP well-posedness if and only if \((\text{BVEPEC})\) is the type II LP well-posedness with the function \( \phi \) defined by (38).

Proof. (i) We know that \( \phi^* \) is a gap function of \((\text{BVEPEC})\), and \( x^* \in \Omega \) if and only if \( x^* \in \text{gr} S \) with \( F = \phi(x^*) = 0 \). Assume that \( \{x^n\} = \{(x_n, z_n)\} \) is any type I LP approximating solution sequence for \((\text{BVEPEC})\). Then, there exist \( \epsilon > 0 \) with \( \epsilon_n \rightarrow 0 \) such that
\[
d(x^n, \text{gr} S) \leq \epsilon_n; \quad F(x^n, y^*) + \epsilon \epsilon (x^n) \notin \text{int} C(x^n), \forall y^* \in \text{gr} S.
\]
It follows from (43) that
\[
\xi (F(x^n, y^*)) \geq -\epsilon_n, \forall y^* \in \text{gr} S.
\]
Then, we obtain
\[
\phi(x^n) = \sup \{-\xi (F(x^n, y^*))\} \leq \epsilon_n, \forall y^* \in \text{gr} S.
\]
Hence,
\[
\limsup_{n \rightarrow \infty} \phi(x^n) \leq 0, \text{ since } \epsilon_n \rightarrow 0.
\]
Therefore, \( \{x^n\} \) is a type I LP minimizing sequence for \((\text{BVOPEC})\).

Conversely, assume that \( \{x^n\} \) is any type I LP minimizing sequence for \((\text{BVOPEC})\). Then, \( d(x^n, \text{gr} S) \rightarrow 0 \), \( \limsup_{n \rightarrow \infty} \phi(x^n) \leq 0 \), and \( F(x^n, y_n, z_n) + \xi (x^n) e(x^n) \notin \text{int} C(x^n), \forall y_n \in K_2(x_n, z_n) \). Then, there exist \( \epsilon_n \) with \( \epsilon_n \rightarrow 0 \) satisfying \( d(x^n, \text{gr} S) \leq \epsilon_n \);
\[
\phi(x^n) = \sup \{-\xi (F(x^n, y^*))\} \leq \epsilon_n, \forall y^* \in \text{gr} S.
\]
Then, we get \( \xi (F(x^n, y^*)) \geq -\epsilon_n \) or, equivalently,
\[
F(x^n, y^*) + \epsilon \epsilon (x^n) \notin \text{int} C(x^n), \forall y \in \text{gr} S.
\]
Hence, \( \{x^n\} \) is a type I LP approximating solution sequence for \((\text{BVEPEC})\). It follows that \((\text{BVEPEC})\) is the type I LP well-posedness if and only if \((\text{BVOPEC})\) is the type I LP well-posedness with the function \( \phi \).

The proof of (ii) is similar to (i) and we are omitted. This completes the proof.

**Conflict of Interests**

The authors declare that there is no conflict of interests regarding the publication of this paper.

**Acknowledgments**

The authors would like to thank The Commission on Higher Education for financial support. Moreover, Kamonrat Sombut is also supported by The Strategic Scholarships Fellowships Frontier Research Networks under Grant no. CHE-Ph.D-THA-SUP/86/2550, Thailand.

**References**


