A Class of Sequences Defined by Weak Ideal Convergence and Musielak-Orlicz Function
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We introduced the weak ideal convergence of new sequence spaces combining an infinite matrix of complex numbers and Musielak-Orlicz function in normed spaces. We also study some topological properties and inclusion relation between these spaces.

1. Introduction

Throughout the paper \( \omega, \ell_\infty, \epsilon, \ell_p \) denote the classes of all, bounded, convergent, null, and \( p \)-absolutely summable sequences of complex numbers. The sets of natural numbers and real numbers will be denoted by \( \mathbb{N}, \mathbb{R} \), respectively, and \( I \) will denote an admissible ideal in \( \mathbb{N} \); \( X, X^* \) will denote a normed linear space \( (X, \| \cdot \|) \) and its continuous dual, respectively. Many authors studied various sequence spaces using normed or seminormed linear spaces. In this paper, using an infinite matrix of complex numbers and the notion of weak ideal, we aimed to introduce some new sequence spaces with Musielak-Orlicz function in normed spaces. By an ideal we mean a family \( I \subset 2^Y \) of subsets of a nonempty set \( Y \) satisfying the following: (i) \( \phi \in I \); (ii) \( A, B \in I \) imply \( A \cup B \in I \); (iii) \( A \in I, B \subset A \) imply \( B \in I \), while an admissible ideal of \( Y \) further satisfies \( \{x\} \in I \) for each \( x \in Y \). The notion of ideal convergence was introduced first by P. Kostyrko et al. [1] as a generalization of statistical convergence. Given that \( I \subset 2^\mathbb{N} \) is a nontrivial ideal in \( \mathbb{N} \), the sequence \( (x_n)_{n\in\mathbb{N}} \) in a normed space \( (X, \| \cdot \|) \) is said to be \( I \)-convergent to \( x \in X \) if, for each \( \epsilon > 0 \),

\[
A(\epsilon) = \{ n \in \mathbb{N} : \| x_n - x \| \geq \epsilon \} \in I.
\]  

A sequence \( (x_n) \) in a normed space \( (X, \| \cdot \|) \) is said to be \( I \)-Cauchy if, for each \( \epsilon > 0 \), there exists a positive integer \( m = m(\epsilon) \) such that

\[
\{ n \in \mathbb{N} : \| x_n - x_m \| \geq \epsilon \} \in I. \tag{3}
\]

Recently different classes of sequences have been introduced using ideal convergence; see [2, 3]. Following [4, 5], Pehlivan et al. [6] have introduced the concepts of weak \( I \)-convergence and weak \( I \)-Cauchy sequence in a normed space and investigated their basic properties. A sequence \( (x_n)_{n\in\mathbb{N}} \) in a normed space \( (X, \| \cdot \|) \) is said to be weak \( I \)-convergent to \( x \in X \) if, for each \( \epsilon > 0 \) and for each \( f \in X^* \), the set

\[
A(\epsilon) = \{ n \in \mathbb{N} : | f(x_n) - f(x) | \geq \epsilon \} \in I. \tag{4}
\]

A sequence \( (x_n) \) in a normed space \( (X, \| \cdot \|) \) is said to be weak \( I \)-bounded for each \( f \in X^* \) if there exists \( L > 0 \) such that

\[
\{ k \in \mathbb{N} : | f(x_k) | > L \} \in I. \tag{5}
\]

A sequence \( (x_n) \) in a normed space \( (X, \| \cdot \|) \) is said to be weak \( I \)-Cauchy if, for each \( \epsilon > 0 \) and for each \( f \in X^* \), there exists a positive integer \( m = m(\epsilon) \) such that

\[
\{ k \in \mathbb{N} : | f(x_k) - f(x_m) | \geq \epsilon \} \in I. \tag{6}
\]

An Orlicz function is a function \( M : [0, \infty) \to [0, \infty) \) which is continuous, nondecreasing, and convex with \( M(0) = 0 \),
$M(x) > 0$ for $x > 0$, and $M(x) \to \infty$, as $x \to \infty$. If convexity of $M$ is replaced by $M(x + y) \leq M(x) + M(y)$, then it is called a modulus function, introduced by Nakano [7]. Ruckle [8] and Maddox [9] used the idea of a modulus function to construct some spaces of complex sequences. An Orlicz function $M$ is said to satisfy the $\Delta_2$-condition for all values of $x \geq 0$ if there exists a constant $K > 0$ such that $M(2x) \leq KM(x)$. The $\Delta_2$-condition is equivalent to $M(\lambda x) \leq K M(x)$ for all values of $x$ and for $l > 1$. Lindenstrauss and Tzafriri [10] used the idea of an Orlicz function to define the following sequence spaces:

$$\ell_M = \left\{ x \in \omega : \sum_{\kappa=1}^{\infty} M\left( \frac{|x(\kappa)|}{\rho} \right) < \infty \right\},$$

which is a Banach space with the Luxemburg norm defined by

$$\|x\| = \inf \left\{ \rho > 0 : \sum_{\kappa=1}^{\infty} M\left( \frac{|x(\kappa)|}{\rho} \right) \leq 1 \right\}.$$

The space $\ell_M$ is closely related to the space $\ell_p$, which is an Orlicz sequence space with $M(x) = x^p$ for $1 \leq p < \infty$. Recently different classes of sequences have been introduced using Orlicz functions. See [11–14]. A sequence $\mathcal{M} = (M_k)$ of Orlicz functions $M_k$ for all $k \in \mathbb{N}$ is called a Musielak-Orlicz function.

### 2. Definitions and Preliminaries

Let $x = (x_k)$ be a sequence; then $S(x)$ denotes the set of all permutations of the elements of $(x_k)$; that is,

$$S(x) = \{(x_{\pi(k)}) : \pi \text{ is a permutation of } \mathbb{N} \}.$$

**Definition 1.** A sequence space $E$ is said to be symmetric if $S(x) \subseteq E$ for all $x \in E$.

**Definition 2.** A sequence space $E$ is said to be normal (or solid) if $(a_k x_k) \in E$, whenever $(x_k) \in E$ and for all sequence $(a_k)$ of scalars with $|a_k| \leq 1$ for all $k \in \mathbb{N}$.

Let $K = \{ k_1 < k_2 < \cdots \} \subseteq \mathbb{N}$ and let $E$ be a sequence space. A $K$-step space of $E$ is a sequence space $\lambda^E_K = \{(x_k) : (k_n) \in E\}$. A canonical preimage of a sequence $x_k \in \lambda^E_K$ is a sequence $y_k \in \omega$ defined as

$$y_k = \begin{cases} x_k, & \text{if } k \in K \\ 0, & \text{otherwise}. \end{cases}$$

A canonical preimage of a step space $\lambda^E_K$ is a set of canonical preimages of all elements in $\lambda^E_K$, that is, $y$ is in canonical preimage of $\lambda^E_K$ if and only if $y$ is canonical preimage of some $x \in \lambda^E_K$.

**Definition 3.** A sequence space $E$ is said to be monotone if $E$ contains the canonical preimages of all its step spaces.

### Lemma 4. Every normal space is monotone.

For any bounded sequence $(p_k)$ of positive numbers, we have the following well known inequality.

If $0 \leq p_k \leq \sup_k p_k = G$ and $D = \max(1, 2G^{-1})$, then $|a_n + b_n|^{p_k} \leq D(|a_n|^{p_k} + |b_n|^{p_k})$ for all $k$ and $a_k, b_k \in \mathbb{C}$.

### 3. Main Results

In this section, we define some new weak ideal convergent sequence spaces and investigate their linear topological structures. We find out some relations related to these sequence spaces. Let $\omega = (\omega (x))$ if $\omega (x) = \sum_{n=1}^{\infty} a_n x_n$ converges for each $f$. Further, let $p = (p_k)$ be any bounded sequence of positive real numbers:

$$m[A, \mathcal{M}, p, \|\|]_{\omega-I}$$

For any bounded sequence $(p_k)$ of positive numbers, we have the following well known inequality.

If $0 \leq p_k \leq \sup_k p_k = G$ and $D = \max(1, 2G^{-1})$, then $|a_n + b_n|^{p_k} \leq D(|a_n|^{p_k} + |b_n|^{p_k})$ for all $k$ and $a_k, b_k \in \mathbb{C}$.
\[ m[A, M, p, \| \cdot \|]^{\infty} \]
\[
= \begin{cases} 
  x \in \omega(X) : \\
  \exists K > 0, \text{ s.t. } k \in \mathbb{N} : \\
  \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left\| \frac{f(x)}{\rho} \right\| \right) \right]^p_j \geq K \end{cases} \in I
\]
for some \( \rho > 0 \) and each \( f \in X^* \).

Let us consider a few special cases of the above sets.

(1) If \( M_k(x) = M(x) \) for all \( k \in \mathbb{N} \), then the above classes of sequences are denoted by \( m[A, M, p, \| \cdot \|]^{\infty} \), \( m[A, M, p, \| \cdot \|]^{w_0} \), \( m[A, M, p, \| \cdot \|]^{\infty} \), and \( m[A, M, p, \| \cdot \|]^{\infty} \), respectively.

(2) If \( p_k = 1 \) for all \( k \in \mathbb{N} \), then the above classes of sequences are denoted by \( m[A, M, \| \cdot \|]^{\infty} \), \( m[A, M, \| \cdot \|]^{w_0} \), \( m[A, M, \| \cdot \|]^{\infty} \), and \( m[A, M, \| \cdot \|]^{\infty} \), respectively.

(3) If \( M_k(x) = x \) for all \( k \in \mathbb{N} \) and \( x \in [0, \infty) \), then the above classes of sequences are denoted by \( m[A, p, \| \cdot \|]^{\infty} \), \( m[A, p, \| \cdot \|]^{w_0} \), \( m[A, p, \| \cdot \|]^{\infty} \), and \( m[A, p, \| \cdot \|]^{\infty} \), respectively.

(4) If we take \( M_k(x) = M(x) \) for all \( k \in \mathbb{N} \) and \( A = (a_{kj}) \) as
\[
a_{kj} = \begin{cases} 
  \frac{1}{k} & k \geq j \\
  0 & \text{otherwise}
\end{cases}
\]
then we denote the above classes of sequences by \( m[C, M, p, \| \cdot \|]^{\infty} \), \( m[C, M, p, \| \cdot \|]^{w_0} \), \( m[C, M, p, \| \cdot \|]^{\infty} \), and \( m[C, M, p, \| \cdot \|]^{\infty} \), respectively.

(5) If we take \( M_k(x) = M(x) \) and \( A = (a_{kj}) \) as
\[
a_{kj} = \begin{cases} 
  \frac{1}{\lambda_k} & j \in I_k = [k - \lambda_k + 1, k] \\
  0 & \text{otherwise}
\end{cases}
\]
where \( (\lambda_k) \) is a nondecreasing sequence of positive numbers tending to \( \infty \), then we denote the above classes of sequences by \( m[\lambda, M, p, \| \cdot \|]^{\infty} \), \( m[\lambda, M, p, \| \cdot \|]^{w_0} \), \( m[\lambda, M, p, \| \cdot \|]^{\infty} \), and \( m[\lambda, M, p, \| \cdot \|]^{\infty} \), respectively.

(6) By a lacunary \( \theta = (j_r) \), \( r = 0, 1, 2, \ldots \), where \( j_0 = 0 \), we will mean an increasing sequence of nonnegative integers with \( j_r - j_{r-1} \rightarrow \infty \) as \( r \rightarrow \infty \). The interval determined by \( \theta \) will be denoted by \( I_r = \{ j_{r-1}, j_r \} \) and \( h_r = j_r - j_{r-1} \) and let \( A = (a_{kj}) \) as
\[
a_{kj} = \begin{cases} 
  \frac{1}{h_r} & j \in I_r = \{ j_{r-1}, j_r \} \\
  0 & \text{otherwise}.
\end{cases}
\]

Then we denote the above classes of sequences by \( m[\theta, M, p, \| \cdot \|]^{\infty} \), \( m[\theta, M, p, \| \cdot \|]^{w_0} \), \( m[\theta, M, p, \| \cdot \|]^{\infty} \), and \( m[\theta, M, p, \| \cdot \|]^{\infty} \), respectively.

(7) If \( M_k(x) = M(x) \), for all \( k \in \mathbb{N} \) and \( A = I \), then the above classes of sequences are denoted by \( m[M, p, \| \cdot \|]^{\infty} \), \( m[M, p, \| \cdot \|]^{w_0} \), \( m[M, p, \| \cdot \|]^{\infty} \), and \( m[M, p, \| \cdot \|]^{\infty} \), respectively.

**Theorem 5.** The spaces \( m[A, M, p, \| \cdot \|]^{w_0} \), \( m[A, M, p, \| \cdot \|]^{\infty} \), and \( m[A, M, p, \| \cdot \|]^{\infty} \) are linear spaces.

**Proof.** We will prove the assertion for \( m[A, M, p, \| \cdot \|]^{w_0} \); the others can be proved similarly. Assume that \( x = (x_k), y = (y_k) \in m[A, M, p, \| \cdot \|]^{w_0} \), and \( \alpha, \beta \in \mathbb{C} \). Then, there exist \( \rho_1 \) and \( \rho_2 \) such that the sets
\[
\left\{ k \in \mathbb{N} : \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left\| \frac{f(x_j)}{\rho_1} \right\| \right) \right]^p_j \geq \varepsilon \right\} \in I,
\]
and
\[
\left\{ k \in \mathbb{N} : \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left\| \frac{f(y_j)}{\rho_2} \right\| \right) \right]^p_j \geq \varepsilon \right\} \in I.
\]
Since \( f \) is linear and the Orlicz function \( M_j \) is convex for all \( j \in \mathbb{N} \), the following inequality holds:
\[
\sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left\| \frac{f(\alpha x_j + \beta y_j)}{\rho_1} \right\| \right) \right]^p_j \leq D \sum_{j=1}^{\infty} a_{kj} \left[ \frac{|\alpha|}{\rho_1} + \frac{|\beta|}{\rho_2} \right] M_j \left( \left\| \frac{f(x_j)}{\rho_1} \right\| \right)^p_j
\]
\[ + D \sum_{j=1}^{\infty} a_{kj} \left[ \frac{|\beta|}{\rho_2} \right] M_j \left( \left\| \frac{f(y_j)}{\rho_2} \right\| \right)^p_j \leq DL \sum_{j=1}^{\infty} a_{kj} M_j \left( \left\| \frac{f(x_j)}{\rho_1} \right\| \right)^p_j + DL \sum_{j=1}^{\infty} a_{kj} M_j \left( \left\| \frac{f(y_j)}{\rho_2} \right\| \right)^p_j,
\]
where \( (\lambda_k) \) is a nondecreasing sequence of positive numbers tending to \( \infty \), then we denote the above classes of sequences by \( m[\lambda, M, p, \| \cdot \|]^{\infty} \), \( m[\lambda, M, p, \| \cdot \|]^{w_0} \), \( m[\lambda, M, p, \| \cdot \|]^{\infty} \), and \( m[\lambda, M, p, \| \cdot \|]^{\infty} \).
where \( L = \max\{|\alpha|\rho_1/(|\alpha|\rho_1 + |\beta|\rho_2), |\beta|\rho_2/(|\alpha|\rho_1 + |\beta|\rho_2)\} \). On the other hand from the above inequality we get

\[
\left\{ k \in \mathbb{N} : \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(\alpha x + \beta y)}{\rho_1} \right) \right) \right]^{p_j} \geq \varepsilon \right\}
\leq \left\{ k \in \mathbb{N} : DL \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho_1} \right) \right) \right]^{p_j} \geq \frac{\varepsilon}{2} \right\}
\cup \left\{ k \in \mathbb{N} : DL \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(y)}{\rho_2} \right) \right) \right]^{p_j} \geq \frac{\varepsilon}{2} \right\}. \tag{17}
\]

Since the two sets on the right hand side belong to \( I \), this completes the proof. \( \Box \)

**Theorem 6.** The spaces \( m[A, \mathcal{M}, \rho, \| \cdot \|_1^w] \), \( m[A, \mathcal{M}, \rho, \| \cdot \|_0^w] \), and \( m[A, \mathcal{M}, \rho, \| \cdot \|_\infty^w] \) are paranormed spaces with respect to the paranorm \( g \) defined by

\[
g(x) = \inf_{\rho \in H} \left\{ \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho} \right) \right) \right]^{p_j} \right\}^{1/H},
\]

where \( H = \max\{1, \sup_k \rho_k\} \).

**Proof.** Clearly \( g(-x) = g(x) \) and \( g(x) = 0 \iff x = \Theta \), where \( \Theta \) is the zero element of \( X \). Let \( x = (x_k) \) and \( y = (y_k) \in m[A, \mathcal{M}, \rho, \| \cdot \|_0^w] \). Then, for \( \rho > 0 \), we set

\[
A_1 = \left\{ \rho : \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho} \right) \right) \right]^{p_j} \leq 1 \right\},
\]

\[
A_2 = \left\{ \rho : \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(y)}{\rho} \right) \right) \right]^{p_j} \leq 1 \right\}. \tag{19}
\]

Let \( \rho_1 \in A_1, \rho_2 \in A_2 \), and \( \rho = \rho_1 + \rho_2 \); then we have

\[
\sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x + y)}{\rho} \right) \right) \right]^{p_j}
\leq \frac{\rho_1}{\rho_1 + \rho_2} \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho_1} \right) \right) \right]^{p_j}
+ \frac{\rho_2}{\rho_1 + \rho_2} \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(y)}{\rho_2} \right) \right) \right]^{p_j}
\leq 1,
\]

and consequently

\[
g(\lambda' x' - \lambda x) = \inf \left\{ \left( |\lambda' - \lambda| \rho_1 + |\lambda| \rho_1^{-1} \right)^{p_j/H} : \rho_j \in A_3, \rho_1^j \in A_4 \right\}
\]

Let \( \lambda' \rightarrow \lambda \) where \( \lambda', \lambda \in \mathbb{C} \), and let \( g(\lambda' x' - x) \to 0 \) as \( t \to \infty \). We have to show that \( g(\lambda' x' - \lambda x) \to 0 \) as \( t \to \infty \). We set

\[
A_3 = \left\{ \rho_1 : \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho_1} \right) \right) \right]^{p_j} \leq 1 \right\},
\]

\[
A_4 = \left\{ \rho_1^j : \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(y)}{\rho_1^j} \right) \right) \right]^{p_j} \leq 1 \right\}. \tag{20}
\]

If \( \rho_1 \in A_3 \) and \( \rho_1^j \in A_4 \), by using nondecreasing and convexity of the Orlicz function \( M_j \) for all \( j \in \mathbb{N} \), we obtain that

\[
\sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(\lambda' x' - \lambda x)}{|\lambda' - \lambda| \rho_1 + |\lambda| \rho_1^{-1}} \right) \right) \right]^{p_j}
\leq \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(\lambda' x' - \lambda' x)}{|\lambda' - \lambda| \rho_1 + |\lambda| \rho_1^{-1}} \right) \right) \right]^{p_j}
+ \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(\lambda' x' - \lambda' \lambda x)}{|\lambda' - \lambda| \rho_1 + |\lambda| \rho_1^{-1}} \right) \right) \right]^{p_j}
\leq \frac{|\lambda' - \lambda| \rho_1}{|\lambda' - \lambda| \rho_1 + |\lambda| \rho_1^{-1}} \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho_1} \right) \right) \right]^{p_j}
+ \frac{|\lambda| \rho_1^j}{|\lambda' - \lambda| \rho_1 + |\lambda| \rho_1^{-1}} \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x - x)}{\rho_1^j} \right) \right) \right]^{p_j}. \tag{21}
\]

From the above inequality, it follows that

\[
\sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(\lambda' x' - \lambda x)}{|\lambda' - \lambda| \rho_1 + |\lambda| \rho_1^{-1}} \right) \right) \right]^{p_j} \leq 1, \tag{23}
\]

and consequently

\[
g(\lambda' x' - \lambda x) = \inf \left\{ \left( |\lambda' - \lambda| \rho_1 + |\lambda| \rho_1^{-1} \right)^{p_j/H} : \rho_j \in A_3, \rho_1^j \in A_4 \right\}
\]
\[ \leq |\lambda' - \lambda|^p_{\mathcal{P}/H} \inf \left\{ (\rho_j)^{p_j}/H : \rho_j \in A_3 \right\} \]
\[ + |\lambda|^p_{\mathcal{P}/H} \inf \left\{ (\rho_j)^{p_j}/H : \rho_j \in A_3 \right\} \]
\[ \leq \max \left\{ |\lambda' - \lambda|, |\lambda' - \lambda|^p_{\mathcal{P}/H} \right\} g(x') \]
\[ + \max \left\{ |\lambda|, |\lambda|^p_{\mathcal{P}/H} \right\} g(x' - x). \]  

Note that \( g(x') \leq g(x) + g(x' - x) \) for all \( t \in \mathbb{N} \). Hence, by our assumption, the right-hand side of (24) tends to 0 as \( t \to \infty \), and the result follows. This completes the proof of the theorem. \( \square \)

**Theorem 7.** Let \( \mathcal{M} = (M_j), \mathcal{M}' = (M'_j), \) and \( \mathcal{M}'' = (M''_j) \) be Musielak-Orlicz functions. Then, the following hold:

(a) \( m[A, \mathcal{M}', p, \| \cdot \|_{\mathcal{P}/H}] \subseteq m[A, \mathcal{M} \cdot \mathcal{M}', p, \| \cdot \|_{\mathcal{P}/H}] \), provided \( p = (p_k) \) be such that \( G_0 = \inf p_k > 0 \),

(b) \( m[A, \mathcal{M}', p, \| \cdot \|_{\mathcal{P}/H}] \subseteq m[A, \mathcal{M} + \mathcal{M}', p, \| \cdot \|_{\mathcal{P}/H}] \).

**Proof.** (a) Let \( \varepsilon > 0 \) be given. Choose \( \varepsilon_j > 0 \) such that \( \sup_k (\sum_{j=1}^{\infty} a_{kj}) \max \{ \varepsilon_j^G, \varepsilon_j^G \} < \varepsilon \). Using the continuity of the Orlicz function \( M_j \), choose \( 0 < \delta < 1 \) such that \( 0 < \theta < \delta \) implies that \( M(t) < \varepsilon_j \).

Let \( x = (x_k) \) be any element in \( m[A, \mathcal{M}', p, \| \cdot \|_{\mathcal{P}/H}] \); put

\[ A_\delta = \left\{ k \in \mathbb{N} : \sum_{j=1}^{\infty} a_{kj} \left[ M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j} \geq \delta^G \right\}. \]

(25)

Then, by definition of ideal convergent, we have the set \( A_\delta \in I \). If \( n \in A_\delta \), then we have

\[ \sum_{j=1}^{\infty} a_{kj} \left[ M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j} < \delta^G \Rightarrow \left[ M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j} < \delta^G \]
\[ \Rightarrow \left[ M'_j \left( \left( \frac{f(x')}{\rho_j} \right) \right) \right] < \delta. \]

(26)

Using the continuity of the Orlicz function \( M_j \) for all \( j \) and the relation (26), we have

\[ M_j \left[ M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right] < \varepsilon_1. \]

(27)

Consequently, we get

\[ \sum_{j=1}^{\infty} a_{kj} \left[ M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j} < \sup_k \left( \sum_{j=1}^{\infty} a_{kj} \right) \max \{ \varepsilon_j^G, \varepsilon_j^G \} < \varepsilon \]
\[ \Rightarrow \sum_{j=1}^{\infty} a_{kj} \left[ M_j M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j} < \varepsilon. \]

(28)

This shows that

\[ \left\{ k \in \mathbb{N} : \sum_{j=1}^{\infty} a_{kj} \left[ M_j M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j} \geq \varepsilon \right\} \subseteq A_\delta \in I. \]

(29)

This proves the assertion.

(b) Let \( x = (x_k) \) be any element in \( m[A, \mathcal{M}', p, \| \cdot \|_{\mathcal{P}/H}] \).

Then, by the following inequality, the results follow:

\[ \sum_{j=1}^{\infty} a_{kj} \left[ M_j M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j} \]
\[ \leq D \sum_{j=1}^{\infty} a_{kj} \left[ M'_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j} \]
\[ + D \sum_{j=1}^{\infty} a_{kj} \left[ M''_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right]^{p_j}. \]

(30)

**Theorem 8.** Let \( 0 < p_k \leq q_k \) for all \( k \in \mathbb{N} \); then \( m[A, \mathcal{M}, p, \| \cdot \|_{\mathcal{P}/H}] \subseteq m[A, \mathcal{M}, q, \| \cdot \|_{\mathcal{P}/H}] \).

**Proof.** Let \( x = (x_k) \in m[A, \mathcal{M}, p, \| \cdot \|_{\mathcal{P}/H}] \); then there exists some \( \rho > 0 \) such that

\[ \sup_k \left( \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho} \right) \right) \right]^{p_j} \right) < \infty. \]

(31)

This implies that

\[ M_j \left( \left( \frac{f(x)}{\rho} \right) \right) < 1, \]

(32)

for sufficiently large value of \( j \). Since \( M_j \) for all \( j \in \mathbb{N} \) is nondecreasing, we get

\[ \sup_k \left( \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho} \right) \right) \right]^{q_j} \right) \]
\[ \leq \sup_k \left( \sum_{j=1}^{\infty} a_{kj} \left[ M_j \left( \left( \frac{f(x)}{\rho} \right) \right) \right]^{p_j} \right) < \infty. \]

(33)

Thus, \( x \in m[A, \mathcal{M}, q, \| \cdot \|_{\mathcal{P}/H}] \). This completes the proof of the theorem. \( \square \)

**Theorem 9.** (i) If \( 0 < \inf p_k \leq p_k < 1 \), then \( m[A, \mathcal{M}, p, \| \cdot \|_{\mathcal{P}/H}] \subseteq m[A, \mathcal{M}, \| \cdot \|_{\mathcal{P}/H}] \),

(ii) If \( 0 < p_k \leq \sup_k p_k < \infty \), then \( m[A, \mathcal{M}, \| \cdot \|_{\mathcal{P}/H}] \subseteq m[A, \mathcal{M}, \| \cdot \|_{\mathcal{P}/H}] \).

**Proof.** (i) Let \( x = (x_k) \in m[A, \mathcal{M}, p, \| \cdot \|_{\mathcal{P}/H}] \); since \( 0 < \inf_k p_k \leq p_k < 1 \), then we have

\[ \sup_k \left( \sum_{j=1}^{\infty} a_{kj} M_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right) \leq \sup_k \left( \sum_{j=1}^{\infty} a_{kj} M_j \left( \left( \frac{f(x)}{\rho_j} \right) \right) \right)^{p_j} < \infty, \]

(34)

and hence \( x \in m[A, \mathcal{M}, \| \cdot \|_{\mathcal{P}/H}] \).
(ii) Let \(0 < p_k \leq \sup_k p_k < \infty\) and \(x = (x_j) \in m[A, \mathcal{M}, \|\cdot\|_\infty]\). Then for each \(0 < \varepsilon < 1\) there exists a positive integer \(j_0\) such that
\[
\sup_{k} \sum_{j=1}^{\infty} a_{kj} M_j \left( \frac{f(x)}{\rho} \right) \leq \varepsilon < 1,
\]
for all \(j \geq j_0\). This implies that
\[
\sup_{k} \sum_{j=1}^{\infty} a_{kj} M_j \left( \frac{f(x)}{\rho} \right) \leq \sup_{k} \sum_{j=1}^{\infty} a_{kj} M_j \left( \frac{f(x)}{\rho} \right) < \infty.
\]

Thus \(x \in m[A, \mathcal{M}, p, \|\cdot\|_\infty]\) and this completes the proof. \(\Box\)

**Theorem 10.** For any sequence of Orlicz functions \(\mathcal{M} = (M_j)\) which satisfies \(\Delta_2\)-condition, one has \(m[A, p, \|\cdot\|^{w-1}] \subset m[A, \mathcal{M}, p, \|\cdot\|^{w-1}]\).

**Proof.** Let \(x = (x_j) \in m[A, p, \|\cdot\|^{w-1}]\), and let \(\varepsilon > 0\) be given. Then, there exists \(\rho > 0\) such that the set
\[
\left\{ k \in \mathbb{N} : \sum_{j=1}^{\infty} a_{kj} M_j \left( \frac{f(x) - l}{\rho} \right) \leq \varepsilon \right\} \subset I,
\]
for some \(l\).

By taking \(y_j = |f(x) - l|/\rho\) and let \(\varepsilon > 0\) and choose \(\delta\) with \(0 < \delta < 1\) such that \(M_j(t) < \varepsilon\) for all \(j \in \mathbb{N}\) and for \(0 \leq t \leq \delta\). Consider
\[
\sum_{j=1}^{\infty} \left[ M_j (y_j) \right]^{\beta} = \sum_{j=1, y_j \leq \delta} \left[ M_j (y_j) \right]^{\beta} + \sum_{j=1, y_j > \delta} \left[ M_j (y_j) \right]^{\beta}.
\]

Since \(M_j\) is continuous for all \(n \in \mathbb{N}\), we have
\[
\sum_{j=1, y_j \leq \delta} \left[ M_j (y_j) \right]^{\beta} < \varepsilon.
\]

For \(y_j > \delta\), we use the fact that \(y_j < (y_j/\delta) < 1 + (y_j/\delta)\). Since \(\mathcal{M} = (M_j)\) is nondecreasing and convex, it follows that
\[
M_j(y_j) < M_j \left( 1 + \frac{y_j}{\delta} \right) < \frac{1}{2} M_j (2) + \frac{1}{2} M_j \left( 2 \frac{y_j}{\delta} \right).
\]

Since \(\mathcal{M} = (M_j)\) satisfies \(\Delta_2\)-condition,
\[
M_j(y_j) < \frac{y_j}{2\delta} L M_j (2) + \frac{y_j}{2\delta} L M_j (2) = \frac{y_j}{\delta} L M_j (2).
\]
Hence
\[
\sum_{j=1, y_j > \delta} \left[ M_j (y_j) \right]^{\beta} < \max \left\{ 1, \sup_j (L \delta^{-1} M_j (2)) \right\} \sum_{j=1, y_j > \delta} \left[ M_j (y_j) \right]^{\beta}.
\]

By putting (39) and (42) in (38), we get
\[
\sum_{j=1}^{\infty} \left[ M_j (y_j) \right]^{\beta} < \varepsilon + \max \left\{ 1, \sup_j (L \delta^{-1} M_j (2)) \right\} \sum_{j=1, y_j > \delta} \left[ M_j (y_j) \right]^{\beta}.
\]

This proves that \(m[A, p, \|\cdot\|^{w-1}] \subset m[A, \mathcal{M}, p, \|\cdot\|^{w-1}]\). \(\Box\)

**Theorem 11.** Let \(0 < p_n \leq q_n < 1\) and let \((q_n/p_n)\) be bounded; then
\[
m[A, \mathcal{M}, q, \|\cdot\|^{w-1}] \subset m[A, \mathcal{M}, p, \|\cdot\|^{w-1}]\.
\]

**Proof.** Let \(x = (x_j) \in m[A, \mathcal{M}, q, \|\cdot\|_\infty]\); we put \(y_j = [M_j((f(x) - l)/\rho))]^{\beta}\) and \(\beta = p/q\) for all \(j \in \mathbb{N}\). Then \(0 < \beta_j \leq 1\) for all \(j \in \mathbb{N}\). Let \(\beta\) be such that \(0 < \beta \leq \beta_j\) for all \(j \in \mathbb{N}\). Define the sequences \((a_j)\) and \((b_j)\) as follows: for \(y_j \geq 1\), let \(a_j = y_j\) and \(b_j = 0\); for \(y_j < 1\) let \(a_j = 0\) and \(b_j = y_j\).

Then clearly, for all \(j \in \mathbb{N}\) we have \(y_j = a_j + b_j\), \(y_j^{\beta} = a_j^{\beta} + b_j^{\beta}\), \(a_j^{\beta} \leq a_j \leq y_j\), and \(b_j^{\beta} \leq b_j^{\beta}\). Therefore, we have
\[
\sum_{j=1}^{\infty} a_j y_j^{\beta} \leq \sum_{j=1}^{\infty} a_j y_j \leq \left( \sum_{j=1}^{\infty} a_{kj} y_j \right)^{\beta}.
\]

Hence \(x \in m[A, \mathcal{M}, p, \|\cdot\|_\infty]\). \(\Box\)

**Theorem 12.** For any two sequences \(p = (p_n)\) and \(q = (q_n)\) of positive real numbers and for any two norms \(\|\cdot\|_1\) and \(\|\cdot\|_2\) on \(X\), the following holds:
\[
Z[A, \mathcal{M}, p, \|\cdot\|_1] \cap Z[A, \mathcal{M}, q, \|\cdot\|_2] \neq \phi,
\]
where \(Z = m^{w-1}, m_0^{w-1}, m_0^{w-1},\) and \(m_\infty^{w-1}\).

**Proof.** Proof of the theorem is obvious, because the zero element belongs to each of the sequence spaces involved in the intersection. \(\Box\)

**Theorem 13.** The sequence spaces \(Z[A, \mathcal{M}, p, \|\cdot\|_0]\) are normal as well as monotone, where \(Z = m_0^{w-1}, m_\infty^{w-1}\).

**Proof.** We will give the proof for \(m[A, \mathcal{M}, p, \|\cdot\|_0]\) only. Let \(x = (x_j) \in m[A, \mathcal{M}, p, \|\cdot\|_0]\) and let \(\alpha = (\alpha_j)\) be a sequence of scalars such that \(|\alpha_j| \leq 1\) for all \(j \in \mathbb{N}\). Then, we have
\[
\left\{ k \in \mathbb{N} : \sum_{j=1}^{\infty} a_{kj} M_j \left( \frac{f(ax)}{\rho} \right) \right\} \leq \left\{ k \in \mathbb{N} : E \sum_{j=1}^{\infty} a_{kj} M_j \left( \frac{f(x)}{\rho} \right) \right\},
\]
where \(E = \max \{1, |\alpha_j|^{\infty}\}\); hence, \(ax = (\alpha_j x_j) \in m[A, \mathcal{M}, p, \|\cdot\|_0]\). By Lemma 4, we have that the space \(m[A, \mathcal{M}, p, \|\cdot\|_0]\) is monotone. \(\Box\)
Note. It is clear from the definitions that
\[ m[A, M, p, \| \cdot \|]_w^{-1} \subseteq m[A, M, p, \| \cdot \|]_w^{-1} \subseteq m[A, M, p, \| \cdot \|]_\infty^{-1}. \] (48)
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