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This work is concerned with the quadratic-mean asymptotically almost periodic mild solutions for a class of stochastic functional differential equations

\[ \frac{dx(t)}{dt} = \left[ Ax(t) + F(t, x(t), x_t) \right] dt + H(t, x(t), x_t) \circ dW(t). \]

A new criterion ensuring the existence and uniqueness of the quadratic-mean asymptotically almost periodic mild solutions for the system is presented. The condition of being uniformly exponentially stable of the strongly continuous semigroup \( \{T(t)\}_{t \geq 0} \) is essentially removed, which is generated by the linear densely defined operator \( A : D(A) \subset L^2(P, \mathbb{H}) \rightarrow L^2(P, \mathbb{H}) \), only using the exponential trichotomy of the system, which reflects a deeper analysis of the behavior of solutions of the system. In this case the asymptotic behavior is described through the splitting of the main space into stable, unstable, and central subspaces at each point from the flow’s domain. An example is also given to illustrate our results.

1. Introduction

The theory of almost periodic functions was first developed by the Danish mathematician H. Bohr in 1925-1926. Then Bohr’s work was developed substantially by S. Bochner, J. Favard, V. V. Stepanov, and others. Generalization of the classical theory of almost periodic functions has been taken in several directions. These works were recapitulated in literatures [1] and [2]. The concept of almost periodicity is important in probability for investigating stochastic processes [3–7]. Such a notion is also of interest for applications arising in mathematical physics and statistics. Literature [8] developed the notion of \( p \)-mean almost periodicity based on the concept of quadratic mean uniformly almost periodic utilized by [7] and pointed out that each \( p \)-mean almost periodic process is uniformly continuous and stochastically bounded [9]. Literature [8] also pointed that the collection of all \( p \)-mean almost periodic processes is a Banach space when it is equipped with some norm obtained through the norm of \( L^p(\mathbb{P}, \mathbb{B}) \), where \((\mathbb{B}, \| \cdot \|)\) is a Banach space.

The asymptotically almost periodic functions were first introduced by Fréchet. In the modern theory of differential equations, many authors [1, 2] applied successfully the asymptotic property to determine the existence of almost periodic solutions. Along with the development of such equations as the evolution partial differential equations, functional differential equations, and so forth, where the phase spaces are infinite, the theory of Banach valued asymptotically almost periodic functions had been developed [10–12]. Some techniques in functional analysis and harmonic analysis were applied to such equations; for example, in [1, 13], the authors applied spectrum theory to get almost periodic solutions for some linear abstract evolution differential equations. More recently, [14] developed the notion of \( p \)-mean asymptotically almost periodicity for stochastic processes. Among others, it showed that each \( p \)-mean asymptotically almost periodic stochastic process is stochastically bounded.

Recently, [8] studied the existence and uniqueness of quadratic-mean almost periodic solutions for the class of stochastic differential equations

\[ dx(t) = Ax(t) \, dt + F(t, x(t)) \, dt + G(t, x(t)) \circ dW(t), \quad t \in \mathbb{R}. \]
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\[
\begin{align*}
\dot{x}(t) &= \left[ A(t)x(t) + F(t, x(t), x_i) \right] \, dt \\
& \quad + G(t, x(t), x_i) \cdot dW(t), \quad t \in [0, T], \\
x(t) &= \varphi(t), \quad t \in [-\alpha, 0].
\end{align*}
\]

(2)

They both assumed that the strongly continuous semigroup \( \{T(t)\}_{t \geq 0} \) is uniformly exponentially stable, which is generated by the linear densely defined operator \( A : D(A) \subset L^2(\mathbb{P}, \mathbb{H}) \to L^2(\mathbb{P}, \mathbb{H}) \). For other works, we refer the reader to [16–21] and the references therein.

One should point that the following condition (C) is very important in the above-mentioned literatures.

(C) The operator \( A \) is the generator of a uniformly exponentially stable semigroup \( \{T(t)\}_{t \geq 0} \) such that there exist constants \( M > 0, \delta > 0 \) with \( \|T(t)\| \leq Me^{-\delta t}, \; (t \geq 0) \).

It is clear that the condition (C) is too strict [22] so that it cannot be satisfied even if for simple \( A = \text{diag}[1, -1] \) or \( A = \text{diag}[1, 0, -1] \). Literature [22] presented some new criteria ensuring the existence and uniqueness of quadratic-mean almost periodic solution for stochastic differential equation (1), and only assumes that the linear system

\[
\dot{x}(t) = A(t) \, dt
\]

admits exponential dichotomy. It is clear that when \( A(t) = \text{diag}[1, -1] \), the system (3) admits exponential dichotomy. More generally, in the case \( A(t) \equiv A \), a constant matrix, the system (3) admits exponential dichotomy if and only if the eigenvalues of \( A \) have a nonzero real part. Literature [14, 17] has obtained the existence and uniqueness of quadratic-mean almost automorphic solutions or asymptotically almost periodic solutions for stochastic functional differential equations under a hyperbolic and analytic semigroup \( \{T(t)\}_{t \geq 0} \). At the same time, one notices that the case that the eigenvalues of \( A \) have a zero real part is very common; for example, \( A(t) = \text{diag}[1, 0, -1] \). Therefore, it is interesting to ask, what is that, when the semigroup \( \{T(t)\}_{t \geq 0} \) is not exponentially stable, which is generated by the family \( \{A(t) : t \in \mathbb{R}\} \), or when the semigroup \( \{T(t)\}_{t \geq 0} \) is nonhyperbolic? This question will be considered in the paper.

In the present paper, motivated by [8, 14, 15], we discuss the existence and uniqueness of quadratic-mean asymptotically almost periodic solution to the following stochastic functional differential equation on \( L^p(\mathbb{P}, \mathbb{H}) \), where \( \mathbb{P} \) is the probability measure of the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and \( (\mathbb{H}, \| \cdot \|) \) is a real separable Hilbert space:

\[
\begin{align*}
\dot{x}(t) &= \left[ A(t)x(t) + F(t, x(t), x_i) \right] \, dt \\
& \quad + H(t, x(t), x_i) \cdot dW(t), \quad t \in \mathbb{R}.
\end{align*}
\]

(4)

We present the new criterion ensuring the existence of a unique quadratic-mean asymptotically almost periodic solution for the stochastic functional differential equation (1), by employing the properties of almost periodic function and the technique of inequality. We essentially remove the above conditions (C) and only assume that the linear system (2) admits exponential trichotomy (see Definition II). We also point out that exponential trichotomy is the most complex asymptotic property of dynamical systems arising from the central manifold theory. Starting from the idea that the center manifold of an equilibrium point of a dynamical system consists of orbits whose behavior around the equilibrium point is not controlled by either the attraction of the stable manifold or the repulsion of the unstable manifold. The exponential trichotomy reflects a deeper analysis of the behavior of solutions of dynamical systems. In this case the asymptotic behavior is described through the splitting of the main space into stable, unstable, and central subspaces at each point from the flow's domain.

This paper is organized as follows. In Section 2, the relating notations, definitions, and the basic results are introduced, which would be used later. In Section 3, a new criterion ensuring the existence and uniqueness of a quadratic-mean asymptotically almost periodic mild solution for stochastic functional differential equations is presented. In Section 4, an example is given to illustrate our results. Finally, conclusions are drawn in Section 5.

2. Preliminaries

Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space, for a Banach space \( \mathbb{B} \), and \( p \geq 1 \), denoted by \( L^p(\mathbb{P}, \mathbb{B}) \), the Banana space of all \( \mathbb{B} \)-value random variable \( x \), such that

\[
E\|x\|^p = \int_\Omega \|x\|^p \, d\mathbb{P} < \infty.
\]

(5)

It is then routine to check that \( L^p(\mathbb{P}, \mathbb{B}) \) is a Banach space when it is equipped with its natural norm \( \| \cdot \|_p \) defined by

\[
\|x\|_{L^p(\mathbb{P}, \mathbb{B})} = \left( \int_\Omega \|x\|^p \, d\mathbb{P} \right)^{1/p}
\]

(6)

for each \( x \in L^p(\mathbb{P}, \mathbb{B}) \).

This setting requires the following preliminary definitions.

Definition 1. A stochastic process \( x : \mathbb{R} \to L^p(\mathbb{P}, \mathbb{B}) \) is said to be continuous whenever

\[
\lim_{t \to s} E\|x(t) - x(s)\|^p = 0.
\]

(7)

Definition 2. A stochastic process \( x : \mathbb{R} \to L^p(\mathbb{P}, \mathbb{B}) \) is said to be stochastically bounded whenever

\[
\lim_{N \to \infty} \sup_{t \in \mathbb{R}} P(\|x(t)\| > N) = 0.
\]

(8)

Let \( \text{CUB}(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B})) \) denote the collection of all stochastic processes \( x : \mathbb{R} \to L^p(\mathbb{P}, \mathbb{B}) \), which are continuous and uniformly bounded. It is easily to check that \( \text{CUB}(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B})) \) is a Banach space when it is equipped with the norm

\[
\|x\|_\infty = \sup_{t \in \mathbb{R}} (E\|x(t)\|^p)^{1/p}.
\]

(9)
Definition 3. A continuous stochastic process $x : \mathbb{R} \to L^p(\mathbb{P}, \mathbb{B})$ is said to be $p$-mean almost periodic if for each $\varepsilon > 0$ there exists $l(\varepsilon) > 0$ such that any interval of length $l(\varepsilon)$ contains at least a number $r$ for which

$$\sup_{t \in \mathbb{R}} \mathbb{E}[\|x(t + r) - x(t)\|^p] < \varepsilon.$$  (10)

The collection of all continuous stochastic processes $x : \mathbb{R} \to L^p(\mathbb{P}, \mathbb{B})$ which are $p$-mean almost periodic is denoted by $AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$. $AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$ is a closed subspace of CUB$(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$. Therefore, $AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$ is a Banach space when it is equipped with the norm $\| \cdot \|_\infty$ (see, e.g., [3]).

Let $(\mathbb{B}_1, \| \cdot \|_1), (\mathbb{B}_2, \| \cdot \|_2)$ be two Banach spaces and $L^p(\mathbb{P}, \mathbb{B}_1), L^p(\mathbb{P}, \mathbb{B}_2)$ their corresponding $L^p$-spaces, respectively.

Definition 4 (see [8]). A function $f : \mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_2) \to L^p(\mathbb{P}, \mathbb{B}_1), (t, x) \to f(t, x)$, which is jointly continuous, is said to be $p$-mean almost periodic in $t \in \mathbb{R}$ uniformly in $x \in \mathbb{K}$, where $\mathbb{K} \subset L^p(\mathbb{P}, \mathbb{B}_1)$ is compact if, for any $\varepsilon > 0$, there exists $l(\varepsilon, \mathbb{K}) > 0$ such that any interval of length $l(\varepsilon, \mathbb{K})$ contains at least a number $r$ for which

$$\sup_{t \in \mathbb{R}} \mathbb{E}[\|f(t + r, x) - f(t, x)\|^p]^{1/p} < \varepsilon.$$  (11)

for each stochastic process $x : \mathbb{R} \to \mathbb{K}$.

Theorem 5. Let $f : \mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_2) \to L^p(\mathbb{P}, \mathbb{B}_1), (t, x) \to f(t, x)$, be a $p$-mean almost periodic process in $t \in \mathbb{R}$ uniformly in $x \in \mathbb{K}$, where $\mathbb{K} \subset L^p(\mathbb{P}, \mathbb{B}_1)$ is compact. Then for every real sequence $\alpha$, there exists $\beta < \alpha$ and a continuous function $g(t, x)$ such that $T_\beta f(t, x) = g(t, x)$ exists uniformly on $\mathbb{R} \times \mathbb{K}$. Further, $g(t, x)$ is also $p$-mean almost periodic process in $t \in \mathbb{R}$ uniformly in $x \in \mathbb{K}$.

The space of the restrictions of $p$-mean almost periodic stochastic processes on $\mathbb{R}$ is denoted by $AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$, and $p$-mean almost periodic stochastic processes in $\mathbb{R}$ uniformly for $x$ in compact subset $\mathbb{K}$ of $L^p(\mathbb{P}, \mathbb{B}_1)$ by $AAP(\mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2))$.

Denote by $C_0(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$ the space of all continuous stochastic processes $Z : \mathbb{R} \to L^p(\mathbb{P}, \mathbb{B})$ such that $\lim_{t \to \infty} \mathbb{E}[\|Z(t)\|^p] = 0$, and denote by $C_0(\mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2))$ the space of all continuous functions $Z : \mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_1) \to L^p(\mathbb{P}, \mathbb{B}_2)$ such that $\lim_{t \to \infty} \mathbb{E}[\|Z(t, x)\|^p] = 0$ uniformly for $x$ in any compact subset of $L^p(\mathbb{P}, \mathbb{B}_1)$.

Definition 6. A stochastic process $X : \mathbb{R} \to L^p(\mathbb{P}, \mathbb{B})$ is called $p$-mean asymptotically almost periodic if there exist two stochastic processes $Y \in AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$ and $Z \in C_0(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$ such that $X = Y + Z$.

By $AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$ one denotes the collection of all $p$-mean asymptotically almost periodic stochastic processes.

Definition 7. A stochastic process $X : \mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_1) \to L^p(\mathbb{P}, \mathbb{B}_2)$ is called $p$-mean asymptotically periodic if there exist two stochastic processes $Y \in AAP(\mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2))$ and $Z \in C_0(\mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2))$ such that $X = Y + Z$.

By $AAP(\mathbb{R} \times L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2))$ we denote the collection of such function.

Lemma 8 (see [14]). If $X$ belongs to $AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$, one has the following:

1. there exists a constant $M > 0$ such that $\mathbb{E}[\|X(t)\|^p] \leq M$ for each $t \in \mathbb{R}$;
2. $X$ is stochastically bounded.

It is easy to see that $AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$ is a Banach space when it is equipped with the norm $\| \cdot \|_\infty$.

Lemma 9 (see [14]). Let $x \in AAP(\mathbb{R}_+; L^p(\mathbb{P}, \mathbb{B}_1)), K = \{(x(t), x_0) : t \in \mathbb{R}_+\}$, where $x_0 = \{x(t + h) : -\sigma < h < 0\}$ is regarded as a maximal value of the set $AAP(\mathbb{R}; L^p(\mathbb{P}, \mathbb{B}))$ valued stochastic process. Moreover

$$f \in AAP(\mathbb{R}_+; L^p(\mathbb{P}, \mathbb{B}_3))$$
$$\times C\left(\{[-\sigma, 0], L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2)\}\right)$$
$$\times C\left(\{[-\sigma, 0], L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2)\}\right).$$

Then $f(x(\cdot), x) \in AAP(\mathbb{R}_+; L^p(\mathbb{P}, \mathbb{B}_2))$.

Lemma 10 (see [14]). Let $x \in AAP(\mathbb{R}_+; L^p(\mathbb{P}, \mathbb{B}_1)), K = \{(x(t), x_0) : t \in \mathbb{R}_+\}$, where $x_0 = \{x(t + h) : -\sigma < h < 0\}$ is regarded as a maximal value of the set $AAP(\mathbb{R}_+; L^p(\mathbb{P}, \mathbb{B}))$ valued stochastic process. Moreover

$$f \in AAP(\mathbb{R}_+; L^p(\mathbb{P}, \mathbb{B}_3))$$
$$\times C\left(\{[-\sigma, 0], L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2)\}\right)$$
$$\times C\left(\{[-\sigma, 0], L^p(\mathbb{P}, \mathbb{B}_1); L^p(\mathbb{P}, \mathbb{B}_2)\}\right).$$

Then $f(x(\cdot), x) \in AAP(\mathbb{R}_+; L^p(\mathbb{P}, \mathbb{B}_2))$.

Next, one introduces a crucial concept [23]. Suppose that $U(t)$ is the fundamental matrix solution of the linear differential system

$$\frac{dx}{dt} = A(t)x,$$  (14)

where $A(t)$ is a linear continuous operator, with $U(0) = I$.

Definition 11 (see [23]). System (14) is said to admit exponential trichotomy if there are linear projections $P, Q$ such that

$$PQ = QP, \quad P + Q - PQ = I,$$  (15)
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and constants $\alpha > 0$ and $\beta \geq 1$ such that

$$\|U(t)PU^{-1}(s)\|_p \leq \beta \exp(-\alpha(t-s)),$$

for $0 \leq s \leq t$, \hspace{1cm} (16)

$$\|U(t)(I-P)U^{-1}(s)\|_p \leq \beta \exp(-\alpha(s-t)),$$

for $t \leq s$, \hspace{1cm} (17)

$$\|U(t)QU^{-1}(s)\|_p \leq \beta \exp(-\alpha(s-t)),$$

for $t \leq s \leq 0$, \hspace{1cm} (18)

$$\|U(t)(I-Q)U^{-1}(s)\|_p \leq \beta \exp(-\alpha(t-s)),$$

for $s \leq t$, \hspace{1cm} (19)

where $P_n = U(a_n)PU^{-1}(a_n)$, $Q_n = U(a_n)QU^{-1}(a_n)$. Since $|P_n| \leq \beta$, $|Q_n| \leq \beta$ by restricting attention to a subsequence we can assume that $P_n \to P^*$, $Q_n \to Q^*$, where $P^*$, $Q^*$ are projections. Since $U_n(t) \to V(t)$ for every $t$, where $V(t)$ is the fundamental matrix of (21) such that $V(0) = I$, it follows that

$$\|V_n(t)P^*V_n^{-1}(s)\|_p \leq \beta \exp(-\alpha(t-s)),$$

for $t \geq s \geq 0$, \hspace{1cm} (20)

$$\|V_n(t)(I-P^*)V_n^{-1}(s)\|_p \leq \beta \exp(\alpha(t-s)),$$

for $s \geq t \geq 0$, \hspace{1cm} (21)

$$\|V_n(t)Q^*V_n^{-1}(s)\|_p \leq \beta \exp(-\alpha(t-s)),$$

for $t \leq s \leq 0$, \hspace{1cm} (22)

$$\|V_n(t)(I-Q^*)V_n^{-1}(s)\|_p \leq \beta \exp(\alpha(t-s)),$$

for $s \geq t$, \hspace{1cm} (23)

Since the projection corresponding to an exponential trichotomy on $\mathbb{R}$ is uniquely determined it follows that $P_n \to P^*$, $Q_n \to Q^*$ without restriction to a subsequence. \hfill $\Box$

3. Existence of Asymptotically Almost Periodic Solutions

For convenience, throughout this section, let $(\mathbb{H}, \| \cdot \|)$ be a real separable Hilbert space, and let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space equipped with a normal filtration $\{\mathcal{F}_t : t \in \mathbb{R}\}$, that is, a right-continuous, increasing family of sub-$\sigma$-algebras of $\mathcal{F}$. Let $\mathcal{L}(L^2(\mathbb{P}, \mathbb{H}))$ be the space of all bounded linear operators from $L^2(\mathbb{P}, \mathbb{H})$ to $L^2(\mathbb{P}, \mathbb{H})$ and $C = C([-\sigma, 0], L^2(\mathbb{P}, \mathbb{H})$) the space of all continuous functions from $[-\sigma, 0]$ to $L^2(\mathbb{P}, \mathbb{H})$ with the sup norm

$$\|\psi\|_C = \sup \left\{ \|\psi(s)\|_{L^2(\mathbb{P}, \mathbb{H})} : \psi \in C, -\sigma \leq s \leq 0 \right\}.$$

(25)

$$\frac{dy}{dt} = By$$

(21)

has an exponential trichotomy on $\mathbb{R}$ with projections $P^*$, $Q^*$ and the same constants $\alpha$, $\beta$.

Proof. The translated equation

$$\frac{dx}{dt} = A(t + a_n) x$$

(22)
For any continuous $\mathcal{F}_t$-adapted $L^2(P, H)$-valued stochastic process $x(t) : \Omega \to L^2(P, H)$, $t \geq -\sigma$, we associate it with a continuous $\mathcal{F}_t$-adapted $C$-valued stochastic process $x_t : \Omega \to C$, $t \geq 0$, by setting $x_t(\omega) = x(t + s)(\omega)$, $s \in [-\sigma, 0]$.

In this section, we study the existence and uniqueness of quadratic-mean asymptotically almost periodic mild solution to stochastic functional differential equations of the form

$$dx(t) = [At(x(t) + F(t,x(t),x_t)) dt + H(t,x(t),x_t) \circ dW(t), \quad t \in \mathbb{R},$$

(26)

where $A(t)$ is a linear operator and $D(A) \subset L^2(P, H) \to L^2(P, H)$ generates a strongly continuous semigroup $\{T(t)\}_{t \geq 0}$, which is nonhyperbolic. That is to say, the linear operator $A(t)$ may exhibit central flow. $W(t)$ is a certain $\mathcal{Q}$-Wiener process with covariance operator $\mathcal{Q}$ and takes its values on $L^2(P, H)$, $F : \mathbb{R} \times L^2(P, H) \times C \to L^2(P, H)$ and $H : \mathbb{R} \times L^2(P, H) \times C \to L^2(P, \mathcal{L}(L^2(P, H)))$ are two continuous mappings.

Throughout this section, we require the following assumptions.

(H1) Suppose that $F \in AA(P \times L^2(P, H) \times C; L^2(P, H))$. Furthermore, there exists a constant $F_1 > 0$ such that

$$\|F(t, x_1, x_2) - F(t, y_1, y_2)\|_{L^2(P, H)} \leq F_1 \|x_1 - y_1\|_{L^2(P, H)} + \|x_2 - y_2\|_{L^2(P, H)}$$

(27)

for all stochastic processes $(x_1, x_2), (y_1, y_2) \in L^2(P, H) \times C$ and for each $t \in \mathbb{R}$.

(H2) Suppose that $H \in AA(P \times L^2(P, H) \times C; L^2(P, \mathcal{L}(L^2(P, H))))$. Furthermore, there exists a constant $H_1 > 0$ such that

$$\|H(t, x_1, x_2) - H(t, y_1, y_2)\|_{L^2(P, \mathcal{L}(L^2(P, H)))} \leq H_1 \|x_1 - y_1\|_{L^2(P, H)} + \|x_2 - y_2\|_{L^2(P, H)},$$

(28)

for all stochastic processes $(x_1, x_2), (y_1, y_2) \in L^2(P, H) \times C$ and for each $t \in \mathbb{R}$.

(H3) Suppose that the linear system of (26)

$$dx(t) = At(x(t)) dt$$

(29)

admits exponential trichotomy (see Definition 11); that is, there exist constants $\alpha > 0$, $\beta \geq 1$ such that (16) holds.

Define the function $G(t, s)$ as the form

$$G(t, s) = \begin{cases} U(t) P U^{-1}(s), & 0 \leq s \leq t, \\ U(t)(I - P) U^{-1}(s), & \text{max} \{t, 0\} \leq s, \\ U(t)(I - Q) U^{-1}(s), & 0 \leq s \leq t, \\ U(t)(I - Q) U^{-1}(s), & \text{min} \{t, 0\} \geq s, \end{cases}$$

(30)

where $U(t)$ is the fundamental matrix solution of the linear differential system (29) with $U(0) = I$.

**Definition 13.** A $\mathcal{F}_t$-progressive process $\{x(t)\}_{t \in \mathbb{R}}$ is called a mild solution of (26) on $\mathbb{R}$ if

$$x(t) = G(t, s) x(s) + \int_s^t G(t, \tau) F(\tau, x(\tau), x_{\tau}) d\tau + \int_s^t G(t, \tau) H(\tau, x(\tau), x_{\tau}) \circ dW(\tau),$$

(31)

for all $t \geq s$, for each $s \in \mathbb{R}$, where $G(t, s)$ is defined by (30).

**Theorem 14.** Assume that conditions (H1)–(H3) are satisfied. Then the system (26) has a unique quadratic-mean asymptotically almost periodic mild solution, which can be explicitly expressed as follows:

$$x(t) = \sum_{i=1}^4 \Phi^i x(t) + \sum_{i=1}^4 \Psi^i x(t),$$

(33)

where

$$\Phi^1 x(t) := \int_0^t U(t) P U^{-1}(s) F(s, x(s), x_s) ds, \quad \Phi^2 x(t) := \int_{\max\{t, 0\}}^t U(t)(I - P) U^{-1}(s) F(s, x(s), x_s) ds,$$

$$\Phi^3 x(t) := \int_0^t U(t)(I - Q) U^{-1}(s) F(s, x(s), x_s) ds, \quad \Phi^4 x(t) := \int_{\min\{t, 0\}}^t U(t)(I - Q) U^{-1}(s) F(s, x(s), x_s) ds,$$

$$\Psi^1 x(t) := \int_0^t U(t) P U^{-1}(s) H(s, x(s), x_s) \circ dW(s), \quad \Psi^2 x(t) := \int_{\max\{t, 0\}}^t U(t)(I - P) U^{-1}(s) \times H(s, x(s), x_s) \circ dW(s),$$

$$\Psi^3 x(t) := \int_{\max\{t, 0\}}^t U(t)(I - Q) U^{-1}(s) \times H(s, x(s), x_s) \circ dW(s), \quad \Psi^4 x(t) := \int_{\min\{t, 0\}}^t U(t)(I - Q) U^{-1}(s) \times H(s, x(s), x_s) \circ dW(s).$$

(34)

We show that (26) exists as a mild solution. Note that (33) and (34) are well defined for each $t \in \mathbb{R}$ and satisfy (31) for all $t \geq s$, for each $s \in \mathbb{R}$. Hence $x(t)$ given by (33) and (34) is a mild solution of (26).
Define a mapping $L$ on $C(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$ by

$$(Lx)(t) = \sum_{i=1}^{4} \phi^i x(t) + \sum_{i=1}^{4} \psi^i x(t) := (B_1 x)(t) + (B_2 x)(t),$$

where the $\phi^i, \psi^i$ are defined in (34).

In order to prove Theorem 14, we first prove Lemmas 15 and 16.

**Lemma 15.** Assume that conditions (H1)–(H3) are satisfied. Then the operator $L$ maps $AAP(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$ into itself.

**Proof.** Let us show that $B_1 x$ is quadratic-mean asymptotically almost periodic whenever $x \in AAP(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$.

Indeed, assuming that $x$ is quadratic-mean asymptotically almost periodic and using condition (H1) and Lemma 10, one can easily see that $s \mapsto F(s, x(s), x_s)$ is quadratic-mean asymptotically almost periodic. Therefore, there exist an almost periodic stochastic process $k(s, x(s), x_s)$ and a stochastic process $h \in C_0(\mathbb{R} \times L^2(\mathbb{P}, \mathbb{H}), L^2(\mathbb{P}, \mathbb{H}))$ such that $F = k + h$. Furthermore, one observes that

$$\Phi^i x(t) := \int_0^t U(t) P U^{-1}(s) k(s, x(s), x_s) \, ds + \int_0^t U(t) P U^{-1}(s) h(s, x(s), x_s) \, ds$$

$$= \alpha(t) + \beta(t).$$

We claim that $\alpha(t) \in AAP(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$. In fact, $s \mapsto k(s, x(s), x_s)$ is quadratic-mean almost periodic. Therefore, one can find a common subsequence $\{\alpha_k\}$. One still denotes it as $\alpha = \{\alpha_k\}$, such that $T_\alpha k(t, x(t), x_1) = k_1(t, x(t), x_1)$,

$$\lim_{k \to \infty} U(t + \alpha_k) P U^{-1}(s + \alpha_k) = V(t) P^* V^{-1}(s),$$

$$0 \leq s \leq t,$$

$$\lim_{k \to \infty} U(t + \alpha_k) (I - P) U^{-1}(s + \alpha_k) = V(t) (I - P^*) V^{-1}(s),$$

$$\max \{t, 0\} \leq s,$$

$$\lim_{k \to \infty} U(t + \alpha_k) Q U^{-1}(s + \alpha_k) = V(t) Q^* V^{-1}(s),$$

$$0 \geq s \geq t,$$

$$\lim_{k \to \infty} U(t + \alpha_k) (I - Q) U^{-1}(s + \alpha_k) = V(t) (I - Q^*) V^{-1}(s),$$

$$\min \{t, 0\} \geq s,$$

in the sense of norm $\| \cdot \|_{L^2(\mathbb{P}, \mathbb{H})} = (\int_0^1 \| \cdot \|^2 \, d\mathbb{P})^{1/2}$ uniformly for $t \in \mathbb{R}$. Then

$$\alpha(t + \alpha_k)$$

$$= \int_0^t U(t + \alpha_k) P U^{-1}(s) k(s, x(s), x_s) \, ds$$

$$= \int_0^t U(t + \alpha_k) P U^{-1}(s + \alpha_k) k(s + \alpha_k, x(s + \alpha_k), x_s + \alpha_k) \, ds.$$
To overcome such a difficulty, one makes extensive use of the Itô isometry identity and the properties of $\tilde{W}$ defined by $\tilde{W}(s) = W(s + \alpha_k)$ for each $s$. Note that $\tilde{W}$ is also a Brownian motion and has the same distribution as $W$. Assuming that $x$ is quadratic-mean asymptotically almost periodic, using (H2) and Lemma 10, one can easily see that $s \mapsto H(s, x(s), x_t)$ is quadratic-mean asymptotically almost periodic. Therefore, there exist an almost periodic stochastic process $m(s, x(s), x_t)$ and a stochastic process $m \in C_0(\mathbb{R} \times L^2(\mathbb{P}, \mathbb{H}), L^2(\mathbb{P}, \mathbb{H}))$ such that $H = n + m$. Furthermore, one observes that

$$\Psi^4 x(t) \equiv \int_0^t U(t) PU^{-1}(s)n(s, x(s), x_t) \circ dW(s)$$

$$+ \int_0^t U(t) PU^{-1}(s)m(s, x(s), x_t) \circ dW(s)$$

$$= N(t) + M(t).$$

We claim that $N(t) \in AP(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$. In fact, $s \mapsto n(s, x(s), x_t)$ is quadratic-mean almost periodic. Therefore, one can find a common subsequence $\{\alpha_{n_k}\}$. One still denotes it as $\alpha = \{\alpha_n\}$, such that

$$T_{\alpha} n(t, x(t), x_t) = n_1(t, x(t), x_t),$$

uniformly for $t \in \mathbb{R}$ and (38) hold.

Now

$$N(t + \alpha_k)$$

$$= \int_0^{t + \alpha_k} U(t + \alpha_k) PU^{-1}(s)n(s, x(s), x_t) \circ dW(s)$$

$$= \int_0^t U(t + \alpha_k) PU^{-1}(s + \alpha_k)$$

$$\times n(s + \alpha_k, x(s + \alpha_k), x_t+\alpha_k) \circ dW(s + \alpha_k)$$

$$= \int_0^t U(t + \alpha_k) PU^{-1}(s + \alpha_k)$$

$$\times n(s + \alpha_k, x(s + \alpha_k), x_t+\alpha_k) \circ d\tilde{W}(s).$$

Using Itô’s isometry identity, one obtains

$$\mathbb{E}\|N(t + \alpha_k)\|^2$$

$$= \int_0^t \mathbb{E}\|U(t + \alpha_k)PU^{-1}(s + \alpha_k)m(s + \alpha_k, x(s + \alpha_k), x_t+\alpha_k)\|^2 ds.$$ (45)

From (38), (43), (45), and Lebesgue’s control convergence theorem, one sees that

$$T_{\alpha} N(t) = \int_0^t V(t) P^* V^{-1}(s)n_1(s, x(s), x_t) ds$$

uniformly for $t \in \mathbb{R}$. Hence $N(t) \in AP(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$.

Next, let us show that $M(t) \in C_0(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$. In fact

$$\mathbb{E}\|M(t)\|^2$$

$$= \mathbb{E}\left\| \int_0^t U(t)PU^{-1}(s)m(s, x(s), x_t) \circ dW(s) \right\|^2$$

$$= \mathbb{E}\left\| \int_0^t U(t)PU^{-1}(s)m(s, x(s), x_t) \circ d\tilde{W}(s) \right\|^2$$

$$\leq \beta^2 \int_0^t \exp(-2\alpha(t-s))$$

$$\times \mathbb{E}\|m(s + \tau, x(s + \tau), x_t+\tau) - m(s, x(s), x_t)\|^2 ds$$

$$\leq \beta^2 \left( \int_0^t \exp(-2\alpha(t-s) ds) \right)$$

$$\times \sup_{s \in \mathbb{R}} \mathbb{E}\|m(s + \tau, x(s + \tau), x_t+\tau) - m(s, x(s), x_t)\|^2$$

$$= \beta^2 \left( \int_0^t \exp(-2\alpha(t-s) ds) \right)$$

$$\times \sup_{s \in \mathbb{R}} \mathbb{E}\|m(s + \tau, x(s + \tau), x_t+\tau) - m(s, x(s), x_t)\|^2,$$ (47)

where we make extensive use of the Itô isometry identity and the properties of $\tilde{W}$ defined by $\tilde{W}(s) = W(s + \tau) - W(\tau)$ for each $s$. Note that $\tilde{W}$ is also a Brownian motion and has the same distribution as $W$.

Since $m \in C_0(\mathbb{R} \times L^2(\mathbb{P}, \mathbb{H}), L^2(\mathbb{P}, \mathbb{H}))$, we deduce that $\lim_{t \rightarrow \infty} \mathbb{E}\|M(t)\|^2 = 0$.

Therefore, $\Psi^4 x(\cdot)$ is quadratic-mean asymptotically almost periodic.

Similar to the proof given for $\Psi^4 x(\cdot)$, one can prove that $\Psi^2 x(\cdot), \Psi^3 x(\cdot)$, and $\Psi^4 x(\cdot)$ are quadratic-mean asymptotically almost periodic.

Thus, $B x$ is quadratic-mean asymptotically almost periodic whenever $x \in AAP(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$.

In view of the above, it is clear that $L$ maps $AAP(\mathbb{R}, L^2(\mathbb{P}, \mathbb{H}))$ into itself. The proof of Lemma 15 is complete.

**Lemma 16.** Assume that conditions (H1)–(H3) are satisfied. Then the operator $L$ is a contraction providing $\Lambda = (8\beta/\alpha \sqrt{\beta + aH/2} < 1$.

**Proof.** Consider

$$\|Lx - Ly\|$$

$$\leq \int_\infty^\infty G(t, s) [F(s, x(s), x_t) - F(s, y(s), x_t)] ds$$

$$+ \int_\infty^\infty G(t, s) [H(s, x(s), x_t) - H(s, y(s), x_t)] \circ dW(s)$$

$$\leq \int_\infty^\infty G(t, s) [F(s, x(s), x_t) - F(s, y(s), x_t)] ds$$

$$+ \int_\infty^\infty G(t, s) [H(s, x(s), x_t) - H(s, y(s), x_t)] \circ dW(s)$$
\[
C_1 \leq \beta \left[ \int_0^\infty e^{-\alpha(t-s)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \right] + \int_0^\infty e^{-\alpha(s-t)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \\
\leq \beta \left[ \int_0^\infty e^{-\alpha(t-s)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \right] + \int_0^\infty e^{-\alpha(s-t)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \\
\leq \beta \left[ \int_0^\infty e^{-\alpha(t-s)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \right] + \int_0^\infty e^{-\alpha(s-t)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds.
\]

Thus,

\[
\mathbb{E} \| C_1 \|^2 \leq 8 \beta^2 \mathbb{E} \left( \left\| \int_0^\infty e^{-\alpha(t-s)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \right\|^2 \right) + 4 \beta^2 \mathbb{E} \left( \left\| \int_0^\infty e^{-\alpha(s-t)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \right\|^2 \right).
\]

We first evaluate \( U_1 \) as follows:

\[
U_1 = 4 \beta^2 \mathbb{E} \left( \int_0^\infty e^{-\alpha(t-s)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \right)^2 \\
\leq 4 \beta^2 \mathbb{E} \left[ \left( \int_0^t e^{-\alpha(t-s)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \right)^2 \right] \\
\times \left( \int_0^t e^{-\alpha(t-s)} \mathbb{E} \| F(s, x(s), x_s) - F(s, y(s), x_s) \|^2 \, ds \right) \\
\leq 4 \beta^2 \left( \int_0^t e^{-\alpha(t-s)} \, ds \right)^2 \\
\times \sup_{s \in \mathbb{R}} \left( \mathbb{E} \| x(s) - y(s) \|^2_{L_2([0,1])} + \mathbb{E} \| x(s) - y(s) \|^2_{C_0} \right) \\
\leq 8 \beta^2 \frac{F_1}{\alpha^2} \left[ 1 - e^{-\alpha t} \right] \| x(t) - y(t) \|^2_{C_0} + \frac{8 \beta^2 F_1}{\alpha^2} \| x(t) - y(t) \|^2_{C_0}.
\]

Similar to the discussion given for \( U_1 \), for \( U_2, U_3, \) and \( U_4 \), one has

\[
U_2 = 4 \beta^2 \mathbb{E} \left( \int_0^\infty e^{-\alpha(s-t)} \| F(s, x(s), x_s) - F(s, y(s), x_s) \| \, ds \right)^2 \\
\leq 8 \beta^2 \frac{F_1}{\alpha^2} \| x(t) - y(t) \|^2_{C_0}, \quad U_3 \leq 8 \beta^2 \frac{F_1}{\alpha^2} \| x(t) - y(t) \|^2_{C_0}, \quad U_4 \leq 8 \beta^2 \frac{F_1}{\alpha^2} \| x(t) - y(t) \|^2_{C_0}.
\]

Then,

\[
\mathbb{E} \| C_1 \|^2 \leq \frac{32 \beta^2 F_1}{\alpha^2} \| x(t) - y(t) \|^2_{C_0}.
\]

Next, we evaluate \( \mathbb{E} \| C_2 \|^2 \) as follows:

\[
\mathbb{E} \| C_2 \|^2 \\
= \mathbb{E} \left\| \int_0^\infty G(t, s) [H(s, x(s), x_s) - H(s, y(s), x_s)] \, dW(s) \right\|^2 \\
\leq 4 \mathbb{E} \left\| \int_0^t U(t) P U^{-1}(s) \right\| \mathbb{E} \| x(s) - y(s) \|^2_{L_2([0,1])} + \mathbb{E} \| x(s) - y(s) \|^2_{C_0} \\
\times \left( \int_0^t e^{-\alpha(t-s)} \mathbb{E} \| F(s, x(s), x_s) - F(s, y(s), x_s) \|^2 \, ds \right) \\
\times \left( \int_0^t e^{-\alpha(t-s)} \mathbb{E} \| F(s, x(s), x_s) - F(s, y(s), x_s) \|^2 \, ds \right) \\
\times \int_0^t \left( \int_0^\infty G(s, t) \right) \, dW(s)
\]
As for the first term $V_1$, using Itô’s isometry identity, one obtains

$$V_1 = 4E \left[ \int_0^\infty U(t) P U^{-1}(s) \right. \times \frac{dW(s)}{s} \left. \times [H(s, x(s), x_s) - H(s, y(s), x_s)] \right] \leq 8\beta^2 H l \|x() - y()\|_{\infty},$$

$$V_3 = 4E \left[ \int_0^\infty U(t) Q U^{-1}(s) \right. \times \frac{dW(s)}{s} \left. \times [H(s, x(s), x_s) - H(s, y(s), x_s)] \right] \leq 8\beta^2 H l \|x() - y()\|_{\infty}^2,$$
It is easy to see that (61) is the general form of the Duffing-van der Pol equation (61). By perturbing the remaining parameters and the right-hand side of (62) by real or white noise, one arrives at noise, more specifically the random type mild solution of (63).

\[
\dot{y} = -(\alpha + b p(t)) y + \epsilon_1 f(t, y, y_1) + \epsilon_2 \xi_2(t) h(t, y, y_1) \dot{y},
\]

where \( s_2 \) is intensity parameter, functions \( f \in \text{AAP}(\mathbb{R} \times L^2(\mathbb{P}, \mathbb{R}) \times C; L^2(\mathbb{P}, \mathbb{R})) \), \( h \in \text{AAP}(\mathbb{R} \times L^2(\mathbb{P}, \mathbb{R}) \times C; L^2(\mathbb{P}, \mathbb{R})) \), and \( \xi(t) = (\xi_1(t), \xi_2(t)) = (0, \xi_2(t)) \) is a stationary process or white noise. As a first order system for \( x = (x_1, x_2)^T = (y, \dot{y})^T \), (63) takes the form

\[
dx(t) = \left[ A(t) x(t) + F(t, x, x_1) \right] dt + H(t, x, x_1) \circ dW(t),
\]

where

\[
A(t) = \begin{pmatrix} 0 & 1 \\ - (\alpha + b p(t)) & 0 \end{pmatrix},
\]

\[
F(t, x, x_1) = \begin{pmatrix} 0 \\ \epsilon_1 f(t, x_1, x_1) \end{pmatrix},
\]

\[
H(t, x, x_1) = \begin{pmatrix} 0 \\ \epsilon_2 h(t, x_1, x_1) x_2 \end{pmatrix}.
\]

Let \( x = \text{AAP}(\mathbb{R}; L^2(\mathbb{P}, \mathbb{R}^2)) \). Suppose that vector functions \( F \) and \( H \) satisfy the inequality conditions of (H1) and (H2) in Theorem 14. We see that when (i) \( b > 0, \alpha + \sup_{t \in \mathbb{R}} p(t) < 0 \) or (ii) \( b < 0, \alpha + \inf_{t \in \mathbb{R}} p(t) > 0 \) hold, \( dx/dt = A(t)x(t) \) admits exponential trichotomy, as in [24, 25]. That is, there exist constants \( \alpha \) and \( \beta \) such that (16) holds. When \( (\beta / \alpha) \sqrt{\varepsilon_1 T_1 + \alpha \varepsilon_2 H_1 / 2} < 1 \), the other conditions of Theorem 14 are satisfied. So (63) has a unique quadratic-mean asymptotically almost periodic mild solution.

Remark 18. The linear system of the system (63) admits exponential trichotomy with projections \( P, Q \) and \( PQ = 0 \); hence the main result of [14] cannot ensure the existence and uniqueness of asymptotically almost periodic mild solution of (63). It is obvious that the condition that "the family \( \{ A(t) : t \in \mathbb{R} \} \) of operators in \( \mathbb{R} \) generates an exponentially stable semigroup \( \{ T(t) \}_{t \in \mathbb{R}} \)" cannot be satisfied. So the main result of [18, 19, 21] cannot also ensure the existence of almost periodic type mild solution of (63).

5. Conclusions

In this paper, a new criterion ensuring the existence and uniqueness of the quadratic-mean asymptotically almost periodic mild solutions for a class of stochastic functional differential equations is presented. The condition of being uniformly exponentially stable of the linear operator is essentially removed, only using its exponential trichotomy, which reflects a deeper analysis of the behavior of solutions of the system. In this case the asymptotic behavior is described through the splitting of the main space into stable, unstable, and central subspaces at each point from the flow’s domain. An example is also given to illustrate our results.
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