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Abstract and Applied Analysis

1. Introduction

The importance of coercive (maximal regularity, well-posedness) inequalities is well-known [1–6]. There are an extensive number of literatures which concern investigation of maximal regularity property for second order differential equations in time [7–11]. Recently [12], the well-posedness of difference schemes for abstract elliptic equations in $L^p([0,T];E)$ spaces was considered. The present survey is devoted to qualitative theory and the numerical analysis of abstract second order differential equations in functional spaces.

Let $B(E)$ denote the Banach algebra of all linear bounded operators on complex Banach space $E$. The set of all linear closed densely defined operators in $E$ will be denoted by $\mathcal{C}(E)$. We denote by $\sigma(B)$ the spectrum of the operator $B$ and by $\rho(B)$ the resolvent set of $B$.

Consider the following inhomogeneous Cauchy problem:

$$u'(t) = Au(t) + f(t), \quad t \in [0,T];$$
$$u(0) = u^0,$$

in a Banach space $E$, where the operator $A \in \mathcal{C}(E)$ is the generator of a $C_0$-semigroup and $f(\cdot)$ is some function from $[0,T]$ into $E$. Formally, as in the finite-dimensional analysis, problem (1) has a solution of the form

$$u(t) = \exp(tA)u^0 + \int_0^t \exp((t-s)A)f(s)\,ds,$$

$$t \in [0,T].$$

This is the so-called constant variation formula. The properties of the expression $\int_0^t \exp((t-s)A)f(s)\,ds$ and the corresponding interpretations of solutions related to representation (2) are of interest. Problem (1) can be considered in various functional spaces. The most popular situations are the following settings: the well-posedness in $C([0,T];E)$, $C^{\alpha,\psi}([0,T];E)$, and $L^p([0,T];E)$ spaces (see [1,13]).

We say that problem (1) is well-posed, say in $C([0,T];E)$, if, for any $f(\cdot) \in C([0,T];E)$ and any $u_0 \in D(A)$,

(i) the problem (1) is uniquely solvable; that is, $u(\cdot)$ satisfies the main equation and initial condition in (1), $u(\cdot)$ is continuously differentiable on $[0,T]$, $u(t) \in D(A)$ for any $t \in [0,T]$, and $Au(\cdot)$ is continuous on $[0,T]$;

(ii) the operator $(f(\cdot), u_0^0) \rightarrow u(\cdot)$ as an operator from $C([0,T];E) \times D(A)$ to $C([0,T];E)$ is continuous.
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In the case \( u^0 \equiv 0 \), the coercive well-posedness, for instance, in \( C([0,T]; E) \) means that
\[
\|Au(\cdot)\|_{C([0,T], E)} \leq c \|f(\cdot)\|_{C([0,T], E)}.
\] (3)

In general, the coercive well-posedness in the space \( Y([0,T]; E) \) for problem (1) means that it is well-posed in the space \( Y([0,T]; E) \) and
\[
\|u'\|_{Y([0,T], E)} + \|Au(\cdot)\|_{Y([0,T], E)} \leq C\left(\|f(\cdot)\|_{Y([0,T], E)} + \|u^0\|_E\right),
\] (4)

where \( E \) is some subspace of \( E \). For results of the coercive well-posedness, see [1, 14].

We have to note that if (1) is coercively well-posed in the space \( C([0,T]; E) \), then the operator \( A \) should be bounded or the space \( E \) contains a subspace isomorphic to \( c_0 \) [15]. It means that in general problem (1) is not coercively well-posed in \( C([0,T]; E) \) space. However, problem (1) is classically well-posed in \( C([0,T]; E^p) \) (see [16–18]), where \( E^p = (E, D(A)) \) is a suitable interpolation space. It is proved in [2] that coercive well-posedness in \( C^{α,0}([0,T]; E) \) space is equivalent to the condition that \( A \) generates an analytic \( C_0 \) semigroup.

In the meantime, the situation in \( L^p([0,T]; E) \) space is not complete. One got only an extrapolation theorem and one could get a coercive inequality just for an interpolation space instead of \( E \) (see [12]).

The necessary and sufficient conditions for coercive well-posedness of problem (1) in \( L^p([0,T]; E) \) with \( E \) to be a UMD space were obtained in [19–21].

**Theorem 1** (see [21]). Let \( A \) generate a bounded analytic semigroup \( \exp(-A) \) on UMD space \( E \). Then problem (1) is coercively well-posed in the space \( L^p(\Omega; E) \) if and only if one of the sets, (i), (ii), or (iii), is \( R \)-bounded:

(i) \( \{\lambda(A - A)^{-1} : \lambda \in iR, \lambda \neq 0\}; \)

(ii) \( \{\exp(tA), tA\exp(tA) : t > 0\}; \)

(iii) \( \{\exp(zA) : |arg(z)| \leq \delta\}. \)

When \( E = C^0(\Omega) \), there is another "maximal regularity" result known. Let us consider the following mixed Cauchy-Dirichlet parabolic problem:
\[
\begin{align*}
\frac{∂u}{∂t}(t,x) &= A(u(t,x) + f(t,x)), \quad t \in [0,T], \quad x \in \Omega, \\
u(t,x) &= g(t,x), \quad t \in [0,T], \quad x \in \partial\Omega, \\
u(0,x) &= u_0(x), \quad x \in \Omega.
\end{align*}
\] (5)

When \( E = C^0(\Omega) \), there is another "maximal regularity" result known. Let us consider the following mixed Cauchy-Dirichlet parabolic problem:
\[
\begin{align*}
\frac{∂u}{∂t}(t,x) &= A(u(t,x) + f(t,x)), \quad t \in [0,T], \quad x \in \Omega, \\
u(t,x) &= g(t,x), \quad t \in [0,T], \quad x \in \partial\Omega, \\
u(0,x) &= u_0(x), \quad x \in \Omega.
\end{align*}
\] (5)

**Definition 2.** One says that problem (5) has a strict solution if there is a continuous function \( u(t,x) \) such that it has the first derivative in \( t \) and the derivatives of order less than or equal to 2 in the space variables that are continuous up to the boundary of \( [0,T] \times \Omega \); that is, \( u(\cdot) \in C^2([0,T]; C(\Omega)) \) and the equations in (5) are satisfied.

By \( B([0,T]; C^{2\theta}(\Omega)) \) we denote the space of bounded functions \( u(\cdot) : [0,T] \to C^{2\theta}(\Omega) \) endowed with the usual sup-norm.

**Theorem 3** (see [14]). Suppose the following assumptions are satisfied for some \( \theta \in (0, 2) \setminus \{1\} : \)

(I) \( \Omega \) is an open bounded subset of \( \mathbb{R}^n \) lying to one side of its topological boundary \( \partial\Omega \), which is a submanifold of \( \mathbb{R}^n \) of dimension \( n - 1 \) and class \( C^{2\theta}\).

(II) The operator \( \mathcal{A} = -\Delta \) is a second order strongly elliptic operator (i.e., \( \Re(\sum_{i\leq2} \alpha_i(x)\mathcal{A}^2) \geq \nu|ξ|^2 \) for some \( \nu > 0 \) and for any \( (x,ξ) \in \Omega \times \mathbb{R}^n \) with coefficients of class \( C^{2\theta}(\Omega) \).

Then problem (5) has a unique strict solution \( u(\cdot) \) belonging to \( B([0,T]; C^{2\theta}(\Omega)) \) such that \( \partial u/∂t \in B([0,T]; C^{2\theta}(\Omega)) \) if and only if the following conditions are satisfied:

(a) \( u_0 \in C^{2\theta}(\Omega) \);

(b) \( f \in C([0,T]; C(\Omega)) \cap B([0,T]; C^{2\theta}(\Omega)) \);

(c) \( g \in B([0,T]; C^{2\theta}(\Omega)) \cap C([0,T]; C^{2\theta}(\Omega)) \cap C^1([0,T]; C^{2\theta}(\Omega)) \);

(d) \( γu_0(\cdot) \);

(e) \( (\partial g/∂t)(0,\cdot) - γf(0,\cdot) = γAu_0 \).

Note that in [4, 5] the maximal regularity was proved for the problem
\[
\frac{d}{dt} \left( b_0 u(t) + \int_{-∞}^t β(t-s) u(s) ds \right) + a_0 u(t) = c_0 Au(t) - \int_{-∞}^t γ(t-s) Au(s) ds + f(t)
\] (6)
in H"older, Lebesgue, and Besov spaces.

### 2. Hyperbolic Problems

The situation in case of second order equation is very different from the first order equation. Let us consider the Cauchy problem
\[
\begin{align*}
\frac{∂u}{∂t}(t,x) &= Au(t) + f(t), \quad t \in [0,T], \\
u(0,x) &= u_0(x), \quad u(0) = u^0,
\end{align*}
\] (7)
in a Banach space \( E \), where the operator \( A \) is the generator of a \( C_0 \)-cosine operator function \( C(\cdot, A) \). We will write \( A \in \mathcal{C}(M,ω) \) if \( |C(t,A)| \leq Me^{ωt}t \), \( t \in \mathbb{R} \).

**Definition 4.** Function \( u(\cdot) \) is called a classical solution of problem (7) if \( u(\cdot) \) is twice continuously differentiable, \( u(t) \in D(A) \) for all \( t \in [0,T] \), and \( u(\cdot) \) satisfies relations (7).
Assume that \( f(\cdot) \in C([0,T];E) \) and \( u(\cdot) \) is a classical solution of (7). Considering the expression
\[
\frac{d}{ds} \left( C(t-s, A) u(s) + S(t-s, A) u'(s) \right) = S(t-s, A) f(s)
\]
and integrating it in \( 0 \leq s < t \), we get
\[
u(t) = C(t, A) u^0 + S(t, A) u^1 + \int_0^t S(t-s, A) f(s)ds, \quad t \in [0,T],
\]
which is analogous to (2). As in the case of \( C_0 \)-semigroups of operators, the function \( u(\cdot) \) given by (9) is not a classical solution in general, since it can not be twice continuously differentiable.

**Proposition 5** (see [22]). Let \( A \in \mathcal{C}(M, \omega) \), and let either

(i) \( f(\cdot), A f(\cdot) \in C([0,T];E) \) and \( f(t) \in D(A) \) for \( t \in [0,T] \)

or

(ii) \( f(\cdot) \in C^2([0,T];E) \).

Then the function \( u(\cdot) \) from (9) with \( u^0 \in D(A) \) and \( u^1 \in E^1 \) is a classical solution of problem (7) on \([0,T]\). Here \( E^1 \) is the Kisynskii space; that is, \( E^1 \) is the space with the norm \( \|x\|_{E^1} := \|x\| + \sup_{\|\varphi\|_{C^1} \leq 1} \|C(t, A)\varphi\| \).

**Definition 6.** The function \( u(\cdot) \in C([0,T];E) \) given by expression (9) is called a mild solution of problem (7).

Let us consider the following homogenous uniformly well-posed Cauchy problem:
\[
u''(t) = Au(t), \quad t \in \mathbb{R};
\]
\[
u(0) = u^0, \quad u'(0) = u^1.
\]

Let \( A \in B(E) \) be operators satisfying
\[
\mathcal{A}(x, y) := \begin{pmatrix} 0 & I \\ -A & 0 \end{pmatrix} \begin{pmatrix} E^1 \times E \rightarrow E^1 \times E \end{pmatrix}
\]
 acting on an element \((x, y) \in E^1 \times E\) by the formula \( \mathcal{A}(x, y) = (y, Ax) \) that is given on the domain of \( D(\mathcal{A}) = D(A) \times E^1 \). In what follows, an element \((x, y) \in E^1 \times E\) will be written as the vector \((x, y)\).

The operator \( \mathcal{A} \) generates the following \( C_0 \)-groups of operators on the Banach space \( E^1 \times E \) [23]:
\[
\exp(t \mathcal{A}) = \begin{pmatrix} C(t, A) & S(t, A) \\ AS(t, A) & C(t, A) \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}, \quad t \in \mathbb{R}.
\]

We have to note that the study of problem (10) by reducing it to (equivalent) first order system some time is inconvenient, since the space \( E^1 \) is defined either through the \( C_0 \)-cosine operator-valued function \( C(\cdot, A) \) or through infinitely many powers of the resolvent. Therefore, certain additional conditions that allows us to reduce problem (10) to a first order system without use of the space \( E^1 \) are of interest [24].

Let uniformly well-posed problem (10) have the form
\[
u''(t) = \mathfrak{B}^2 u(t), \quad t \in \mathbb{R};
\]
\[
u(0) = u^0, \quad u'(0) = u^1,
\]
where \( \mathfrak{B} \in \mathcal{C}(E) \).

**Definition 7.** One says that solution \( u(\cdot) \) of problem (12) satisfies condition \( (K) \) if and only if the following Cauchy problem is uniformly well-posed on the space \( E \times E \):
\[
\begin{pmatrix} u' \\ v \end{pmatrix}(t) = \begin{pmatrix} \mathfrak{B}^2 & 0 \\ 0 & \mathfrak{B} \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}(t), \quad t \in \mathbb{R},
\]
\[
\begin{pmatrix} u \\ v \end{pmatrix}(0) = \begin{pmatrix} u_0 \\ v_0 \end{pmatrix}.
\]

The following condition \( (F) \), similar to previous condition \( (K) \), will allows us to simplify the study of problem (10) by using \( C_0 \)-semigroups.

**Definition 9.** \( C_0 \)-cosine operator-valued function \( C(\cdot, A) \) satisfies condition \( (F) \) if the following conditions hold:

(i) There exists \( \mathfrak{B} \in \mathcal{C}(E) \) such that \( \mathfrak{B}^2 = A, \) and \( \mathfrak{B} \) commutes with any operator from \( B(E) \) commuting with \( A \).

(ii) An operator \( S(t, A) \) maps \( E \) into \( D(\mathfrak{B}) \) for any \( t \in \mathbb{R} \).

(iii) The function \( \mathfrak{B} S(t, A)x \) is continuous in \( t \in \mathbb{R} \) for any fixed \( x \in E \).

**Proposition 10** (see [22]). Under condition \( (F) \), for each \( t \in \mathbb{R} \), one has \( \mathfrak{B} S(t, A) \in B(E) \) and \( D(\mathfrak{B}) \subseteq E^1 \).

**Proposition 11** (see [22]). There exists Banach space \( E \) and \( C_0 \)-cosine operator-valued function \( C(\cdot, A) \) (even uniformly bounded) such that condition \( (F) \) does not hold.

**Proposition 12** (see [26]). Let the space \( E \) be Hilbert, and let the operator \( A \) be self-adjoint and negative-definite. Then \( A \in \mathcal{C}(M, \omega) \), condition \( (F) \) is satisfied, and the corresponding space \( E^1 \) coincides with \( D(\mathfrak{B})(-A)^{1/2} \).

**Proposition 13** (see [27]). Let \( A \in \mathcal{C}(M, 0) \), and let \( E \) be a UMD space. Then condition \( (F) \) holds.

**Theorem 14** (see [28]). Let \( A \) and \( \mathfrak{B} \) be operators satisfying condition \( (i) \) of Definition 9, and let \( 0 \in \rho(\mathfrak{B}) \). The following conditions are equivalent:

(i) The \( C_0 \)-cosine operator-valued function \( C(\cdot, A) \) satisfies condition \( (F) \).
(ii) The operator $\mathcal{B}$ generates a $C_0$-group $\exp(\mathcal{B})$ on $E$.

(iii) The operator $(\begin{smallmatrix} 0 & A \\ A & 0 \end{smallmatrix})$ with the domain $D(A) \times D(\mathcal{B})$ generates a $C_0$-group $\exp(-t\mathcal{B})$ on $\mathcal{D}(\mathcal{B}) \times E$, where $\mathcal{D}(\mathcal{B})$ is the Banach space of elements $D(\mathcal{B})$ endowed with the graph norm.

(iv) The embedding $D(\mathcal{B}) \subseteq E^1$ holds.

(v) Consider $D(\mathcal{B}) = E^1$.

**Proposition 15** (see [28]). Under the conditions of Theorem 14, for $t \in \mathbb{R}$, one has

(i) $\exp(t\mathcal{B}) = C(t, A) + \mathcal{B}S(t, A)$, 

$$C(t, A) = \frac{\exp(t\mathcal{B}) + \exp(-t\mathcal{B})}{2};$$

(ii) $\exp(t\mathcal{B}) = \begin{pmatrix} \mathcal{B}^{-1} & 0 \\ 0 & 1 \end{pmatrix} \exp(t\begin{pmatrix} 0 & \mathcal{B} \\ \mathcal{B} & 0 \end{pmatrix}) \begin{pmatrix} \mathcal{B} & 0 \\ 0 & 1 \end{pmatrix}.$$

(14)

**Theorem 16** (see [29]). Let the operator $\mathcal{B} = A^{1/2}$ in problem (7) have a bounded inverse $\mathcal{B}^{-1} \in \mathcal{B}(E)$ and be a generator of a $C_0$-group, and let the function $f(\cdot)$ have one of the following properties:

(i) $f(\cdot) \in C^1([0, T]; E)$;

(ii) $\mathcal{B}f(\cdot) \in C([0, T]; E)$.

Then, for any $u_0 \in D(A)$ and $u_1 \in D(\mathcal{B})$, there exists a unique classical solution of problem (7) given by formula (9) in the form

$$u(t) = \frac{1}{2} (\exp(t\mathcal{B}) + \exp(-t\mathcal{B})) u_0$$

$$+ \frac{1}{2} (\exp(t\mathcal{B}) - \exp(-t\mathcal{B})) \mathcal{B}^{-1} u_1$$

$$+ \frac{1}{2} \int_0^t (\exp((t-s)\mathcal{B}) - \exp(-(t-s)\mathcal{B})) f(s) ds,$$

$t \in [0, T].$

Denote $S(t-s, A) = \int_0^t S(t-t, A) f(s) ds, t \in [0, T]$.

**Definition 17.** One says that $C_0$-cosine operator function $C(\cdot, A)$ has the maximal regularity (MR-property) if $S(\cdot, A) * f \in C^1([0, T]; E)$ or, which is equivalent, $C(\cdot, A) * f \in C([0, T]; \mathcal{D}(A))$ for all $f(\cdot) \in C([0, T]; E)$.

**Definition 18.** Let $E$ be a Banach space being a subspace of the initial space $E$, and let $Y(0, T); E$ be the Banach space of functions with values in $E$. Problem (7) is said to be coercively solvable in the pair $(E, Y([0, T]; E))$ (in other words, the solution $u(\cdot)$ has the maximal regularity property) if, for any right-hand side $f(\cdot) \in Y([0, T]; E)$, there exists classical solution $u(\cdot)$ of Cauchy problem (7), for each $t$, the value of the solution $u(t)$ belongs to $E$, and the following coercive inequality holds:

$$\|u''(t)\|_{Y([0,T];E)} + \|Au(\cdot)\|_{Y([0,T];E)}$$

$$\leq M \left( \|f(\cdot)\|_{Y([0,T];E)} + \|u_0\|_E + \|u_1\|_E \right).$$

(16)

**Theorem 19** (see [30]). Let problem (7) be coercively solvable in the pair $(\mathcal{D}(A), C([0, T]; E))$. Then $A \in \mathcal{B}(E)$.

This result can also be reformulated as follows.

**Theorem 20** (see [30]). The following statements are equivalent:

(i) For all $x, y \in D(A)$ and $f(\cdot) \in C([0, T]; E)$, problem (7) has a classical solution.

(ii) The operator $A$ generates a $C_0$-cosine operator function that satisfies the MR-property.

(iii) The operator $A$ generates a $C_0$-cosine operator function that is of bounded semivariation on $[0, T]$.

(iv) $A$ is a bounded linear operator on $E$.

In the case of $L^p([0, T]; E)$ space, the situation is the same.

**Definition 21.** The problem (7) is said to be coercively solvable in $L^p([0, T]; E)$, $1 \leq p \leq \infty$, if, for any $f(\cdot) \in L^p([0, T]; E)$, there exists a unique solution $u(\cdot)$ satisfying the equation almost everywhere such that $u(0) = u_0$, $u'(0) = u_1$, $u''(\cdot)$, $Au(\cdot) \in L^p([0, T]; E)$, and the following coercive inequality holds:

$$\|u''(\cdot)\|_{L^p([0,T];E)} + \|Au(\cdot)\|_{L^p([0,T];E)}$$

$$\leq M(p) \left( \|f(\cdot)\|_{L^p([0,T];E)} + \|u_0\|_{L^p(A)} + \|u_1\|_E \right).$$

(17)

**Theorem 22** (see [31]). Let problem (7) be coercively solvable in $L^p([0, T]; E)$ with a constant $1 \leq p \leq \infty$. Then $A$ is bounded.

Well-posedness and maximal regularity for the problems

$$u''(t) + B(t) u'(t) + A(t) u(t) = f(t) \quad t \text{ a.e.}$$

$$u(0) = u_0, \quad u'(0) = u_1,$$

(18)

$$u''(t) + A(t) u(t) = f(t) \quad t \text{ a.e.}$$

$$u(0) = u_0, \quad u'(0) = u_1,$$

(19)

were proved in case of Hilbert space $H$, where the operators $A(t)$ and $B(t)$ are associated with time-dependent sesquilinear forms with domain $V$ which is continuously imbedded into $H$ (see [32]). In Banach space $E$, problem (18) has been studied in [33] in $L^p([0, T]; E)$.

In [34, 35], they show existence, uniqueness, and maximal regularity of solution for the following differential equation with delay:

$$u''(t) + B(t) u'(t) + A(t) u(t)$$

$$= G u(t) + Fu(t) + f(t), \quad t \in \mathbb{R},$$

(20)
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where \( f(\cdot) \in C^\alpha(\mathbb{R}; E), 0 < \alpha < 1 \). Here \( F, G : C([-r, 0]; E) \to E \) are supposed to be bounded linear operators; \( u_i(\cdot) = u(t + \cdot) \) on \([-r, 0]\). Problem (20) with periodic conditions \( u(0) = u(2\pi), u'(0) = u'(2\pi) \) was considered in [36].

Finally, in [37] they find that if the problem

\[
\begin{align*}
  u''(t) + Bu'(t) + Au(t) &= f(t) \quad t \in [0, T] ; \\
  u(0) &= 0, \quad u'(0) = 0
\end{align*}
\]

has \( L^p \)-maximal regularity, where \( 1 < p < \infty \), then the corresponding propagator of the sine type is an analytic function. The proof of this fact is based on the estimates of \( \|\lambda(I + \lambda B + A)^{-1}\| \) and \( \|B(\lambda^2 I + \lambda B + A)^{-1}\| \) with \( \text{Re} \lambda > \omega \).

3. The Weak Maximal Regularity (WMR-Property) Property

As we saw in Section 2, maximal regularity for hyperbolic problem (7) in \( C([0, T]; E), L^2([0, T]; E) \) spaces implies boundedness of the operator \( A \). So in this occasion for unbounded operator \( A \) it is very natural to give the following definition in case one would like to consider some kind of maximal regularity.

**Definition 23** (see [38]). One says that \( C_0 \)-cosine operator function \( C(\cdot, A) \) has the weak maximal regularity (WMR-property) or the maximal regularity with loss (MRL-property) if \( S(\cdot, A) \ast f \in C^1([0, T]; E) \) or, which is equivalent, \( C(\cdot, A) \ast f \in C((0, T]; E) \) for all \( f(\cdot) \in F([0, T]; E) \subset C([0, T]; E) \), where \( \tilde{E} \subset E \).

**Definition 24.** Let \( \tilde{E} \) and \( \bar{E} \) be Banach spaces being subspaces of the original space \( E \), and let \( C(0, T); E) \) be the Banach space of continuous functions with values in \( E \). Problem (7) is said to be weakly coercively solvable in the pair \((D(A), D(\mathfrak{B})) \subset C([0, T]; E))\) and the following estimate holds:

\[
\|u''(\cdot)\|_{C([0,T];E)} + \|Au(\cdot)\|_{C([0,T];E)} \leq M \left( \|f(\cdot)\|_{F([0,T];E)} + \|u^0\|_E + \|u^1\|_E \right) .
\]

**Remark 25.** Note that in the cases \( F([0, T]; E) = C([0, T]; E) \) and \( E = D(A), \bar{E} = D(\mathfrak{B}) \) the weak maximal regularity (WMR-property) is equivalent to the maximal regularity in \( C([0, T]; E) \).

**Theorem 26.** Assume that condition \((F)\) is satisfied and \( f(\cdot) \in C^1([0, T]; E) \cap C([0, T]; D(\mathfrak{B})). \) Then problem (7) is weakly coercively solvable in the pair \((D(A), D(\mathfrak{B})) \subset C([0, T]; E))\) and the following estimate holds:

\[
\|Au(t)\|_E \leq \frac{1}{2} \left( \|\exp(t\mathfrak{B})\| + \|\exp(-t\mathfrak{B})\| \right) \|Au^0\|_E \\
+ \frac{1}{2} \left( \|\exp(t\mathfrak{B})\| + \|\exp(-t\mathfrak{B})\| \right) \|Bu^1\|_E \\
+ \frac{1}{2} \int_0^t \left( \|\exp((t-s)\mathfrak{B})\| + \|\exp(-(t-s)\mathfrak{B})\| \right) sds, \quad t \in [0, T] .
\]

**Proof.** Following (15) from Theorem 16 one can write

\[
\begin{align*}
  Au(t) &= \frac{1}{2} \left( \exp(t\mathfrak{B}) + \exp(-t\mathfrak{B}) \right) Au^0 \\
  &+ \frac{1}{2} \left( \exp(t\mathfrak{B}) - \exp(-t\mathfrak{B}) \right) Bu^1 \\
  &+ \frac{1}{2} \int_0^t \left( \exp((t-s)\mathfrak{B}) + \exp(-(t-s)\mathfrak{B}) \right) sds, \quad t \in [0, T] .
\end{align*}
\]

Using formulas (24) and (25), we get

\[
\|Au(t)\|_E \leq \frac{1}{2} \left( \|\exp(t\mathfrak{B})\| + \|\exp(-t\mathfrak{B})\| \right) \|Au^0\|_E \\
+ \frac{1}{2} \left( \|\exp(t\mathfrak{B})\| + \|\exp(-t\mathfrak{B})\| \right) \|Bu^1\|_E \\
+ \frac{1}{2} \int_0^t \left( \|\exp((t-s)\mathfrak{B})\| + \|\exp(-(t-s)\mathfrak{B})\| \right) \|\mathfrak{B}f(s)\|_E ds \\
\leq M \left( \|f(\cdot)\|_{C([0,T];D(\mathfrak{B}))} + \|Au^0\|_E + \|Bu^1\|_E \right) ,
\]
and also
\[\|Au(t)\|_E \leq \frac{1}{2} (\|\exp(t\mathcal{B})\| + \|\exp(-t\mathcal{B})\|) \|Au^0\|_E
+ \frac{1}{2} \int_0^t (\|\exp((t-s)\mathcal{B})\| + \|\exp(-(t-s)\mathcal{B})\|) \|B_u^1\|_E \, ds\]
\[\leq M \left( \left\| f^*(t-s) \right\|_{C([0,T];E)} + \|Au^0\|_E + \|B_u^1\|_E \right) \]
(37)

for any \( t \in [0, T] \). Then
\[\|Au(\cdot)\|_{C([0,T];E)} \leq M \left( \min \left( \left\| f(\cdot) \right\|_{C^1([0,T];\mathcal{W}_1,p)}, \left\| f(\cdot) \right\|_{C([0,T];L^p(\mathcal{B}))} \right) \]
\[+ \|Au^0\|_E + \|B_u^1\|_E \right) \]
(28)

By the triangle inequality, this last estimate and (7) yield
\[\left\| u''(\cdot) \right\|_{L^p([0,T];E)} + \|Au(\cdot)\|_{L^p([0,T];E)} \leq M \left( \min \left( \left\| f(\cdot) \right\|_{C^1([0,T];\mathcal{W}_1,p)}, \left\| f(\cdot) \right\|_{C([0,T];L^p(\mathcal{B}))} \right) \]
\[+ \|Au^0\|_E + \|B_u^1\|_E \right) \]
(29)

In a similar manner, one can show the following theorem.

**Theorem 27.** Assume that condition (F) is satisfied and \( f(\cdot) \in W^{1,p}([0,T];E) \cap L^p([0,T];D(\mathcal{B})) \). Then problem (7) is weakly coercively solvable in the pair \((D(A), D(\mathcal{B})), L^p([0,T];E))\) and the following estimate holds:
\[\|u''(\cdot)\|_{L^p([0,T];E)} + \|Au(\cdot)\|_{L^p([0,T];E)} \leq M \left( \min \left( \left\| f(\cdot) \right\|_{W^{1,p}([0,T];\mathcal{W}_1,p)}, \left\| f(\cdot) \right\|_{L^p([0,T];D(\mathcal{B}))} \right) \]
\[+ \|Au^0\|_E + \|B_u^1\|_E \right) \]
(30)

**Proof.** Using identity (24), we get
\[Au(t) = \frac{1}{2} (\exp(t\mathcal{B}) + \exp(-t\mathcal{B})) \, Au^0 \]
\[+ \frac{1}{2} (\exp(t\mathcal{B}) - \exp(-t\mathcal{B})) \, B_u^1 \]
\[+ \frac{1}{2} \int_0^T (\exp(s\mathcal{B}) - \exp(-s\mathcal{B})) \, B_u^1 \, ds \]
(31)

Here
\[f^*(t-s) = \begin{cases} f(t-s), & 0 \leq s \leq t, \\ 0, & t \leq s \leq T, \ t-s \notin [0,T]\end{cases} \]
(32)

From Minkowski’s integral inequality, it follows that
\[\|Au(\cdot)\|_{L^p([0,T];E)} \]
\[\leq \left( \int_0^T \left( \frac{1}{2} (\|\exp(t\mathcal{B})\| + \|\exp(-t\mathcal{B})\|) \|Au^0\|_E \right)^p \, dt \right)^{1/p} \]
\[+ \left( \int_0^T \left( \frac{1}{2} (\|\exp(t\mathcal{B})\| + \|\exp(-t\mathcal{B})\|) \|B_u^1\|_E \right)^p \, dt \right)^{1/p} \]
\[+ \int_0^T ds \left( \int_0^T \left( \frac{1}{2} (\|\exp(s\mathcal{B})\| + \|\exp(-s\mathcal{B})\|) \right)^p \, dt \right)^{1/p} \]
\[\leq M \left[ \|Au^0\|_E + \|B_u^1\|_E \right] \]
\[+ \int_0^T \frac{1}{2} \left( \|f(s\mathcal{B})\| + \|\exp(-s\mathcal{B})\| \right) ds \]
\[+ \left( \int_0^T \left( \|f^*(t-s)\|_{E} \right)^p \, dt \right)^{1/p} \]
(33)

Using the definition of the function \( f^*(t-s) \), we get
\[\left( \int_0^T \|f^*(t-s)\|_{E} \, dt \right)^{1/p} \leq \left( \int_0^T \|f(\cdot)\|_{E} \, dt \right)^{1/p} \]
(34)

Then
\[\|Au(\cdot)\|_{L^p([0,T];E)} \]
\[\leq M \left[ \|Au^0\|_E + \|B_u^1\|_E + \left( \int_0^T \|f(\cdot)\|_{E} \, dt \right)^{1/p} \right] \]
\[= M \left( \|f(\cdot)\|_{W^{1,p}([0,T];\mathcal{W}_1,p)} + \|Au^0\|_E + \|B_u^1\|_E \right) \]
(35)

Applying identity (25) and proceeding by analogy with estimate (35), we obtain
\[\|Au(\cdot)\|_{L^p([0,T];E)} \]
\[\leq M \left( \min \left( \left\| f(\cdot) \right\|_{W^{1,p}([0,T];\mathcal{W}_1,p)}, \left\| f(\cdot) \right\|_{L^p([0,T];D(\mathcal{B}))} \right) \]
\[+ \|Au^0\|_E + \|B_u^1\|_E \right) \]
(36)

From the last two estimates, it follows that
\[\|Au(\cdot)\|_{L^p([0,T];E)} \]
\[\leq M \left( \min \left( \left\| f(\cdot) \right\|_{W^{1,p}([0,T];\mathcal{W}_1,p)}, \left\| f(\cdot) \right\|_{L^p([0,T];D(\mathcal{B}))} \right) \]
\[+ \|Au^0\|_E + \|B_u^1\|_E \right) \]
(37)
By the triangle inequality, this last estimate and (7) yield
\[ \|u''(\cdot)\|_{L^p([0,T];E)} \leq M \left( \min \left( \|f(\cdot)\|_{W^{1,p}([0,T];E)}, \|f'(\cdot)\|_{L^p([0,T];\mathcal{D}(B^1))} \right) + \|Au^0\|_E + \|Bu^1\|_E \right). \] (38)

3.1. Maximal Regularity in $C([0,T];E^a)$ and $C^a([0,T];E)$ Spaces. As one can see from Section 2, there are open questions on maximal regularity in the area of maximal regularity for second order equation in the spaces like $C([0,T];E^a), C^a([0,T];E), 0 \leq \alpha < 1, L^\alpha([0,T];E^a)$ spaces. The first order in time Cauchy problem (1) is not coercively well-posed in $C([0,T];E)$ space, but it is coercively well-posed in the spaces $C([0,T];E^a), C^a([0,T];E)$, where $E^a$ is interpolation space. In case of second order in time Cauchy problem (7), the strong maximal regularity property is independent of spaces and never holds.

The following relations for $C_0$-cosine operator function will be useful for us.

**Proposition 28** (see [28, 39]). For all $t, s \in \mathbb{R}$, one has the relations

(i) $C(t, A) = C(-t, A), S(-t, A) = -S(t, A), S(0, A) = 0$;

(ii) $S(t + s, A) + S(t - s, A) = 2S(t, A)C(s, A)$;

(iii) $S(t + s, A) - S(t - s, A) = 2AS(t, A)S(s, A)$;

(iv) $C(t + s, A) - C(t - s, A) = 2AS(t, A)S(s, A)$;

(v) $C(2t, A) = 2C(t, A)^2 - I, C(t, A)^{2n} - AS(t, A)^{2n} = I$.

**Theorem 29.** Let an operator $A$ be a generator of $C_0$-cosine operator function $C(t, A)$. Assume that Cauchy problem (7) is coercively well-posed in $C^a([0,T];E)$ space. Then the operator $A$ is bounded.

**Proof.** Let us define the sequence of operators
\[ L_{\xi_j}x = \frac{1}{\xi_j} \left( (t + \xi_j)g(t) - g(0) \right)x, \quad \xi_j \to 0, \quad as \quad j \to \infty, \] (39)

where $g(t)x = A \int_0^t S(t - s, A)S(s, A)x$ for any $x \in E$. The function $g(\cdot)$ represents the function $Au(\cdot)$ which we have in (9) in case when $f(\cdot) = S(t, A)x$. It is clear that such $f(\cdot) \in C^a([0,T];E) \subset C^a([0,T];E)$. If problem (7) is coercively well-posed in $C^a([0,T];E)$ space, then $g(\cdot) \in C^a([0,T];E)$ and, therefore, the sequence $\{L_{\xi_j}x\}_{j=1}^\infty$ is bounded for any $x \in E$. By the uniform boundedness principle, the norms $\|L_{\xi_j}\|$ are uniformly bounded as $j \to \infty$. In the meantime, $g(t) = S(t, A) - tC(t, A)$ and therefore $L_{\xi_j}x = (1/\xi_j)(S(t + \xi_j, A) - S(t, A)) + ((1/\xi_j)^2)(t + \xi_j)C(t + \xi_j, A) - tC(t, A)$. Hence, we get that $\|C(t + \xi_j, A) - C(t, A)\| \leq C_{\xi_j}^a$ for any $t \in (0, T)$ and $\xi_j \to 0$. This implies that the operator $A$ must be bounded (see [6]).

**Theorem 30.** Let an operator $A$ be a generator of $C_0$-cosine operator function $C(t, A)$. Assume that Cauchy problem (7) is coercively well-posed in $C([0,T];E^a)$ space. Then the operator $A$ is bounded.

**Proof.** We consider the function $g(t)x = A \int_{t_0}^t S(t - s, A)C(s, A)(-A)^{-\alpha}xds$. For any $x \in E$, the function $f(s) = C(s, A)(-A)^{-\alpha}x$ belongs to $C([0,T];E^a)$ space and therefore well-posedness in $C([0,T];E^a)$ implies that $g(\cdot) \in C([0, T];E^a)$. Then integrating $A \int_{t_0}^t S(t - s, A)C(s, A)(-A)^{-\alpha}xds$ by simple calculations which use (ii) from Proposition 28, one can find that $\|tAS(t, A)\| \leq \text{constant}$. So for any $t > 0$ one gets by (iv) from Proposition 28 that
\[ \|C(t + h, A) - C(t - h, A)\| \leq \|2AS(t, A)\| \|S(h, A)\| \to 0, \] (40)
as $h \to 0$, and therefore $A$ is bounded.

**Theorem 31.** Assume that condition (F) is satisfied and $f(\cdot) \in C^1([0,T];E^a) \cap C([0,T];D(B^{1+\theta}))$. Then problem (7) is weakly coercively solvable in the pair $((DA^{1+\theta}), D(B^{1+\theta}))$, $C([0,T];E^a))$ and the following estimate holds:
\[ \|u''(\cdot)\|_{C([0,T],E^a)} + \|Au(\cdot)\|_{C([0,T];E^a)} \leq M \left( \min \left( \|f(\cdot)\|_{C^1([0,T],E^a)}, \|f'(\cdot)\|_{C([0,T],\mathcal{D}(B^{1+\theta}))} \right) + \|Au^0\|_E + \|Bu^1\|_E \right). \] (41)

**Proof.** From (15) of Theorem 16, one can write
\[ Au(t) = \frac{1}{2} \left( \exp(tB) + \exp(-tB) \right)Au^0 + \frac{1}{2} \left( \exp(tB) - \exp(-tB) \right)Bu^1 + \frac{1}{2} \int_0^t \left( \exp((t - s)B) - \exp(-(t - s)B) \right) \cdot Bf(s)ds, \quad t \in [0,T]. \] (42)

Integrating by parts and applying the operator $A^\theta$ also to (42), one gets
\[ \|Au(\cdot)\|_{C([0,T];E^a)} \leq C \left( \|Au^0\|_E + \|Bu^1\|_E \right) + \min \left( \|Bu^1\|_{C([0,T];E^a)}, \|f(\cdot)\|_{C([0,T],\mathcal{D}(B^{1+\theta}))} \right). \] (43)

Now, we consider the weak coercive solvability of problem (7) in the Banach space $C^a([0,T];E)$ ($0 < \alpha < 1$), obtained by completion of the set of smooth $E$-valued functions $\varphi(t)$ on $[0,T]$ in the norm
\[ \|\varphi\|_{C^a([0,T];E)} = \max \left( \|\varphi(t)\|_E \right) + \sup \left( \frac{\|\varphi(t + \tau) - \varphi(t)\|_E}{\tau^\beta} \right). \] (44)
Theorem 32. Assume that condition \((F)\) is satisfied and \(f(\cdot) \in C^{1+\alpha}([0, T]; D(B^{\alpha})) \cap C([0, T]; D(B^{1+\alpha}))\). Then problem (7) is weakly coercively solvable in the pair \((D(A^{\alpha/2}), D(B^{1+\alpha})), C^\alpha([0, T]; E))\) and the following estimate holds:

\[
\|u''(\cdot)\|_{C^\alpha([0, T]; E)} + \|Au(\cdot)\|_{C^\alpha([0, T]; E)} \\
\leq M \left( \min \left( \|f(\cdot)\|_{C^{1+\alpha}([0, T]; D(B^{\alpha}))}, \|f(\cdot)\|_{C^\alpha([0, T]; D(B^{1+\alpha}))} \right) + \|A^{1+\alpha/2}u^0\|_E + \|B^{1+\alpha}u^1\|_E \right).
\]

(45)

Proof. By Theorem 14,

\[
\|Au(\cdot)\|_{C^\alpha([0, T]; E)} \\
\leq M \left( \min \left( \|f(\cdot)\|_{C^{1+\alpha}([0, T]; D(B^{\alpha}))}, \|f(\cdot)\|_{C^\alpha([0, T]; D(B^{1+\alpha}))} \right) + \|Au^0\|_E + \|Bu^1\|_E \right).
\]

(46)

Then, from the definition of the space \(C^\alpha([0, T]; E)\) and the estimate \(\|B^{\alpha}\| \leq M\), it follows that

\[
\|Au(\cdot)\|_{C^\alpha([0, T]; E)} \\
\leq M_1 \left( \min \left( \|f(\cdot)\|_{C^{1+\alpha}([0, T]; D(B^{\alpha}))}, \|f(\cdot)\|_{C^\alpha([0, T]; D(B^{1+\alpha}))} \right) + \|A^{1+\alpha/2}u^0\|_E + \|B^{1+\alpha}u^1\|_E \right).
\]

(47)

Now, let us estimate the difference \(Au(t + \tau) - Au(t)\) for \(0 \leq t < t + \tau \leq T\). From identity (24), it follows that

\[
Au(t + \tau) - Au(t) \\
= \frac{1}{2} \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \\
+ \exp \left( -((t + \tau) \mathcal{B}) - \exp (-t \mathcal{B}) \right) Au^0 \right) \\
+ \frac{1}{2} \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \mathcal{B}u^1 \right) \\
+ \frac{1}{2} \int_0^\tau \left( \exp \left( ((t + \tau - s) \mathcal{B}) - \exp (-t \mathcal{B}) \right) \right) Bf(s) ds \\
+ \frac{1}{2} \int_0^\tau \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \mathcal{B}(f(t + \tau - s) - f(t - s)) ds.
\]

Using the last identity, we get

\[
\|Au(t + \tau) - Au(t)\|_E \\
\leq \frac{1}{2} \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) Au^0 \left\|_E \right. \right. \\
+ \left. \left. \left\| \left( \exp \left( -((t + \tau) \mathcal{B}) - \exp (-t \mathcal{B}) \right) \right) Au^0 \left\|_E \right. \right. \right) \\
+ \frac{1}{2} \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \mathcal{B}u^1 \left\|_E \right. \right. \\
+ \left. \left. \left\| \left( \exp \left( -((t + \tau) \mathcal{B}) - \exp (-t \mathcal{B}) \right) \right) \mathcal{B}u^1 \left\|_E \right. \right. \right) \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp \left( (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
\leq M \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
\leq M \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
\leq M_{\mathcal{B}} \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right\| \mathcal{B}f(s) ds \right)_E.
\]

(52)

Estimates (47) and (49) give

\[
\|Au(\cdot)\|_{C^\alpha([0, T]; E)} \\
\leq M \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right\| \mathcal{B}f(s) ds \right)_E.
\]

(50)

Applying identity (25) and proceeding in a similar way as in estimate (49), we obtain

\[
\|Au(\cdot)\|_{C^\alpha([0, T]; E)} \\
\leq M \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right\| \mathcal{B}f(s) ds \right)_E.
\]

(51)

From the last two estimates, it follows that

\[
\|Au(\cdot)\|_{C^\alpha([0, T]; E)} \\
\leq M \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right\| \mathcal{B}f(s) ds \right)_E.
\]

(52)

By the triangle inequality, this last estimate and (7) yield

\[
\|u''(\cdot)\|_{C^\alpha([0, T]; E)} \\
\leq M \left( \left\| \left( \exp \left( ((t + \tau) \mathcal{B}) - \exp (t \mathcal{B}) \right) \right) \right\| \mathcal{B}f(s) ds \right)_E \\
+ \frac{1}{2} \int_0^\tau \left( \left\| \left( \exp (s \mathcal{B}) - \exp (-s \mathcal{B}) \right) \right\| \mathcal{B}f(s) ds \right)_E.
\]

(53)
Remark 33. As was mentioned in Theorem 22, the coercive well-posedness of (7) in $L^p([0, T]; E)$ spaces holds in general if and only if $A$ is bounded. Even in case of periodic functions spaces $L^p_{per} (\mathbb{R}; E), C^p_{per} (\mathbb{R}; E)$, the situation is not changed: in [10], it was shown that maximal regularity holds if and only if $\{ -k^2 : k \in \mathbb{Z} \} \subset \rho (A)$, $\sup_{k \in \mathbb{Z}} \| (-k^2 I - A)^{-1} \| < \infty$, which does not hold for general bounded $C_0$-cosine operator function in Hilbert space $E$. In the particular case of UMD spaces, $E$, maximal regularity of Cauchy problem (7) for second order in time differential equations is defined by location of the spectrum of operator $A$, but not by smoothness of the space $E$; that is, the function $\lambda^2 (\lambda^2 I - A)^{-1}$ must be Fourier multiplier which is not true in general. Thus there is no coercive well-posedness of (7) in $L^p([0, T]; E^q)$ space in general.

Applying $A^\theta$ to formulas (24) and (25) and proceeding similarly to Theorem 16, we obtain the following theorem.

Theorem 34. Assume that condition (F) is satisfied and $f (\cdot) \in W^{1, p} ([0, T]; E^q) \cap L^p ([0, T]; D(\mathfrak{B}^{1+2\beta}))$. Then problem (7) is weakly coercively solvable in the pair $((D(A^{1+2\beta}), D(\mathfrak{B}^{1+2\beta})), L^p ([0, T]; E^q))$ and the following estimate holds:

$$
\left\| u'' (\cdot) \right\|_{L^p([0, T]; E^q)} + \left\| Au (\cdot) \right\|_{L^p([0, T]; E^q)} \\
\leq M \left( \min \left( \left\| f (\cdot) \right\|_{W^{1, p} ([0, T]; E^q)}, \left\| f (\cdot) \right\|_{L^p ([0, T]; D(\mathfrak{B}^{1+2\beta}))} \right) \\
+ \left\| A^0 u_0 \right\|_{E^q} + \left\| A^1 u_1 \right\|_{E^q} \right).
$$

(54)

4. Elliptic Equations

In [2] the coercive well-posedness in $L^p([0, T]; E)$ of the problem

$$
u'' (t) = Au (t) + f (t), \quad t \in [0, T],
$$

$$
u (0) = u_0, \quad \nu (T) = u^T
$$

has been considered under condition of positivity of the operator $A$. In such case, the operator $-A^{1/2}$ generates an analytic $C_0$-semigroup.

In Banach space $E$, we consider boundary value problem (55) with positive operator $A$ and $f (\cdot)$ is some function from some function space. Problem (55) can be considered in different functional spaces. Function $u (\cdot)$ is called a solution in classical sense of problem (55) if the following conditions are satisfied:

(i) $u (\cdot)$ is twice continuously differentiable on the interval $[0, T]$. The derivative at the endpoints of the segment are understood as the appropriate unilateral derivatives.

(ii) The element $u (t)$ belongs to $D (A)$ for all $t \in [0, T]$, and the function $Au (\cdot)$ is continuous on the interval $[0, T]$.

(iii) $u (\cdot)$ satisfies the equation and boundary conditions (55).

Let $C([0, T]; E)$ be the space of all continuous functions $\varphi (\cdot)$ defined on $[0, T]$ with values in $E$ equipped with the norm $\| \varphi (\cdot) \|_{C([0, T]; E)} = \max_{0 \leq t \leq T} \| \varphi (t) \|_E$. The coercive well-posedness in $C([0, T]; E)$ of boundary value problem (55) means that for the solution $u (\cdot) \in C([0, T]; E)$ the coercive inequality

$$
\left\| u'' (\cdot) \right\|_{C([0, T]; E)} + \left\| Au (\cdot) \right\|_{C([0, T]; E)} \\
\leq M \left( \left\| f (\cdot) \right\|_{C([0, T]; E)} + \left\| A^0 u_0 \right\|_E + \left\| A^1 u_1 \right\|_E \right)
$$

holds with some constant $M$, which is independent of $u_0, u^T, f (\cdot) \in C([0, T]; E)$. It turns out that this positivity property of the operator $A$ in $E$ is a necessary condition of well-posedness of boundary value problem (55) in $C([0, T]; E)$ [2]. One can ask: does the positivity of the operator $A$ in $E$ imply the well-posedness of boundary value problem (55)? In the general case, the answer is no (see [2]), so the coercive inequality does not take place in $C([0, T]; E)$ for boundary value problem (55).

We recall that if Cauchy problem (1) is coercively well-posed in the space $C([0, T]; E)$, then operator $A$ has to be bounded or the space $E$ contains a subspace isomorphic to $c_0$ (see [15]). One gets a similar situation for problem (55).

Theorem 35 (see [12]). Let $A$ be a positive operator on $E$. Assume that problem (55) is coercively well-posed in the space $C([0, T]; E)$. Then either $A$ is bounded or $E$ contains a closed subspace which is isomorphic to $c_0$.

Consider $C^{\beta, \gamma} ([0, T]; E), 0 \leq \gamma \leq \beta, 0 < \beta < 1$, the Banach space obtained by completion of the set of smooth $E$-valued functions $\varphi (\cdot)$ on $[0, T]$ in the norm

$$
\left\| \varphi (\cdot) \right\|_{C^{\beta, \gamma} ([0, T]; E)} = \max_{0 \leq t \leq T} \left\| \varphi (t) \right\|_E \\
+ \sup_{0 \leq t \leq T} \left( t + \tau \right)^\gamma (T - t)^\gamma \left\| \varphi (t + \tau) - \varphi (t) \right\|_E.
$$

(57)

Theorem 36 (see [2, 12]). Let $A$ be a positive operator in Banach space $E$ and $f (\cdot) \in C^{\beta, \gamma} ([0, T]; E), 0 \leq \gamma \leq \beta, 0 < \beta < 1$. Then the solution of boundary value problem (55) belongs to $u (\cdot) \in C^{\beta, \gamma} ([0, T]; E)$ and the following coercive inequalities hold:

$$
\left\| u'' (\cdot) \right\|_{C([0, T]; E^{\beta, \gamma})} \\
\leq M \left( \left\| A^0 u_0 + f (0) \right\|_{E^{\beta, \gamma}} + \left\| A^1 u_1 + f (T) \right\|_{E^{\beta, \gamma}} \\
+ \beta^{-1} (1 - \beta)^{-1} \left\| f (\cdot) \right\|_{C^{\beta, \gamma} ([0, T]; E)} \right).
$$

(58)
for $Au^0 + f(0) \in E_{\gamma - \alpha}$, $Au^T + f(T) \in E_{\gamma - \alpha}$,

$$\|u''(\cdot)\|_{C^\gamma([0,T];E_{\gamma - \alpha})} + \|Au(\cdot)\|_{C^\gamma([0,T];E_{\gamma - \alpha})}$$

$$\leq M \left( \|Au^0 + f(0)\|_{\gamma - \alpha} + \|Au^T + f(T)\|_{\gamma - \alpha} \right)$$

$$+ \beta^{-1} (1 - \beta)^{-1} \|f(\cdot)\|_{C^\gamma([0,T];E_{\gamma - \alpha})}$$

(59)

for $Au^0 + f(0) \in E_{\gamma - \alpha}$, $Au^T + f(T) \in E_{\gamma - \alpha}$, where $M$ is independent of $\beta$, $\gamma$, $u^0$, $u^T$, and $f(\cdot)$. Here, $|w|_{\alpha}^{\gamma - \alpha}$ denotes the norm of Banach space $E_{\alpha}^{\gamma - \alpha}$, which consists of those $w \in E$ for which the norm

$$|w|_{\alpha}^{\gamma - \alpha} = \max_{0 \leq \tau \leq 1} \left\| e^{-z A^\gamma} - e^{-z A^\beta} \right\|_E \left( e^{-z A^\gamma} - e^{-z A^\beta} \right)$$

is finite and the Banach space $E_{\alpha}^{\gamma - \alpha}$ is independent of $\alpha$, $\beta$, $\gamma$, $u^0$, $u^T$, and $f(\cdot)$.

Consider $C^{\beta,\gamma}([0,T];E_{\alpha - \beta})$, $0 \leq \gamma \leq \beta \leq \alpha$, $0 < \alpha < 1$. To these, there correspond the spaces of traces $E_{\alpha - \beta}$, which consists of elements $w \in E$ for which the norm

$$|w|_{\alpha - \beta}^{\beta,\gamma} = \max_{0 \leq \tau \leq 1} \left\| e^{-z A^\gamma} - e^{-z A^\beta} \right\|_{E_{\alpha - \beta}} \left( e^{-z A^\gamma} - e^{-z A^\beta} \right)$$

is finite.

**Theorem 37** (see [12]). Let $A$ be a positive operator in Banach space $E$, $Au^0 + f(0) \in E_{\gamma - \alpha}$, $Au^T + f(T) \in E_{\gamma - \alpha}$, and $f(\cdot) \in C^{\beta,\gamma}([0,T];E_{\alpha - \beta})$, $0 \leq \gamma \leq \beta \leq \alpha$, $0 < \alpha < 1$. Then for the solution $u(\cdot)$ in $C^{\beta,\gamma}([0,T];E_{\alpha - \beta})$ of boundary value problem (55) the coercive inequality

$$\|u''(\cdot)\|_{C^\gamma([0,T];E_{\alpha - \beta})} + \|Au(\cdot)\|_{C^\gamma([0,T];E_{\alpha - \beta})}$$

$$\leq M \left( \|Au^0 + f(0)\|_{\gamma - \alpha} + \|Au^T + f(T)\|_{\gamma - \alpha} \right)$$

$$+ \alpha^{-1} (1 - \alpha)^{-1} \|f(\cdot)\|_{C^\gamma([0,T];E_{\gamma - \alpha})}$$

(62)

holds, where $M$ is independent of $\alpha$, $\beta$, $\gamma$, $u^0$, $u^T$, and $f(\cdot)$.

**Theorem 38** (see [12]). Let $A$ be a positive operator in Banach space $E$, $Au^0 + f(0) \in E_{\gamma - \alpha}$, $Au^T + f(T) \in E_{\gamma - \alpha}$, and $f(\cdot) \in C^{\beta,\gamma}([0,T];E_{\gamma - \alpha})$, $0 \leq \gamma \leq \beta \leq \alpha$, $0 < \alpha < 1$. Then for the solution $u(\cdot)$ in $C^{\beta,\gamma}([0,T];E_{\alpha - \beta})$ of boundary value problem (55) the coercive inequality

$$\|u''(\cdot)\|_{C^\gamma([0,T];E_{\alpha - \beta})} + \|Au(\cdot)\|_{C^\gamma([0,T];E_{\alpha - \beta})}$$

$$+ \|u''(\cdot)\|_{C([0,T];E_{\gamma - \alpha})}$$

$$\leq M \left( \|Au^0 + f(0)\|_{\gamma - \alpha} + \|Au^T + f(T)\|_{\gamma - \alpha} \right)$$

$$+ \alpha^{-1} (1 - \alpha)^{-1} \|f(\cdot)\|_{C^\gamma([0,T];E_{\gamma - \alpha})}$$

(63)

holds, where $M$ is independent of $\alpha$, $\beta$, $\gamma$, $u^0$, $u^T$, and $f(\cdot)$.

Let us consider problem (55) in the spaces $L^p([0,T];E)$, $1 \leq p < \infty$, of all strongly measurable $E$-valued functions $v(\cdot)$ on $[0,T]$ with the norm $\|v\|_{L^p([0,T];E)} = \left( \int_0^T \|v(t)\|_E^p \, dt \right)^{1/p}$. Function $v(\cdot)$ is said to be absolutely continuous if it has a derivative $v'(t)$ for almost every $t$ such that $v'(t) \in L^p([0,T];E)$ and if the Newton-Leibniz formula $v(t) - v(\tau) = \int_\tau^t v'(s) \, ds$ holds for all $t, \tau \in [0,T]$. Here the integral is understood in the sense of Bochner. Function $u(\cdot)$ is said to be a solution of problem (55) in $L^p([0,T];E)$ if it is absolutely continuous, the functions $u''(\cdot)$ and $Au(\cdot)$ belong to $L^p([0,T];E)$, and (55) is satisfied for almost every $t$, and $u(0) = u^0$, $u(T) = u^T$. From this definition, it follows that a necessary condition for the solvability of problem (55) in $L^p([0,T];E)$ is that $f(\cdot) \in L^p([0,T];E)$. One can show that in certain cases this condition is also sufficient for the solvability of problem (55). Concerning the boundary elements, in contrast to the situation considered earlier, from the solvability of problem (55) in $L^p([0,T];E)$, it follows only that $u', u^T \in E$. From the unique solvability of (55), it follows that the operator $u(t, f(t), u^0, u^T)$ is bounded in $L^p([0,T];E)$ and one has the coercive inequality

$$\|u''(\cdot)\|_{L^p([0,T];E)} + \|Au(\cdot)\|_{L^p([0,T];E)}$$

$$\leq M_C \left( \|f(\cdot)\|_{L^p([0,T];E)} + \|u^0\|_E + \|u^T\|_E \right),$$

where $1 \leq M_C < +\infty$ is independent of $u^0$, $u^T$, and $f(\cdot)$. From that, one can obtain the positivity of $A$ under the stronger assumption that the operator $A^{-1}$ is compact in $E$ (see [40]).

**Theorem 39** (see [40]). Let $A$ be a positive operator in a Banach space $E$. Suppose problem (55) is coercively well-posed in $L^p([0,T];E)$ for some $1 < p_0 < \infty$. Then it is coercively...
well-posed in $L^p([0,T];E)$ for any $1 < p < \infty$ and the coercivity inequality holds:
\[
\begin{align*}
\|u''(\cdot)\|_{L^p([0,T];E)} + \|Au(\cdot)\|_{L^p([0,T];E)} &
\leq M(p_0) \frac{\rho^2}{p - 1} \|f(\cdot)\|_{L^p([0,T];E)} \\
&+ \|u(\cdot)\|_{C^0([0,T];E)}^{1/p} + \|u(\cdot)\|_{C^0([0,T];E)}^{1/q}
\end{align*}
\] (65)
where $M(p_0)$ and $M$ are independent of $p$, $u^0$, $u^T$, and $f(\cdot)$.

**Theorem 40** (see [41]). Let $1 < p < \infty$ and $0 < \alpha < 1$. Suppose that $A$ is a positive operator in Banach space $E$. Then problem (55) is coercively well-posed in $L^p([0,T];E_{\alpha,p})$ and the coercivity inequality holds:
\[
\begin{align*}
\|u''(\cdot)\|_{L^p([0,T];E_{\alpha,p})} + \|Au(\cdot)\|_{L^p([0,T];E_{\alpha,p})} &
\leq M(\alpha) \frac{\rho^2}{\alpha(1 - \alpha)} \|f(\cdot)\|_{L^p([0,T];E_{\alpha,p})} \\
&+ M \left( \|u^0(\cdot)\|_{E_{\alpha,p}} + \|u^T(\cdot)\|_{E_{\alpha,p}} \right)
\end{align*}
\] (66)
where $M$ is independent of $\alpha$, $p$, $u^0$, $u^T$, and $f(\cdot)$.

From these theorems we have the following.

**Theorem 41.** Let $1 < p, q < \infty$ and $0 < \alpha < 1$. Suppose that $A$ is a positive operator in Banach space $E$. Then problem (55) is coercively well-posed in $L^p([0,T];E_{\alpha,q})$ and the coercivity inequality holds:
\[
\begin{align*}
\|u''(\cdot)\|_{L^p([0,T];E_{\alpha,q})} + \|Au(\cdot)\|_{L^p([0,T];E_{\alpha,q})} &
\leq M(q) \frac{\rho^2}{\alpha(1 - \alpha)} \|f(\cdot)\|_{L^p([0,T];E_{\alpha,q})} \\
&+ M \left( \|u^0(\cdot)\|_{E_{\alpha,q}} + \|u^T(\cdot)\|_{E_{\alpha,q}} \right)
\end{align*}
\] (67)
where $M(q)$ and $M$ are independent of $\alpha$, $p$, $u^0$, $u^T$, and $f(\cdot)$.

The Banach space $E_{\alpha,q} = E_{\alpha,q}(A^{1/2},E)$, $0 < \alpha < 1$, $1 < q < \infty$, consists of those $v \in E$ for which the norm
\[
\|v\|_{E_{\alpha,q}} = \left( \int_0^\infty \lambda^{1-\alpha} \|A^{1/2} \exp(-\lambda A^{1/2}) v\|_E^q d\lambda \right)^{1/q}
\] (68)
is finite.

In [42, 43], abstract elliptic differential equation (55) with Dirichlet-Neumann boundary conditions
\[
u(0) = d_0, \quad u'(1) = n_1
\] (69)
was considered. Maximal regularity in $C^\alpha([0,1];E)$ space is obtained if $d_0 \in D(A), n_1 \in D(A^{1/2})$.

### 5. General Approximation Scheme

The general approximation scheme, due to [44–47], can be described in the following way (see also [12]). Let $E_n$ and $E$ be Banach spaces and let $\{p_n\}$ be a sequence of linear bounded operators $p_n : E \rightarrow E_n$, $p_n \in B(E,E_n)$, $n \in \mathbb{N} = \{1, 2, \ldots\}$, with the property
\[
\|p_n x\|_{E_n} \rightarrow \|x\|_E \quad \text{as } n \rightarrow \infty \quad \text{for any } x \in E.
\] (70)

**Definition 42.** The sequence of elements $\{x_n\}, x_n \in E_n, n \in \mathbb{N}$, is said to be $\mathcal{P}$-convergent to $x \in E$ if and only if $\|x_n - p_n x\|_{E_n} \rightarrow 0$ as $n \rightarrow \infty$ and one writes this $x_n \overset{\mathcal{P}}{\rightarrow} x$.

**Definition 43.** The sequence of bounded linear operators $B_n \in B(E_n), n \in \mathbb{N}$, is said to be $\mathcal{P}\mathcal{P}$-convergent to the bounded linear operator $B \in B(E)$ if, for every $x \in E$ and for every sequence $\{x_n\}, x_n \in E_n, n \in \mathbb{N}$, such that $x_n \overset{\mathcal{P}}{\rightarrow} x$, one has $B_n x_n \overset{\mathcal{P}}{\rightarrow} Bx$. One writes then $B_n \overset{\mathcal{P}\mathcal{P}}{\rightarrow} B$.

For general examples of notions of $\mathcal{P}$-convergence, see [46].

**Remark 44.** If we put $E_n = E$ and $p_n = I$ for each $n \in \mathbb{N}$, where $I$ is the identity operator on $E$, then Definition 42 leads to the traditional pointwise convergent bounded linear operators which we denote by $B_n \rightarrow B$.

In the case of unbounded operators, and we know that in general infinitesimal generators are unbounded, one has to consider the notion of compatibility.

**Definition 45.** The sequence of closed linear operators $\{A_n\}, A_n \in \mathcal{C}(E_n), n \in \mathbb{N}$, is said to be compatible with a closed linear operator $A \in \mathcal{C}(E)$ if and only if, for each $x \in D(A)$, there is a sequence $\{x_n\}, x_n \in D(A_n) \subseteq E_n, n \in \mathbb{N}$, such that $x_n \overset{\mathcal{P}}{\rightarrow} x$ and $A_n x_n \overset{\mathcal{P}}{\rightarrow} Ax$. One writes $(A_n, A)$ are compatible.

Usually in practice, Banach spaces $E_n$ are finite dimensional, although, in general, say for the case of a closed operator $A$, we have $\dim E_n \rightarrow \infty$ and $\|A_n\|_{B(E_n)} \rightarrow \infty$ as $n \rightarrow \infty$.

**Theorem 46** (see [48]). Let the operators $A$ and $A_n$ generate analytic $C_0$-semigroups. The following conditions $(A)$ and $(B_1)$ are equivalent to condition (C_1).

$(A)$ Consistency: there exists $\lambda \in \rho(A) \cap \rho(A_n)$ such that the resolvents converge $(\lambda I_n - A_n)^{-1} \overset{\mathcal{P}}{\rightarrow} (\lambda I - A)^{-1}$.

$(B_1)$ Stability: there are some constants $M_2 \geq 1$ and $\omega_2$ independent of $n$ such that, for any $\Re \lambda > \omega_2$,
\[
\|\lambda I_n - A_n\| \leq \frac{M_2}{\lambda - \omega_2} \quad \forall n \in \mathbb{N}.
\] (71)
\[(C_1)\] Convergence: for any finite \(\mu > 0\) and some \(0 < \theta < \pi/2\), one has
\[
\max_{\nu \in \mathbb{Z}(\theta, \mu)} \|\exp(\nu A_n) u^0_n - p_n \exp(\nu A) u^0\| \to 0 \tag{72}
\]
as \(n \to \infty\) whenever \(u^0_n \xrightarrow{\mathcal{D}} u^0\). Here \(\Sigma(\theta, \mu) = \{z \in \Sigma(\theta) : |z| \leq \mu\}\) and \(\Sigma(\theta) = \{z \in \mathbb{C} : |\arg z| \leq \theta\}\).

For \(C_0\)-cosine operator functions, the following ABC Theorem holds.

**Theorem 47** (see [6]). Let the operators \(A\) and \(A_n\) generate \(C_0\)-cosine operator functions. The following conditions \((A)\) and \((B')\) are equivalent to condition \((C')\).

\((A)\) Compatibility: there exists \(k \in \rho(A) \cap \cap_n \rho(A_n)\) such that the resolvents converge \((\lambda I - A_n)^{-1} \xrightarrow{\mathcal{D}} (\lambda I - A)^{-1}\).

\((B')\) Stability: there are some constants \(M \geq 1\) and \(\omega \geq 0\) such that
\[
\|C(t, A_n)\| \leq M e^{\omega t}, \quad t \geq 0, \quad n \in \mathbb{N}. \tag{73}
\]

\((C')\) Convergence: for any finite \(T > 0\), one has
\[
\max_{t \in [0, T]} \|C(t, A_n) u^0_n - p_n C(t, A) u^0\| \to 0 \tag{74}
\]
as \(n \to \infty\), whenever \(u^0_n \xrightarrow{\mathcal{D}} u^0\).

**6. Discrete WMR Inequalities**

One can also consider the problem of obtaining maximal regularity for difference schemes for second order equations in case of \(C_{\alpha}^{\theta, \gamma}(0, T); E^0\), and \(L_{\alpha}^{\theta, \gamma}((0, T]; E^0)\) spaces, where \(E_{\alpha}^{\theta, \gamma}\), \(E^0\) are interpolation spaces.

**6.1. Discrete Maximal Regularity for the First Order Equations**

The following Cauchy problems in Banach spaces \(E_n\) are the semidiscrete approximation of (1):
\[
u^t_n(t) = A_n u_n(t) + f_n(t), \quad t \in [0, T];
\]
\[
u_n(0) = u^0_n,
\]
where the operators \(A_n\) generate \(C_0\)-semigroups, \(A_n\) and \(A\) are compatible, and \(u^0_n \xrightarrow{\mathcal{D}} u^0\) and \(f_n \xrightarrow{\mathcal{D}} f\) in appropriate sense. We assume that conditions \((A)\) and \((B_1)\) from Theorem ABC for \(C_0\)-semigroups are satisfied.

Here we are going to describe the discretization of (75) in time. The simplest difference scheme (Rothe scheme) is
\[
\frac{U^k_n - U^{k-1}_n}{\tau_n} = A_n U^k_n + \varphi^k_n, \quad k \in \{1, \ldots, \left[\frac{T}{\tau_n}\right]\}, \tag{76}
\]
\[
U^0_n = u^0_n,
\]
where, for example, in the case of \(f_n(\cdot) \in C([0, T]; E_n)\), one can set \(\varphi^k_n = f_n(k \tau_n)\), \(k \in \{1, \ldots, K\}\), \(K = \left[\frac{T}{\tau_n}\right]\), and, in the case \(f_n \in L^1([0, T]; E_n)\), one can set
\[
\varphi^k_n = \frac{1}{\tau_n} \int_{t_{k-1}}^{t_k} f_n(s) \, ds, \quad t_k = k \tau_n, \quad k \in \{1, \ldots, K\}. \tag{77}
\]

**Theorem 48** (see [1]). Let condition \((B_1)\) be satisfied. Problem (76) is stable in the space \(C_{\alpha}^{\theta, \gamma}(0, T); E^0\); that is,
\[
\|\nu_n\|_{L_{\alpha}^{\theta, \gamma}((0, T]; E^0)} \leq C \left(\|\varphi_n\|_{L_{\alpha}^{\theta, \gamma}((0, T]; E^0)} + \|u^0_n\|\right). \tag{78}
\]

**Theorem 49** (see [1]). Let condition \((B_1)\) be satisfied. Problem (76) is almost coercively stable in the space \(C_{\alpha}^{\theta, \gamma}(0, T); E^0\); that is,
\[
\|A_n \nu_n\|_{C_{\alpha}^{\theta, \gamma}(0, T); E^0} \leq M \left(\|A_n u^0_n\|_{E^0} + \min \left(\ln \left(\frac{1}{\tau_n}\right), 1 + \ln \|A_n\|\right) \cdot \|\varphi_n\|_{C_{\alpha}^{\theta, \gamma}(0, T); E^0}\right). \tag{79}
\]

Denote by \(C_{\alpha}^{\theta, \gamma}(0, T); E^0\), \(0 < \alpha < 1\), the space of the elements \(\varphi_n\) with the norm
\[
\|\varphi_n\|_{C_{\alpha}^{\theta, \gamma}(0, T); E^0} = \max_{0 \leq k \leq K} \|\varphi^k_n\|_{E^0}
\]
\[
+ \max_{1 \leq k, k+l \leq K} \|\varphi^{k+l}_n - \varphi^k_n\|_{E^0} (\tau_n)^{\alpha}. \tag{81}
\]

**Theorem 50** (see [50]). Let condition \((B_1)\) hold. Then scheme (76) is coercively well-posed in \(C_{\alpha}^{\theta, \gamma}(0, T); E^0\) with \(0 < \alpha < 1\); that is,
\[
\|A_n \nu_n\|_{C_{\alpha}^{\theta, \gamma}(0, T); E^0} \leq M \left(\|A_n u^0_n\|_{E^0} + \|\varphi_n\|_{C_{\alpha}^{\theta, \gamma}(0, T); E^0}\right). \tag{82}
\]

Roughly speaking, assumption \((B_1)\) is necessary and sufficient for the coercive well-posedness in \(C_{\alpha}^{\theta, \gamma}(0, T); E^0\) space.

Denote by \(L^p_{\alpha}((0, T]; E_n)\), \(1 \leq p < \infty\), the space of elements \(\varphi_n\) with the norm
\[
\|\varphi_n\|_{L^p_{\alpha}((0, T]; E_n)} = \left(\sum_{j=0}^{K} \|\varphi^k_n\|_{E_n}^p \tau_n^j\right)^{1/p}. \tag{83}
\]
Theorem 52 (see [50]). Let condition (B₁) hold. Let difference scheme (76) be coercively well-posed in $L^p_{\tau_n}(0,T;E_n)$ for some $1 < p < \infty$. Then it is coercively well-posed in $L^p_{\tau_n}(0,T;E_n)$ for any $1 < p < \infty$ and
\[
\|A_n U_n\|_{L^p_{\tau_n}(0,T;E_{n,a,q})} + \max_{0 \leq k \leq R} \|\nabla \tau_n\|_{E_{n,a,q}} \leq M \frac{p^2}{p-1} \left( \|\nabla \tau_n\|_{L^p_{\tau_n}(0,T;E_n)} + \|U_n\|_{L^p_{\tau_n}(0,T;E_n)} \right),
\]
(84)

It should be noted that, in contrast to the case of $C^{\alpha,0}$ space, the analyticity of the semigroup $\exp(A)$ is not enough for the coercive well-posedness in $L^p(0,T;E)$ space [51]; therefore, to state coercive well-posedness in $L^p(0,T;E)$, we need some additional assumptions.

Theorem 53 (see [50]). Let $1 < p, q < \infty$, $0 < \alpha < 1$, and let condition (B₁) hold. Then the difference scheme (76) is coercively well-posed in $L^p_{\tau_n}(0,T;E_{n,a,q})$, that is,
\[
\|A_n U_n\|_{L^p_{\tau_n}(0,T;E_{n,a,q})} + \max_{0 \leq k \leq R} \|U_n\|_{E_{n,a,q}} \leq \frac{M p^2}{p-1} \alpha (1-\alpha) \left( \|\nabla \tau_n\|_{L^p_{\tau_n}(0,T;E_{n,a,q})} + \|U_n\|_{L^p_{\tau_n}(0,T;E_{n,a,q})} \right),
\]
(85)

where $E_{n,a,q}$ is the interpolation space $(E_n, D(A_n))_{a,q}$ with the norm
\[
\|U_n\|_{E_{n,a,q}} = \left( \int_0^\infty \lambda^a A_n (\lambda - A_n)^{-1} \|U_n\|_{E_n} d\lambda \right)^{1/q}.
\]
(86)

For the general Banach space $E_n$, we have the following results. Assume that $A_n$ are generators of the analytic semigroups $\exp(tA_n)$, $t \in \mathbb{R}_+$, of linear bounded operators such that stability condition (B₁) holds with $\omega_0 \leq 0$.

Theorem 54 (see [52]). Let condition (B₁) hold. Then the solution of difference scheme (76) is almost coercively stable; that is,
\[
\|A_n U_n\|_{L^p_{\tau_n}(0,T;E_n)} \leq M \left( \|U_n\|_{L^p_{\tau_n}(0,T;E_n)} + \min \left\{ \log \frac{1}{\tau_n}, 1 + \|A_n\|_{B(E_n)} \right\} \right),
\]
(87)

holds for any $p \geq 1$, where $M$ does not depend on $\tau_n$, $U_n^0$, or $\varphi_n$.

Theorem 55 (see [52]). Let condition (B₁) hold and let $E_n$ be UMD Banach spaces uniformly in $n$ in the sense of boundedness of the norms of Hilbert transforms. Assume also that the set $\lambda (\lambda I_n - A_n)^{-1} : \lambda \in \mathbb{R}, \lambda \neq 0$ is $R$-bounded with the $R$-boundedness constant independent of $n$. Then the solution of difference scheme (76) is coercively stable; that is,
\[
\|A_n U_n\|_{L^p_{\tau_n}(0,T;E_n)} \leq M \|\nabla \tau_n\|_{L^p_{\tau_n}(0,T;E_n)},
\]
(88)

holds for any $p \geq 1$, where $M$ does not depend on $\tau_n$, $U_n^0$, or $\varphi_n$.

The interpretation of discrete coercive inequality and discrete semigroup defines the convolution operator in the form $\tilde{A}_n \sum_{k=0}^N \tilde{T}_n^k Q_n \varphi_n \tau_n$, with some bounded operator $Q_n \in B(E_n)$, which usually has smoothness property. Boundedness of the convolution operator in $L^p_{\tau_n}(Z_n; E_n)$ space implies discrete coercive well-posedness in $L^p_{\tau_n}(Z_n; E_n)$.

Definition 56. The discrete semigroup $T_n(\cdot)$ with generators $A_n$ is said to generate coercive well-posedness in $L^p_{\tau_n}(Z_n; E_n)$ spaces if the corresponding convolution operators $\varphi_n \mapsto \tilde{A}_n \sum_{k=0}^N \tilde{T}_n^k Q_n \varphi_n \tau_n$ are continuous on $L^p_{\tau_n}(Z_n; E_n)$ spaces and such convolution operators are bounded with a constant which does not depend on $n$.

Concerning the previous definition, let us stress our main assumption on Hilbert transform on general approximation scheme. Up to the end of this section we will assume that the Hilbert transforms $Hf(t) = (1/\pi)PV \int_{-\infty}^{\infty} (1/(t-s)) f(s) ds$ extend to bounded operators on $L^p(\mathbb{R}; E_n)$ for some (all) $p \in (1, \infty)$, such that all of them are bounded by a constant which does not depend on $n$. This assumption holds if all $E_n$ can be embedded into a fixed space $L^p(\Omega)$ with $1 < p < \infty$.

Theorem 57 (see [52]). Let $E_n$ be UMD Banach spaces. Assume also that the set $\{ \lambda (\lambda I_n - A_n)^{-1} : \lambda \in i\mathbb{R}, \lambda \neq 0 \}$ is $R$-bounded with the $R$-boundedness constant which does not depend on $n$. Then the solution of Crank-Nicolson difference scheme is coercively stable; that is,
\[
\left\| \tilde{A}_n \frac{U_n^k + U_n^{k-1}}{2} \right\|_{L^p_{\tau_n}(0,T;E_n)} \leq M \|\nabla \tau_n\|_{L^p_{\tau_n}(0,T;E_n)},
\]
(89)

holds for any $p \geq 1$, where $M$ does not depend on $\tau_n$, $U_n^0$, or $\varphi_n$.

6.2. Discrete Weak Maximal Regularity for Second Order Equations. The following Cauchy problems in Banach spaces $E_n$ are the semidiscrete approximation of (7):
\[
u_n''(t) = A_n \nu_n(t) + f_n(t), \quad t \in [0, T];
\]
(90)

where the operators $A_n$ generate $C_0$-cosine operator functions, $A_n$ and $A$ are compatible, and $u_n^0 \overset{\varphi}{\rightarrow} u^0$, $u_n^1 \overset{\varphi}{\rightarrow} u^1$, and $f_n(\cdot) \overset{\varphi}{\rightarrow} f(\cdot)$ in appropriate sense. We assume that natural conditions (A) and (B') from Theorem 47 for $C_0$-cosine operator functions are satisfied.

Since we do not have in general strong maximal regularity for second order equations, we can not expect to get strong maximal regularity in the discrete case too.
Now we are going to describe the discretization of (7) in time variable. The simplest difference scheme is
\[
\frac{U_n^{k+1} - 2U_n^k + U_n^{k-1}}{\tau_n^2} = A_n U_n + \Phi_n^k, \quad k \in \{1, \ldots, \left\lfloor \frac{T}{\tau_n} \right\rfloor \},
\]
\[
U_n^0 = u_n^0, \quad U_n^1 = u_n(t_n),
\]
where, for example, in the case of \(f_n(\cdot) \in C([0, T]; E_n)\), one can set \(\Phi_n^k = f_n(k\tau_n), k \in \{1, \ldots, K\}\), and, in the case \(f_n(\cdot) \in L^1([0, T]; E_n)\), one can set
\[
\Phi_n^k = \frac{1}{\tau_n} \int_{t_{k-1}}^{t_k} f_n(s) \, ds, \quad t_k = k\tau_n, k \in \{1, \ldots, K\}.
\]

Definition 58 (see [53]). The operators \(A_n\) of \(C_0\)-cosine operator-valued function \(C(\cdot, A_n)\) satisfy discrete Krein-Fattorini Condition if the following conditions hold:

(i) There exist \(B_n \in \mathcal{B}(E_n)\) such that \(B_n^2 = A_n\), and \(B_n\) commutes with any operator from \(B(E_n)\) commuting with \(A_n\).

(ii) The operators \(B_n\) generate \(C_0\)-groups such that \(\|\exp(\pm tB_n)\| \leq M e^{\|\omega B_n\| t}\), \(t \in \mathbb{R}\).

(iii) The operators \(-A_n\) are strongly positive; that is,
\[
\| (\lambda I_n - A_n)^{-1} \| \leq \frac{M}{1 + |\lambda|}, \quad \text{Re} \lambda \geq 0,
\]
and \(\| B_n^{-1} \| \leq C\) as \(n \to \infty\).

Let us denote by \(\mathbb{Z}\) the set of all integer numbers.

Definition 59. The function \(\mathcal{K}(m) : \mathbb{Z} \to B(E)\) is called discrete cosine operator function if
\[
\mathcal{K}(k + m) + \mathcal{K}(k - m) = 2\mathcal{K}(k)\mathcal{K}(m),
\]
\[
\mathcal{K}(0) = I.
\]
The generator \(A_n\) of a discrete cosine operator function is associated with it by the formula \(A_n = (2/\tau_n^2)(\mathcal{K}(1) - I)\). The operator \(\mathcal{K}(1)\) is called leading operator of the discrete cosine operator function.

Proposition 60 (see [54]). Assume that \(\mathcal{K}(1) \in B(E)\) is any bounded linear operator. Then the discrete operator function given by the relation
\[
\mathcal{K}(m + 1) = 2\mathcal{K}(m)\mathcal{K}(1) - \mathcal{K}(m - 1),
\]
\[
\mathcal{K}(0) = I
\]
is a discrete cosine operator function.

We consider the discrete cosine operator function in the spaces \(E_n\) and we write \(\mathcal{C}_n(t, A_{\tau_n})\) for the discrete cosine family with associated generator \(A_{\tau_n}\), where \(t = k\tau_n, k \in \mathbb{Z}\), and \(\tau_n > 0\) is the step discretization in time. So in this way the discrete cosine operator function is a function of argument \(t = k\tau_n\) with leading operator \(\mathcal{C}_n(t, A_{\tau_n}) = I_n + (\tau_n^2/2)A_{\tau_n}\) with different choice of \(A_{\tau_n}\). One can take \(A_{\tau_n} = A_n\), say from (90). Sometimes they use a different choice of \(A_{\tau_n}\) (see the paragraph before the formula (103)).

Remark 61. As was mentioned in Proposition 11, the \(C_0\)-cosine operator function in general can not be represented in the form of \(C_0\)-semigroups generated by \(\mathcal{B}\). In the meantime, discrete cosine operator function can anytime be represented in such form as a power of bounded operators [55, 56].

Definition 62. The function \(\delta(k) : \mathbb{Z} \to B(E)\) is called discrete sine operator function associated with discrete cosine operator function \(\mathcal{K}(m)\) if
\[
\delta(k + m) + \delta(k - m) = 2\delta(k)\mathcal{K}(m),
\]
\[
k, m \in \mathbb{Z},
\]
\[
\delta(0) = 0.
\]
The operator \(\delta(1) \in B(E)\) is called leading operator of the discrete sine operator function.

Proposition 63 (see [54]). Assume that \(\delta(1) \in B(E)\) is any bounded linear operator. Then the discrete operator function given by the relation
\[
\delta(m + 1) = 2\delta(m)\mathcal{K}(1) - \delta(m - 1),
\]
\[
m \in \mathbb{Z},
\]
\[
\delta(0) = 0
\]
is a discrete sine operator function.

One considers the discrete sine operator function in the spaces \(E_n\) and writes \(\delta_n(t, A_n)\) for the discrete sine family associated with \(\mathcal{C}_n(t, A_n)\), where \(t = k\tau_n, k \in \mathbb{Z}\), and \(\tau_n > 0\) is the discretisation step in time.

Proposition 64. Assume that
\[
\delta_n \left( t, A_{\tau_n} \right) = \frac{\tau_n}{2} \mathcal{C}_n \left( t, A_{\tau_n} \right) + \tau_n \sum_{j=1}^{\infty} \mathcal{C}_n \left( \frac{t}{\tau_n}, A_{\tau_n} \right),
\]
\[
t = m\tau_n, \quad m \in \mathbb{Z},
\]
\[
\delta_n \left( 0, A_{\tau_n} \right) = 0.
\]
Then \(\{ \delta_n (m\tau_n, A_{\tau_n}) \}_{m=0}^{\infty} \) is a discrete sine operator function.
Proof. It is enough to check (97). So one has
\[\tau_n I_n + \tau_n \sum_{j=1}^{m-1} \mathcal{C}_n (j \tau_n, A_{\tau_n}) + \sum_{j=1}^{m+1} \mathcal{C}_n (j \tau_n, A_{\tau_n}) = \tau_n I_n + \tau_n \mathcal{C}_n (\tau_n, A_{\tau_n}) + \mathcal{C}_n (2 \tau_n, A_{\tau_n}) + 2 \tau_n \sum_{j=2}^{m} \mathcal{C}_n (j \tau_n, A_{\tau_n}) \mathcal{C}_n (t, A_{\tau_n})\]
\[\leq 2 \left( \tau_n \sum_{j=1}^{m} \mathcal{C}_n (j \tau_n, A_{\tau_n}) \right) \mathcal{C}_n (t, A_{\tau_n}). \Box \]

Sometimes one considers the corrected sine operator function
\[\mathcal{S}_n (m \tau_n, A_n) = \mathcal{S}_n (m \tau_n, A_n) - \frac{r}{2} \mathcal{C}_n (m \tau_n, A_n), \quad m \in \mathbb{Z}.\]

In such a case, the solution of (91) is given by the formula
\[U_n (t) = \mathcal{C}_n (t, A_{\tau_n}) U_0^0 + \mathcal{S}_n (t, A_{\tau_n}) U_0^{1, \tau_n},\]
where \(U_0^{1, \tau_n}\) satisfy the relations
\[\left( I_n + \frac{r^2}{4} A_n \right) U_0^{1, \tau_n} = \frac{U_0^1 - U_0^0}{\tau_n} - \frac{r}{2} A_n U_0^0.\]

One can have a look at the following choice of discrete cosine if the leading operator of the discrete cosine operator function is taken as \(\mathcal{C}_n (\tau_n, A_n (I_n + (r^2/2) A_n)^{-1}) = I_n + (r^2/2) A_n (I_n + (r^2/2) A_n)^{-1}.\) In [11], it was shown that schemes (91) are stable in case of \(\mathcal{C}_n (\tau_n, A_n (I_n + (r^2/2) A_n)^{-1})\), that is, when, instead of \(A_n\) in (91), one puts the operator \(A_n (I_n - (r^2/2) A_n)^{-1}.\) Moreover, they have shown that for a nonhomogeneous equation the following estimates hold:
\[\left\| U_n (k \tau_n) \right\| \leq M \rho (\tau_n)^k \left( \left\| U_0^0 + U_0^1 \right\|_{\mathcal{D}(A^k \ell^2)} + \frac{U_0^0 - U_0^1}{\tau_n} \right)_{\mathcal{D}(A^k \ell^2)} + \tau_n \sum_{j=0}^{k-1} \left\| \varphi_n (j \tau_n) \right\|_{\mathcal{D}(A^k \ell^2)},\]
with \(k \in \mathbb{N}, \rho (\tau_n) = (1 + c_0 \tau_n / \sqrt{2} + c_0^2 \tau_n^2 / 4)^{1/2},\) and any small \(\varepsilon > 0.\)

**Theorem 65** (see [9]). Let the operators \(A\) and \(A_n\) generate \(C_0\) cosine operator functions and discrete cosine operator function, respectively. The following conditions (A) and (B′) are equivalent to condition (C′).

(A) Compatibility: there exists \(\lambda \in \rho (A) \cap \cup_n \rho (A_n)\) such that the resolvents converge \((A I_n - A_n)^{-1} \rightarrow (A - A)^{-1}.\)

(B′) Stability: there are some constants \(M_1 \geq 1\) and \(\omega_1 \geq 0\) such that
\[\left\| \mathcal{C}_n (t, A_n) \right\| \leq M_1 e^{\omega_1 t}, \quad t \geq 0, \quad n \in \mathbb{N}.\]
7. Difference Schemes for Hyperbolic Equations

A large cycle of works on difference schemes for hyperbolic partial differential equations (see, e.g., [48, 57–61] and the references given therein), in which stability was established under the assumption that the magnitude of the grid steps \( \tau \) and \( h \) with respect to the time and space variables are connected. In abstract terms, this means, in particular, that the condition \( r||A_0|| \to 0 \) when \( \tau \to 0 \) is satisfied.

Of great interest is the study of absolutely stable difference schemes of a high order of accuracy for hyperbolic partial differential equations, in which stability was established without any assumptions with respect to the grid steps \( \tau \) and \( h \). Such type of stability inequalities for the solutions of the first order of accuracy difference scheme for the differential equations of hyperbolic type were established for the first time in [62]. The first and second order of accuracy difference schemes approximately solving the abstract initial value problem for hyperbolic equations in Hilbert spaces were presented in [63]. Applying the operator approach, the stability estimates for the solution of these difference schemes were obtained.

In this survey section, we present results on stability and convergence of absolutely stable difference schemes for hyperbolic partial differential equations. Sections 7.1 and 7.2 are devoted to a Cauchy problem for hyperbolic equations. Section 7.1 is based on results of [2, 7]. Section 7.2 is based on results of [64–69]. In mathematical modeling, partial differential equations are used together with boundary conditions specifying the solution on the boundary of the domain. In some cases, classical boundary conditions cannot describe a process or phenomenon precisely. Therefore, mathematical models of various physical, chemical, biological, or environmental processes often involve nonclassical conditions. Such conditions are usually identified as nonlocal boundary conditions and reflect situations when the data on the domain boundary cannot be measured directly, or when the data on the boundary depend on the data inside the domain. Sections 7.3 and 7.4 are devoted to nonlocal boundary value problems for hyperbolic and mixed types of partial differential equations. Section 7.3 is based on results of [70–76]. Section 7.4 is based on results of [77–91]. Section 7.5 is devoted to stochastic hyperbolic equations. It is based on results of [92, 93]. Section 7.6 is devoted to fractional hyperbolic differential and difference equations. It is based on results of [94–97]. Finally, Section 7.7 is devoted to singular perturbation hyperbolic problems. It is based on results of [98–101].

This survey section does not touch the results of [102–106] on integral inequalities with two dependent limits, on the theory of integral-differential equations of hyperbolic type, and on difference schemes for the approximate solution of these problems or of [107, 108] on the equations of the second order with a small parameter at the highest derivatives and on the investigation of singular hyperbolic equations. Moreover, we do not discuss results on the stability of the Goursat problem for hyperbolic equations and an initial-boundary value problem for a system of differential equations of first order with nonlocal condition and difference schemes for the approximate solution of these problems, for which the reader is referred to [109–114].

7.1. A Cauchy Problem. We consider the abstract Cauchy problem for hyperbolic equations

\[
v''(t) + Av(t) = f(t) \quad (0 \leq t \leq T), \]

\[
v(0) = \varphi, \quad v'(0) = \psi
\]

in Hilbert space \( H \) with the self-adjoint positive definite operator \( A \). Function \( v(t) \) is called a solution of problem (109) if the following conditions are satisfied:

(i) \( v(t) \) is twice continuously differentiable on the segment \( [0, T] \). The derivatives at the endpoints of the segment are understood as the appropriate unilateral derivatives.

(ii) The element \( v(t) \) belongs to \( D(A) \) for all \( t \in [0, T] \) and the function \( Av(t) \) is continuous on the segment \( [0, T] \).

(iii) \( v(t) \) satisfies the equations and initial conditions (109).

If the function \( f(t) \) is not only continuous, but also continuously differentiable on \( [0, T], \varphi \in D(A), \) and \( \psi \in D(A^{1/2}) \), it is easy to show that the formula

\[
v(t) = C(t, A) \varphi + S(t, A) \psi + \int_0^t S(t - \lambda, A) f(\lambda) \, d\lambda
\]

(110)
gives a solution of problem (109). Here [115]

\[
C(t, A) = \frac{e^{itA^{1/2}} + e^{-itA^{1/2}}}{2},
\]

(111)

\[
S(t, A) = A^{-1/2} e^{itA^{1/2}} - e^{-itA^{1/2}} / 2i.
\]

Theorem 67. Suppose that \( \varphi \in D(A), \psi \in D(A^{1/2}), \) and \( f(t) \) are continuously differentiable on \( [0, T] \) function. Then there is a unique solution of problem (109) and the stability inequalities

\[
\max_{0 \leq t \leq T} \| v(t) \|_H \leq M \left[ \| \varphi \|_H + \| A^{-1/2} \psi \|_H + \max_{0 \leq t \leq T} \| A^{-1/2} f(t) \|_H \right],
\]

(112)

\[
\max_{0 \leq t \leq T} \| A^{1/2} v(t) \|_H \leq M \left[ \| A^{1/2} \varphi \|_H + \| \psi \|_H + \max_{0 \leq t \leq T} \| f(t) \|_H \right],
\]

\[
\max_{0 \leq t \leq T} \left( \frac{d^2 v(t)}{dt^2} \right)_H + \max_{0 \leq t \leq T} \| Av(t) \|_H \leq M \left[ \| A \varphi \|_H + \| A^{-1/2} \psi \|_H + \| f(0) \|_H + \int_0^T \| f'(t) \|_H \, dt \right],
\]

hold, where \( M \) does not depend on \( f(t), t \in [0, T], \) or \( \varphi, \psi. \)
Now, we consider the application of abstract Theorem 67. First, we consider the mixed problem for the hyperbolic equation

\[ u_t (t, x) - (a(x) u_x)_x + u(t, x) = f(t, x), \]

where \( 0 \leq t \leq T, \quad 0 \leq x \leq L, \)

\[ u(0, x) = \varphi(x), \quad u_t(0, x) = \psi(x), \quad 0 \leq x \leq L, \]

\[ u(t, 0) = u(t, L), \quad u_x(t, 0) = u_x(t, L), \quad 0 \leq t \leq T. \]

(113)

Problem (113) has a unique smooth solution \( u(t, x) \) for the smooth \( a(x) > 0 \), \( a(0) = a(L) \) \( (x \in [0, L]) \), \( \varphi(x), \psi(x) \) \( (x \in [0, L]) \), and \( f(t, x) \) \( (t \in [0, T], x \in [0, L]) \) functions. This allows us to reduce mixed problem (113) to initial value problem (109) in the Hilbert space \( H = L_2(\Omega) \) with self-adjoint positive definite operator \( A \) defined by (113).

Let us give a number of corollaries of Theorem 67.

**Theorem 68.** For solutions of mixed problem (113), the stability inequalities

\[
\max_{0 \leq t \leq T} \| u(t, \cdot) \|_{W_2^1([0, L])} \leq M \left[ \max_{0 \leq t \leq T} \| f(t, \cdot) \|_{L_2([0, L])} + \| \varphi \|_{W_2^1([0, L])} + \| \psi \|_{L_2([0, L])} \right],
\]

\[
\max_{0 \leq t \leq T} \| u(t, \cdot) \|_{W_2^1([0, L])} \leq M \left[ \max_{0 \leq t \leq T} \| f(t, \cdot) \|_{L_2([0, L])} + \| \varphi \|_{W_2^1([0, L])} + \| \psi \|_{L_2([0, L])} \right]
\]

(114)

hold, where \( M \) does not depend on \( f(t, x) \) or \( \varphi(x), \psi(x) \).

The proof of Theorem 68 is based on Theorem 67 and the symmetry properties of the space operator generated by problem (113).

Second, let \( \Omega \subset \mathbb{R}^n \) be the bounded open domain with smooth boundary \( S, \Omega = \Omega \cup S \). In \( [0, T] \times \Omega \), we consider the mixed boundary value problem for hyperbolic equations

\[ u_{tt} (t, x) - \sum_{r=1}^{n} \left( a_r(x) u_{x_r} \right)_{x_r} = f(t, x), \]

where \( x = (x_1, \ldots, x_n) \in \overline{\Omega}, \quad 0 \leq t \leq T, \)

\[ u(0, x) = \varphi(x), \quad \frac{\partial u(0, x)}{\partial t} = \psi(x), \quad x \in \overline{\Omega}, \]

\[ u(t, x) = 0, \quad x \in S, \quad 0 \leq t \leq T, \]

(115)

where \( a_r(x), (x \in \overline{\Omega}), \varphi(x), \psi(x) (x \in \overline{\Omega}), \) and \( f(t, x) (t \in [0, T], x \in \overline{\Omega}) \) are given smooth functions and \( a_r(x) > 0 \). We introduce the Hilbert space \( L_2(\overline{\Omega}) \), the space of all integrable functions defined on \( \overline{\Omega} \), equipped with the norm

\[
\| f \|_{L_2(\overline{\Omega})} = \left\{ \int_{\overline{\Omega}} |f(x)|^2 \, dx \right\}^{1/2}.
\]

(116)

Problem (115) has a unique smooth solution \( u(t, x) \) for the smooth \( a_r(x) > 0 \) and \( f(t, x) \) functions. This allows us to reduce mixed problem (115) to initial value problem (109) in the Hilbert space \( H = L_2(\overline{\Omega}) \) with a self-adjoint positive definite operator \( A \) defined by (115).

**Theorem 69.** For solutions of mixed problem (115), the stability inequalities

\[
\max_{0 \leq t \leq T} \| u(t, \cdot) \|_{L_2(\overline{\Omega})} \leq M \left[ \max_{0 \leq t \leq T} \| f(t, \cdot) \|_{L_2(\overline{\Omega})} + \| \varphi \|_{L_2(\overline{\Omega})} + \| \psi \|_{L_2(\overline{\Omega})} \right],
\]

\[
\max_{0 \leq t \leq T} \| u(t, \cdot) \|_{L_2(\overline{\Omega})} \leq M \left[ \max_{0 \leq t \leq T} \| f(t, \cdot) \|_{L_2(\overline{\Omega})} + \| \varphi \|_{L_2(\overline{\Omega})} + \| \psi \|_{L_2(\overline{\Omega})} \right]
\]

(117)

hold, where \( M \) does not depend on \( f(t, x) \) or \( \varphi(x), \psi(x) \).

The proof of Theorem 69 is based on Theorem 67 and the symmetry properties of the space operator generated by problem (115) and the following theorem on the coercivity inequality for the solution of the elliptic differential problem in \( L_2(\overline{\Omega}) \).

**Theorem 70 (see [116]).** For the solution of the elliptic differential problem

\[
\sum_{r=1}^{n} \left( a_r(x) u_{x_r} \right)_{x_r} = w(x), \quad x \in \Omega,
\]

(118)

\[ u(x) = 0, \quad x \in S, \]

the coercivity inequality

\[
\sum_{r=1}^{n} \| u_{x_r} \|_{L_2(\overline{\Omega})} \leq M \| w \|_{L_2(\overline{\Omega})}
\]

(119)

is valid.

Now, we consider the high order of accuracy two-step difference schemes generated by an exact difference scheme and by Taylor’s decomposition on three points for the approximate solutions of initial value problem (109). On the segment \([0, T]\), we consider a uniform grid

\[ [0, T] = \{ t_k = k \tau, k = 0, 1, \ldots, N, N \tau = T \} \]

(120)

with step \( \tau \). First, we consider the high order of accuracy two-step difference schemes generated by an exact difference scheme for the approximate solutions of initial value problem (109).
\textbf{Theorem 71} (see [2]). \textit{For the solution of initial value problem (109), one has the following exact two-step difference scheme:}

\[
\frac{1}{\tau^2}\left( u_{k+1} - 2u_k + u_{k-1} \right) = \frac{2}{\tau} \left( C(\tau, A) - I \right) u_k + f_k, \]

\[
f_k = \tau^{-1} \left[ f_{1k} + S(\tau, A) f_{2k} - C(\tau, A) f_{1k} \right],
\]

\[
f_{1k} = \tau^{-1} \int_{t_{k-1}}^{t_k} S(t_k - z, A) f(z) dz,
\]

\[
f_{2k} = \tau^{-1} \int_{t_{k-1}}^{t_k} C(t_k - z, A) f(z) dz,
\]

\[
1 \leq k \leq N - 1,
\]

\[
u_0 = v(0),
\]

\[
u_1 = C(\tau, A) v(0) + S(\tau, A) v'(0) + \tau f_{1,1}.
\]

Let us remark that in constructing difference schemes it is important to know how to construct $f_{k}^{ij}$ and $f_{1,1}^{ij}$ such that

\[
\tau^{-2} \int_{t_{k-1}}^{t_k} S(t_{k+1} - z, A) f(z) dz - C(\tau, A) \tau^{-2}
\]

\[
\cdot \int_{t_{k-1}}^{t_k} S(t_k - z, A) f(z) dz + S(\tau, A) \tau^{-2} \int_{t_{k-1}}^{t_k} C(t_k - z, A) f(z) dz - f_{k}^{ij} = o\left(\tau^{j+l}\right),
\]

\[
\tau^{-1} \int_{0}^{t} S(\tau - z, A) f(z) dz - f_{1,1}^{ij} = o\left(\tau^{j+l}\right),
\]

and the formulas of $f_{k}^{ij}$ and $f_{1,1}^{ij}$ are sufficiently simple. The choice of $f_{k}^{ij}$ and $f_{1,1}^{ij}$ is not unique. Using Taylor's formula and integration by parts, we obtain the representation

\[
\tau^{-2} \int_{t_{k-1}}^{t_k} S(t_k - z, A) f(z) dz
\]

\[
= \sum_{m=0}^{j+l-1} \beta_m f^{(m)}(t_{k-1}) + \tau^{-2} \int_{t_{k-1}}^{t_k} S(t_k - z, A)
\]

\[
\cdot \int_{t_{k-1}}^{t_k} \left( \frac{s-z}{(j+l-1)!} f^{(j+l)}(z) dz ds, \right.
\]

in which

\[
\beta_m = -A^{-1} \tau^{m-2} \sum_{m=1}^{m} f_m, \quad 2 \leq m \leq j + l - 1,
\]

\[
\beta_0 = \tau^{-2} A^{-1} (C(\tau, A) - I),
\]

\[
\beta_1 = \tau^{-2} A^{-1} (S(\tau, A) - \tau I).
\]

In a similar manner, one can obtain that

\[
\tau^{-2} \int_{t_{k-1}}^{t_k} C(t_k - z, A) f(z) dz
\]

\[
= \sum_{m=0}^{j+l-1} \gamma_m f^{(m)}(t_{k-1}) + \tau^{-2} \int_{t_{k-1}}^{t_k} C(t_k - z, A)
\]

\[
\cdot \int_{t_{k-1}}^{t_k} \left( \frac{s-z}{(j+l-1)!} f^{(j+l)}(z) dz ds, \right.
\]

Now, we will consider the applications of exact difference scheme (121). From (121), it is clear that for the approximate solutions of problem (109) it is necessary to approximate the expressions

\[
S(\tau, A), \quad C(\tau, A), \quad \int_{t_{k-1}}^{t_k} S(t_k - z, A) f(z) dz,
\]

\[
\int_{t_{k-1}}^{t_k} C(t_k - z, A) f(z) dz.
\]

\[
\int_{t_{k-1}}^{t_k} C(t_k - z, A) f(z) dz.
\]

\[
\int_{t_{k-1}}^{t_k} \int_{t_{k-1}}^{t_k} C(t_k - z, A) f(z) dz.
\]
in which
\[ y_m = \beta_{m-1}, \quad 1 \leq m \leq j + l - 1; \]
\[ y_0 = r^{-2}S(r, A). \tag{128} \]

Using the definitions of \( S(r, A) \) and \( C(r, A) \) and Padé fractions \( R_{j,l+1}(z) \) for the function \( e^{-z} \), we can write
\[ C(r, A) = \frac{R_{j,l+1}(irB) + R_{j,l+1}(-irB)}{2} + o(r^{j+l+2}), \]
\[ S(r, A) = B^{-1}R_{j,l+1}(irB) - R_{j,l+1}(-irB) \]
\[ + \frac{1}{2i}B^{-1}R_{j,l+1}(i(1-2i) \) (129) \]

Now, using formulas (124), (125), (127), and (129), \( f_k^{ij} \) and \( f_{k-1}^{ij} \) can be defined by the following formulas:
\[ f_k^{ij} = \sum_{m=0}^{j+l-1} B_m f^{(m)}(t_k) \]
\[ + B^{-1} \frac{R_{j,l+1}(irB) - R_{j,l+1}(-irB)}{2i} \]
\[ \times \sum_{m=0}^{j+l-1} \bar{B}_m f^{(m)}(t_{k-1}) \]
\[ - \frac{R_{j,l+1}(irB) + R_{j,l+1}(-irB) - j+l-1}{2} \sum_{m=0}^{j+l-1} B_m f^{(m)}(t_{k-1}), \tag{130} \]
\[ f_{k-1}^{ij} = \sum_{m=0}^{j+l-2} \bar{B}_m f^{(m)}(0), \quad f_0^{ij} = \tau f_{k-1}^{ij}, \tag{131} \]

where
\[ B_m = -A^{-1} \frac{m-2}{m!} + A^{-1}B_{m-2}, \quad 2 \leq m \leq j + l - 1, \]
\[ B_0 = r^{-2}A^{-1} \left( \frac{R_{j,l+1}(irB) + R_{j,l+1}(-irB)}{2} - I \right), \]
\[ B_1 = r^{-2}A^{-1} \left( r^{-1}B^{-1}R_{j,l+1}(irB) - R_{j,l+1}(-irB) \right) - 2i, \]
\[ \bar{B}_m = B_{m-1}, \quad 1 \leq m \leq j + l - 1; \]
\[ \bar{B}_0 = r^{-2}B^{-1} \frac{R_{j,l+1}(irB) - R_{j,l+1}(-irB)}{2i}. \tag{132} \]

Now, using formulas (121), (130), and (131), we obtain the difference schemes \((j + l)th \) order of accuracy
\[ r^{-2} \left( u_{k+1} - 2u_k + u_{k-1} \right) + \bar{A}u_k = f_k^{ij}, \quad 1 \leq k \leq N - 1, \]
\[ u_0 = \varphi_0, \]
\[ \bar{A} = 2r^{-2} \left( - \frac{R_{j,l+1}(irB) + R_{j,l+1}(-irB)}{2} \right), \]
\[ r^{-1} (u_1 - u_0) = r^{-1} \left( \frac{R_{j,l}(irB) + R_{j,l}(-irB)}{2} - 1 \right) \varphi_0 \]
\[ + r^{-1} B^{-1} \left( R_{j,l}(irB) - R_{j,l}(-irB) \right) \psi(0) \]
\[ + f_0^{ij}, \tag{133} \]

for the approximate solution of initial value problem (109).

Note that difference schemes (133) for \( j = l, j = l - 1, \) and \( j = l + 1 \) include difference schemes of arbitrary high order of approximation. Moreover, the corresponding functions \( |R_{j,l+1}(z)| \) tend to 0 as \( z \to \infty \) for \( j = l - 1, l \) and \( |R_{j,l+1}(z)| = 1 \) for \( j = l + 1 \). Such difference schemes are the simplest, in the sense that the degrees of the denominators of the corresponding Padé approximants of the function \( \exp\{-z\} \) are minimal for a fixed order of approximation of the difference schemes.

Suppose the operators \((I - R_{j,l}^2(irB)) \) and \((I + R_{j,l}(irB)) \) have the bounded inverses \((I - R_{j,l}^2(irB))^{-1} \) and \((I + R_{j,l}(irB))^{-1} \). It is clear that this problem is uniquely solvable and the following formula holds:
\[ u_k = \left( R_{j,l}^{k}(irB) - \left( I - R_{j,l}^2(irB) \right)^{-1} \right) \]
\[ \cdot \left( R_{j,l}^{k}(irB) - \left( I - R_{j,l}^2(irB) \right)^{-1} \right) u_0 \]
\[ + R_{j,l}(irB) \left( I - R_{j,l}^2(irB) \right)^{-1} \]
\[ \cdot \left( R_{j,l}^{k}(irB) - \left( I - R_{j,l}^2(irB) \right)^{-1} \right) u_1 \]
\[ + r^{-1} B^{-1} \sum_{m=1}^{k-1} R_{j,l}(irB) \left( I - R_{j,l}^2(irB) \right)^{-1} \]
\[ \cdot \left( R_{j,l}^{k}(irB) - \left( I - R_{j,l}^2(irB) \right)^{-1} \right) f_{m+1}, \tag{134} \]
\[ 2 \leq k \leq N, \]
\[ u_1 = \frac{R_{j,l}(irB) + R_{j,l}(-irB)}{2} \psi \]
\[ + B^{-1} R_{j,l}(irB) - R_{j,l}(-irB) \]
\[ \psi + \tau f_0^{ij}, \]
\[ u_0 = \varphi. \]
Theorem 72. Suppose the operators $(I - R^2_j(\tau B))$ and $(I + R^1_j(\tau B))$ have the bounded inverses $(I - R^2_j(\tau B))^{-1}$ and $(I + R^1_j(\tau B))^{-1}$. Suppose that $u_0 \in D(B^2)$, $u_i - u_0 \in D(B)$. Then for the solution of two-step difference schemes (133) for $j = 1$ and $j = 1 + 1$ the following stability inequalities hold:

\[
\max_{0 \leq k \leq N} \|u_k\|_{H^1} \leq M \left[ \max_{1 \leq k \leq N - 1} \left( B^1 f^j_k \right)_{H^1} + \|A^1 u_0\|_{H^1} \right],
\]

\[
\max_{1 \leq k \leq N} \left( r^{-1} (u_k - u_{k-1}) \right)_{H^1} + \max_{1 \leq k \leq N} \left( r^{-1} (I - e^{-iB}) u_{k-1} \right)_{H^1} \leq M \left[ \max_{1 \leq k \leq N - 1} \left( \|B f^j_k\|_{H^1} + \|B^1 u_0\|_{H^1} \right) \right],
\]

\[
\max_{1 \leq k \leq N - 1} \left( r^{-2} (u_{k+1} - 2u_k + u_{k-1}) \right)_{H^1} + \max_{1 \leq k \leq N - 1} \left( \|B^2 u_0\|_{H^1} \right) \leq M \left[ \max_{1 \leq k \leq N - 1} \left( \|f^j_k\|_{H^1} + \|A^1 u_0\|_{H^1} \right) \right],
\]

where $M$ does not depend on $\tau$, $f^j_k$, $1 \leq k \leq N - 1$, or $u_0, u_1$.

Theorem 73. Suppose the operators $(I - R^2_j(\tau B))$ and $(I + R^1_j(\tau B))$ have the bounded inverses $(I - R^2_j(\tau B))^{-1}$ and $(I + R^1_j(\tau B))^{-1}$. Suppose that $u_0 \in D(B^3)$, $u_1 - u_0 \in D(B^2)$ and $f^j_k \in D(B)$, $1 \leq k \leq N - 1$. Then for the solution of two-step difference schemes (133) for $j = 1 + 1$ the following stability inequalities hold:

\[
\max_{0 \leq k \leq N} \|u_k\|_{H^1} \leq M \left[ \max_{1 \leq k \leq N - 1} \left( \|f^j_k\|_{H^1} \right) + \left( \|A^1 u_0\|_{H^1} \right) \right],
\]

\[
\max_{1 \leq k \leq N} \left( r^{-1} (u_k - u_{k-1}) \right)_{H^1} + \max_{1 \leq k \leq N} \left( r^{-1} (I - e^{-iB}) u_{k-1} \right)_{H^1} \leq M \left[ \max_{1 \leq k \leq N - 1} \left( \|B f^j_k\|_{H^1} \right) + \|B^1 u_0\|_{H^1} \right],
\]

\[
\max_{1 \leq k \leq N - 1} \left( r^{-2} (u_{k+1} - 2u_k + u_{k-1}) \right)_{H^1} + \max_{1 \leq k \leq N - 1} \left( \|B^2 u_0\|_{H^1} \right) \leq M \left[ \max_{1 \leq k \leq N - 1} \left( \left( B f^j_k \right)_{H^1} + \left( B f^j_{k-1} \right)_{H^1} \right) \right],
\]

where $M$ does not depend on $\tau$, $f^j_k$, $1 \leq k \leq N - 1$, or $u_0, u_1$.

Now, abstract Theorems 72 and 73 are applied in the investigation of difference schemes of higher order of accuracy with respect to one variable for approximate solutions of mixed boundary value problem (115). The discretization of problem (115) is carried out in two steps. In the first step let us define the grid sets

\[
\Omega_h = \{ x = x_m = (h_1m_1, \ldots, h_nm_n) \}, \quad 0 \leq m_r \leq N_r, \quad h_rN_r = L, \quad r = 1, \ldots, n \},
\]

\[
\Omega_h = \overline{\Omega_h} \cap \Omega, \quad S_h = \overline{\Omega_h} \cap S.
\]

We introduce the Banach space $L^2(\Omega_h)$ of the grid functions $\phi^h(x) = \{ \phi(h_1m_1, \ldots, h_nm_n) \}$ defined on $\Omega_h$, equipped with the norm

\[
\| \phi^h \|_{L^2(\Omega_h)} = \left( \sum_{x \in \Omega_h} |\phi^h(x)|^2 h_1 \cdots h_n \right)^{1/2}.
\]

To the differential operator $A^x$ generated by problem (115), we assign the difference operator $A^x_h$ by the formula

\[
A^x_h u^h = -\sum_{r=1}^n \{ a_r(x) u^h_{x,r} \},
\]

acting in the space of grid functions $u^h(x)$, satisfying the conditions $u^h(x) = 0$ for all $x \in S_h$. It is known that $A^x_h$ is a self-adjoint positive definite operator in $L^2(\Omega_h)$. With the help of $A^x_h$, we arrive at the initial value problem:

\[
\frac{d^2 v^h(t,x)}{dt^2} + A^x_h v^h(t,x) = f^h(t,x), \quad 0 \leq t \leq T, \quad x \in \overline{\Omega_h},
\]

\[
v^h(0,x) = \phi^h(x), \quad \frac{dv^h(0,x)}{dt} = \psi^h(x), \quad x \in \overline{\Omega_h}
\]

for an infinite system of ordinary differential equations.
In the second step we replace problem (140) with differences schemes (133):
\[
\tau^{-2} \left( u_{h,k+1}^h(x) - 2u_k^h(x) + u_{k-1}^h(x) \right) + A_h^x u_k^h(x) = f_k^h(x),
\]
\[
t_k = kr, \quad 1 \leq k \leq N - 1, \quad x \in \bar{\Omega}_h,
\]
\[
u_0^h(x) = \psi^h(x),
\]
\[
\tau^{-1} \left( u_0^h(x) - u_0^h(x) \right) = \tau^{-1} \left( \frac{R_{j,l} (irB_h^x) + R_{j,l} (-irB_h^x)}{2i} - I \right) \psi^h(x)
\]
\[
+ \tau^{-1} (B_h^x)^{-1}
\]
\[
R_{j,l} (irB_h^x) - R_{j,l} (-irB_h^x) \psi^h(x) + \tau f_0^h(x),
\]
\[
x \in \bar{\Omega}_h
\]
\[
A_h^x = 2\tau^{-2} \left( I - \frac{R_{j,l+1} (irB_h^x) + R_{j,l+1} (-irB_h^x)}{2i} \right),
\]
\[
(B_h^x)^2 = A_h^x,
\]
\[
f_k^h(x) = \sum_{m=0}^{j-l-1} B_m f^{(m)}(t_k, x)
\]
\[
+ B^{-1} \frac{R_{j,l+1} (irB_h^x) - R_{j,l+1} (-irB_h^x)}{2i}
\]
\[
\times \sum_{m=0}^{j+l-1} B_m f^{(m)}(t_{k-1}, x)
\]
\[
- \frac{R_{j,l+1} (irB_h^x) + R_{j,l+1} (-irB_h^x)}{2i} \sum_{m=0}^{j+l-1} B_m f^{(m)}(t_k, x),
\]
\[
f_0^h(x) = \tau \sum_{m=0}^{j+l-2} B_m f^{(m)}(0, x),
\]
\[
(141)
\]
where
\[
B_m = - (A_h^x)^{-1} \frac{m^{m-2}}{m!} + (A_h^x)^{-1} B_{m-2}, \quad 2 \leq m \leq j + l - 1,
\]
\[
B_0 = \tau^{-2} (A_h^x)^{-1} \left( \frac{R_{j,l+1} (irB_h^x) + R_{j,l+1} (-irB_h^x)}{2i} - I \right),
\]
\[
B_1 = \tau^{-2} (A_h^x)^{-1} \left( (B_h^x)^{-1} \frac{R_{j,l+1} (irB_h^x) - R_{j,l+1} (-irB_h^x)}{2i} - \tau I \right),
\]
\[
B_m = B_{m-1}, \quad 1 \leq m \leq j + l - 1,
\]
\[
B_0 = \tau^{-2} (B_h^x)^{-1} \frac{R_{j,l+1} (irB_h^x) - R_{j,l+1} (-irB_h^x)}{2i}.
\]
\[
(142)
\]

**Theorem 74.** Let \( \tau \) and \(|h|\) be sufficiently small numbers. Then the solutions of difference schemes (141) for \( j = 1 \) and \( j = l - 1 \) satisfy the following stability estimates:

\[
\max_{0 \leq k \leq N} \left\| u_k^h \right\|_{L_2(\bar{\Omega}_h)}
\]
\[
\leq M_1 \left[ \max_{0 \leq k \leq N-1} \left( (B_h^x)^{-1} f_k^h \right)_{L_2(\bar{\Omega}_h)} + \left( (B_h^x)^{-1} \psi^h \right)_{L_2(\bar{\Omega}_h)} + \left( \theta^h \right)_{L_2(\bar{\Omega}_h)} \right],
\]
\[
\max_{0 \leq k \leq N} \sum_{r=1}^{n} \left\| u_k^h \right\|_{L_2(\bar{\Omega}_h)}
\]
\[
+ \max_{1 \leq k \leq N-1} \left\| \tau^{-1} (u_k^h - u_{k-1}^h) \right\|_{L_2(\bar{\Omega}_h)}
\]
\[
\leq M_1 \left[ \max_{0 \leq k \leq N-1} \left\| f_k^h \right\|_{L_2(\bar{\Omega}_h)} + \sum_{r=1}^{n} \left\| \theta^h_{x,m} \right\|_{L_2(\bar{\Omega}_h)} \right],
\]
\[
(143)
\]

Here \( M_1 \) does not depend on \( \tau, h, \psi^h(x), \psi^h(x), \) or \( f_k^h(x), 0 \leq k \leq N - 1 \).

**Theorem 75.** Let \( \tau \) and \(|h|\) be sufficiently small numbers. Then the solutions of difference schemes (141) for \( j = 1 \) and \( j = l - 1 \) satisfy the following stability estimates:

\[
\max_{0 \leq k \leq N} \left\| u_k^h \right\|_{L_2(\bar{\Omega}_h)}
\]
\[
\leq M_1 \left[ \max_{0 \leq k \leq N-1} \left\| f_k^h \right\|_{L_2(\bar{\Omega}_h)} + \left\| \psi^h \right\|_{L_2(\bar{\Omega}_h)} \right],
\]
\[
\max_{0 \leq k \leq N} \sum_{r=1}^{n} \left\| u_k^h \right\|_{L_2(\bar{\Omega}_h)}
\]
\[
+ \max_{1 \leq k \leq N-1} \left\| \tau^{-1} (u_k^h - u_{k-1}^h) \right\|_{L_2(\bar{\Omega}_h)}
\]
\[
\leq M_1 \left[ \max_{0 \leq k \leq N-1} \left\| f_k^h \right\|_{L_2(\bar{\Omega}_h)} + \sum_{r=1}^{n} \left\| \theta^h_{x,m} \right\|_{L_2(\bar{\Omega}_h)} \right] + \sum_{r=1}^{n} \left\| \theta^h_{x,m} \right\|_{L_2(\bar{\Omega}_h)}.
\]
\[
(142)
\]
Theorem 77 (see [2]). Let the function $v(t)$ $(0 \leq t \leq T)$ have a $(2l + 2j + 2)th$ continuous derivative and $t_k-1, t_k, t_{k+1} \in [0, T]$. Then, one has the following Taylor decomposition on the three points:

$$
v(t_{k+1}) - 2v(t_k) + v(t_{k-1}) - \sum_{s=1}^{l} \alpha_s v^{(2s)}(t_k) \tau^{2s}
- \sum_{s=1}^{j} \eta_s \{ v^{(2s)}(t_{k-1}) + v^{(2s)}(t_{k+1}) \} \tau^s = o(\tau^{2l+2j+2}) ,
$$

(147)

where $\eta_m, m = 1, \ldots, j$, is the solution of system

$$
\eta_s = \frac{1}{(2s)!} - \sum_{m=1}^{s-1} \frac{\eta_m}{(2s - 2m)!},
$$

for any $s, \ l + 1 \leq s \leq j$,

$$
\sum_{m=1}^{j} \frac{(2s)! \eta_m}{(2s - 2m)!} = 1, \quad \text{for any } s, \ j + 1 \leq s \leq l + j,
$$

(148)

$$
\alpha_s = \left( \frac{1}{(2s)!} - \eta_s - \frac{l - 1 - 2\eta_s}{(2s - 2m)!} \right)^2
$$

for any $s, \ 2 \leq s \leq l$.

Suppose further that the function $v(t)$ $(0 \leq t \leq T)$ has a $(2l+2)th$ continuous derivative. Then, one has the following Taylor decomposition on two points:

$$
v(\tau) - v(0) + \sum_{s=1}^{2j} \delta_s v^{(s)}(0) \tau^s
- \sum_{s=1}^{2l} \rho_s v^{(s)}(0) \tau^s = o(\tau^{2l+2j+1}) ,
$$

(149)

where

$$
\rho_s = \frac{(2l + 2j - s)! (2l)!}{(2l + 2j)! (2l - s)!}, \quad \text{for any } s, \ 1 \leq s \leq 2l,
$$

(150)

$$
\delta_s = \frac{(2l + 2j - s)! (2j)! (1-s)!}{(2l + 2j)! (2j - s)!}, \quad \text{for any } s, \ 1 \leq s \leq 2j.
$$

Now, we will consider the applications of Taylor’s decomposition (147) of the function $v(t)$ on the three points and Taylor’s decomposition (149) of the function $v(t)$ on the two points to approximate solutions of initial value problem (109). From (147) and (149), it is clear that for the approximate solution of problem (109) it is necessary to find $v^{(1)}(\tau)$ for any $s, 1 \leq s \leq 2l$, $v^{(2s)}(t_k)$ for any $s, 1 \leq s \leq l$, and $v^{(2s)}(t_{k-1})$, $v^{(2s)}(t_{k+1})$ for any $s, 1 \leq s \leq j$. Using the equation

$$
v''(t) = -Av(t) + f(t) ,
$$

(151)
we obtain
\[ v^{(2n)}(t) = (-A)^n v(t) \]
\[ + \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-2)}(t), \quad n = 2, \ldots, \] (152)
\[ v^{(2n+1)}(t) = (-A)^n v'(t) \]
\[ + \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-1)}(t), \quad n = 1, \ldots. \] (153)

Suppose further that the function \( v(t) \) \((0 \leq t \leq T)\) has a \((2l + 2j - 2m + 2)\)th continuous derivative. Then, we have the following Taylor decomposition on two points:
\[ v(t) - v(0) + \sum_{s=1}^{2l-2[m/2]+1} a_s v^{(s)}(\tau) \tau^s \]
\[ - \sum_{s=1}^{2j-2m+2[m/2]+1} b_s v^{(s)}(0) \tau^s = o(\tau^{2l+2j-2m+2}), \quad 0 \leq m \leq j - 1. \] (154)

From the last formula it follows that
\[ (I + \sum_{n=1}^{l-[m/2]} a_{2n} (-A)^n \tau^{2n}) v'(\tau) \]
\[ = \left( I + \sum_{n=1}^{j-[m/2]} b_{2n} (-A)^n \tau^{2n} \right) v'(0) \]
\[ + \sum_{n=1}^{l-[m/2]} a_{2n-1} (-A)^n v(\tau) \tau^{2n-1} \]
\[ + \sum_{n=1}^{j-[m/2]} b_{2n-1} (-A)^n v(0) \tau^{2n-1} \]
\[ - \sum_{n=1}^{l-[m/2]} a_{2n} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-1)}(\tau) \tau^{2n-1} \]
\[ - \sum_{n=1}^{j-[m/2]} b_{2n} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-2)}(0) \tau^{2n} \]
\[ + \sum_{n=1}^{j-[m/2]} b_{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-2)}(0) \tau^{2n-1} \]
\[ + o(\tau^{2l+2j-2m+2}), \quad 0 \leq m \leq j - 1. \] (156)
Suppose further that the operator \((I + \sum_{n=1}^{l-[m/2]} a_{2n}(-A)^n \tau^{2n})\) has a bounded inverse. Then

\[
v'(r) = \left( I + \sum_{n=1}^{l-[m/2]} b_{2n}(-A)^n \tau^{2n} \right)^{-1} \cdot v'(0)
- \sum_{n=1}^{l-[m/2]} a_{2n-1}(-A)^n v(r) \tau^{2n-1}
+ \sum_{n=1}^{j-m+[m/2]+1} b_{2n-1}(-A)^n v(0) \tau^{2n-1}
- \sum_{n=1}^{l-[m/2]} a_{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-1)}(r) \tau^{2n}
+ \sum_{n=1}^{j-m+[m/2]+1} b_{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-2)}(0) \tau^{2n-1}
+ \sum_{n=1}^{l-[m/2]} a_{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-2)}(0) \tau^{2n-1}
\]

\[+ \alpha(\tau^{2j-2m+2}), \quad 0 \leq m \leq j-1.\]

(158)

Now, using formulas (147), (149), (152), (153), (154), and (158), we obtain the difference schemes of a \((2l + 2j)\)th order of accuracy:

\[
\frac{u_{k+1} - 2u_k + u_{k-1}}{\tau^2} - \sum_{i=1}^{l} a_i (-A)^i \tau^{2i-2} u_k
- \sum_{i=1}^{j} \eta_i (-A)^i \tau^{2i-2} (u_{k-1} + u_{k+1}) = f_k^{ij},
\]

\[
f_k^{ij} = \sum_{i=1}^{l} \eta_i \sum_{\lambda=1}^{i} (-A)^{i-\lambda} \cdot \left( f^{(2\lambda-1)}(t_{k+1}) + f^{(2\lambda-2)}(t_{k-1}) \right) \tau^{2\lambda-2}
+ \sum_{i=1}^{l} a_i \sum_{\lambda=1}^{i} (-A)^{i-\lambda} f^{(2\lambda-2)}(t_k) \tau^{2\lambda-2}, \quad 1 \leq k \leq N - 1,
\]

\[u_0 = v_0,\]

\[
\frac{u_1 - u_0}{\tau} - \sum_{n=1}^{l} \rho_{2n}(-A)^n \tau^{2n-1} v(0)
- \sum_{n=1}^{j} \delta_{2n-1}(-A)^{n-1} \tau^{2n-2} v(0)
+ \sum_{n=1}^{j} \delta_{2n}(-A)^n \tau^{2n-1} u_1 + \sum_{n=1}^{j} \delta_{2n-1}(-A)^{n-1} \tau^{2n-2} v(0)
\]

\[= \sum_{n=1}^{l} \rho_{2n}(-A)^n \tau^{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-2)}(0)
+ \sum_{n=1}^{l} \rho_{2n}(-A)^n \tau^{2n-2} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-1)}(0)
- \sum_{n=1}^{j} \delta_{2n-1}(-A)^{n-1} \tau^{2n-2}
+ \sum_{n=1}^{j} \delta_{2n}(-A)^n \tau^{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-1)}(0)
\]

\[= \sum_{n=1}^{l} \rho_{2n}(-A)^n \tau^{2n-2} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-2)}(0)
+ \sum_{n=1}^{l} \rho_{2n}(-A)^n \tau^{2n-2} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-1)}(0)
- \sum_{n=1}^{j} \delta_{2n-1}(-A)^{n-1} \tau^{2n-2}
+ \sum_{n=1}^{j} \delta_{2n}(-A)^n \tau^{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f^{(2\lambda-1)}(0)
\]
\[
\begin{align*}
&+ \sum_{n=1}^{j - m + [m/2]} b_{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-k} f^{(2\lambda-1)}(0) \tau^{2n-1} \\
&+ \sum_{n=1}^{j - m + [m/2]+1} b_{2n-1} \\
\cdot \sum_{\lambda=1}^{n} (-A)^{n-k} f^{(2\lambda-2)}(0) \tau^{2n-1} \\
&+ \sum_{n=1}^{j - m + [m/2]} b_{2n} \sum_{\lambda=1}^{n} (-A)^{n-k} f^{(2\lambda)}(0) \tau^{2n-1} \\
&\cdot \sum_{\lambda=1}^{n} (-A)^{n-k} f^{(2\lambda-1)}(0) \tau^{2n-1} \bigg],
\end{align*}
\] (159)

for the approximate solution of initial value problem (109).

Suppose that the operator \((I - \sum_{s=1}^{j} \eta_s (-A)^s \tau^{2s})\) has a bounded inverse. Suppose further that the operator \((I - \sum_{s=1}^{j} \eta_s (-A)^s \tau^{2s})\) has a bounded inverse and

\[
I - \frac{1}{4} \left( 2I + \sum_{s=1}^{l} \alpha_s (-A)^s \tau^{2s} \right) \left( I - \sum_{s=1}^{j} \eta_s (-A)^s \tau^{2s} \right)^{-2} \geq 0.
\] (161)

This problem is uniquely solvable and the following formula holds:

\[
u_k = \left( \tilde{R}_{jj} (-i\tau A) - \tilde{R}_{j,l} (i\tau A) \right)^{-1} \tilde{R}_{j,l} (i\tau A)
\]

\[
\cdot \tilde{R}_{j,l} (-i\tau A) \left( \tilde{R}_{j,j}^{-1} (i\tau A) - \tilde{R}_{l,m}^{-1} (-i\tau A) \right) u_0
\]

\[
+ \left( \tilde{R}_{j,l} (-i\tau A) - \tilde{R}_{j,l} (i\tau A) \right)^{-1}
\]

\[
\cdot \left( \tilde{R}_{j,l} (-i\tau A) - \tilde{R}_{j,l} (i\tau A) \right) u_1
\]

\[
+ \sum_{j=1}^{k} \left( \tilde{R}_{j,l} (-i\tau A) - \tilde{R}_{j,l} (i\tau A) \right)^{k-1} \tilde{R}_{j,j} (-i\tau A)
\]

\[
\times \left( \tilde{R}_{j,j} (-i\tau A) - \tilde{R}_{l,m} (i\tau A) \right)
\]

\[
\cdot \left( I - \sum_{s=1}^{j} \eta_s (-A)^s \tau^{2s} \right)^{-1} f^{(2\lambda)}_{m}, \quad 2 \leq k \leq N,
\]

\[
u_1 = \tilde{\xi}_0 \varphi + \bar{\xi}_0 \psi + \tau f^{(2\lambda)}_{l,m}.
\] (162)
\[ f_{0}^{j} = \sum_{n=1}^{l} p_{2n} (-A)^{n} \tau^{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f'(2\lambda-2) \quad (0) \]

\[ + \sum_{n=1}^{l} p_{2n-1} (-A)^{n-1} \tau^{2n-2} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f'(2\lambda-1) \quad (0) \]

\[ - \sum_{n=1}^{l} \delta_{2n} (-A)^{n} \tau^{2n-1} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f'(2\lambda-2) \quad (t) \]

\[ - \sum_{n=1}^{l} \delta_{2n-1} (-A)^{n-1} \tau^{2n-2} \sum_{\lambda=1}^{n} (-A)^{n-\lambda} f'(2\lambda-1) \quad (t) \]

\[ - \sum_{m=1}^{j} \delta_{2m} (-A)^{m} \tau^{2m-2} \left( I + \sum_{n=1}^{l-[m/2]} a_{2n} (-A)^{n} \tau^{2n} \right)^{-1} \]

\[ \cdot \left( I + \sum_{n=1}^{j-m+[m/2]} b_{2n} (-A)^{n} \tau^{2n} \right) \]

\[ + \sum_{n=1}^{l-[m/2]} a_{2n-1} (-A)^{n-1} \tau^{2n-1} \]

\[ \cdot \left( I + \sum_{n=1}^{l-[m/2]} b_{2n-1} (-A)^{n-1} \tau^{2n-2} \right) \]

\[ + \sum_{n=1}^{j-m+[m/2]+1} b_{2n-1} (-A)^{n-1} \tau^{2n-2} \]

\[ \cdot \left( I + \sum_{n=1}^{l-[m/2]} a_{2n} (-A)^{n} \tau^{2n} \right)^{-1} \]

\[ \cdot \left( I + \sum_{n=1}^{l-[m/2]} b_{2n} (-A)^{n} \tau^{2n-1} \right) \]

From formula (162), it follows that the investigation of the stability of difference schemes (159) relies in an essential manner on a number of properties of the powers of the operator \( \tilde{R}_{jl}(\pm i\tau A) \). We were not able to obtain the estimates for powers of the operator \( \tilde{R}_{jl}(\pm i\tau A) \) in the general cases of numbers \( j \) and \( l \).

Theorem 78 (see [2]). Suppose that \( u_{0} \in D(A) \), \( u_{1} - u_{0} \in D(A^{1/2}) \). Then for the solution of two-step difference schemes (159) for \( l = 0 \) the following stability inequalities hold:

\[ \max_{0 \leq k \leq N} \| u_{k} \|_{H} \]

\[ \leq M \left( \max_{1 \leq k \leq N-1} \| A^{-1/2} f_{k}^{j} \|_{H} + \| A^{-1/2} f_{k}^{j} \|_{H} + \| A^{1/2} u_{0} \|_{H} \right) \]

\[ \max_{0 \leq k \leq N} \| \tau^{-1} (u_{k} - u_{k-1}) \|_{H} \]

\[ \leq M \left( \max_{2 \leq k \leq N-1} \| \tau^{-1} (f_{k}^{j+1} - f_{k}^{j+1}) \|_{H} + \| f_{1}^{j} \|_{H} \right) \]

\[ \max_{0 \leq k \leq N} \| \tau^{-1} (u_{k} - u_{k-1}) \|_{H} \]

\[ \leq M \left( \max_{2 \leq k \leq N-1} \| \tau^{-1} (u_{k} - u_{k-1}) \|_{H} + \| A^{1/2} u_{0} \|_{H} \right) \]

where \( M \) does not depend on \( \tau \), \( f_{k}^{j} \), \( 1 \leq k \leq N - 1 \), or \( u_{0} \), \( u_{1} \).

Note that the assumptions of Theorem 78 actually hold in the general cases of numbers \( j \) and \( l \) under the following assumption:

\[ \tau \| A \|_{H \rightarrow H} \rightarrow 0 \quad \text{when} \quad \tau \rightarrow 0. \]

Now, abstract Theorem 78 is applied in the investigation of difference schemes of higher order of accuracy with respect to one variable for approximate solutions of mixed boundary value problem (115). The first step of discretization of problem (115) is given above. Suppose that the operator

\[ I + \sum_{n=1}^{j} \delta_{2n} (-A)^{n} \tau^{2n} - \sum_{m=1}^{j} \delta_{2m} (-A)^{m} \tau^{2m-1} \]

\[ \cdot \left( I + \sum_{n=1}^{l-[m/2]} a_{2n} (-A)^{n} \tau^{2n} \right)^{-1} \]

\[ \cdot \left( I + \sum_{n=1}^{l-[m/2]} b_{2n} (-A)^{n} \tau^{2n-1} \right) \]

has a bounded inverse. Suppose further that the operator \( (I - \sum_{s=1}^{j} \eta_{s} (-A_{h}^{s})^{2} \tau^{2}) \) has a bounded inverse and

\[ I - \frac{1}{4} \left( 2l + \sum_{s=1}^{j} \alpha_{s} (-A_{h}^{s})^{2} \tau^{2} \right)^{2} \]

\[ \cdot \left( I - \sum_{s=1}^{j} \eta_{s} (-A_{h}^{s})^{2} \tau^{2} \right)^{-2} \geq 0. \]
Then in the second step we replace problem (140) with difference schemes (159):

\[
\tau^{-2} \left( u^h_{k+1} (x) - 2u^h_k (x) + u^h_{k-1} (x) \right) + A_h^x u^h_k (x) \\
+ A_h^t (u^h_{k+1} (x) + u^h_{k-1} (x)) = f^h_k (x),
\]

\( t_k = kr, \quad 1 \leq k \leq N - 1, \ x \in \Omega_h, \)

\[
\bar{A}^x_h = - \sum_{s=1}^i a_s (-A_h^x)^r 2^{s-2},
\]

\[
\bar{A}^t_h = - \sum_{s=1}^j b_s (-A_h^x)^r 2^{s-2},
\]

\[
f^h_0 (x) = \sum_{n=1}^{l-[m/2]} a_{2n-1} (-A_h^x)^r 2^{n-1} \cdot \left( I + \sum_{n=1}^{j-[m/2]} b_{2n} (-A_h^x)^r 2^n \right),
\]

\[
\bar{\zeta}_r = \left( I + \sum_{n=1}^{l-[m/2]} a_{2n} (-A_h^x)^r 2^n \right)^{-1} \cdot \sum_{n=1}^{l-[m/2]} a_{2n-1} (-A_h^x)^r 2^{n-1} \cdot \left( I + \sum_{n=1}^{j-[m/2]} b_{2n} (-A_h^x)^r 2^n \right),
\]

\[
\bar{\varphi}_r = \left( I + \sum_{n=1}^{l-[m/2]} a_{2n} (-A_h^x)^r 2^n \right)^{-1} \cdot \sum_{n=1}^{l-[m/2]} a_{2n-1} (-A_h^x)^r 2^{n-1} \cdot \left( I + \sum_{n=1}^{j-[m/2]} b_{2n} (-A_h^x)^r 2^n \right). 
\]

We have the following.

(168)
Theorem 79 (see [2]). Let $\tau$ and $|h|$ be sufficiently small numbers. Then the solutions of difference schemes (168) for $l = 0$ satisfy the following stability estimates:

$$\max_{0 \leq k \leq N} \left\| u_k^h \right\|_{L^2(\Omega_h)} \leq M_1 \left[ \max_{0 \leq k \leq N-1} \left\| (B^{h}_{k})^{-1} f^h_k \right\|_{L^2(\Omega_h)} + \left\| (B^{h}_{k})^{-1} \phi^h \right\|_{L^2(\Omega_h)} + \left\| \phi^h \right\|_{L^2(\Omega_h)} \right],$$

$$\max_{0 \leq k \leq N} \sum_{r=1}^{m} \left\| (u^h_k)_{x^r} \right\|_{L^2(\Omega_h)} \leq M_1 \left[ \max_{0 \leq k \leq N-1} \left\| f^h_k \right\|_{L^2(\Omega_h)} + \left\| \psi^h \right\|_{L^2(\Omega_h)} + \sum_{r=1}^{n} \left\| \psi^h_{x^r m} \right\|_{L^2(\Omega_h)} \right],$$

for an initial value problem is not great. Finally, in [117, 118], the third order of accuracy difference scheme

$$\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + \frac{2}{3} Au_k + \frac{1}{6} A (u_{k+1} + u_{k-1}) + \frac{1}{12} \tau^2 A^2 u_{k+1} \left. \right| \right|_{\Omega_h} \right],$$

and the fourth order of accuracy difference scheme

$$\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + \frac{5}{6} Au_k \left. \right| \right|_{\Omega_h} \right],$$

for $1 \leq k \leq N - 1$.

Here $M_1$ does not depend on $\tau$, $h$, $\phi^h(x)$, $\psi^h(x)$, or $f^h_k(x)$, $0 \leq k \leq N - 1$.

The proof of Theorem 79 is based on Theorem 78 and the symmetry property of the operator $A^* \phi$ defined by formula (139) and Theorem 76 on the coercivity inequality for the solution of the elliptic difference problem in $L^2(\Omega_h)$.

In a similar manner one can construct the difference schemes of a high order of accuracy with respect to one variable for approximate solutions of boundary value problem (113). Abstract Theorem 78 permits us to obtain the stability estimates for the solutions of these difference schemes.

Note that most high orders of accuracy absolutely stable difference schemes for approximate solutions of problem (109) were generated by square roots of $A$. This action is very difficult to accomplish. Therefore, in spite of theoretical results, the role of their application to a numerical solution
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\[ u_0 = \varphi, \]
\[ \left( I + \frac{\tau^2 A}{12} + \frac{\tau^4 A^2}{144} \right) \tau^{-1} (u_1 - u_0) \]
\[ = \frac{\tau}{2} A \varphi + \left( I - \frac{\tau^2 A}{12} \right) \psi + f_{2,2} \tau, \]
\[ f_{2,2} = \left\{ \left( I - \frac{\tau^2 A}{12} \right) f(0) \right. \]
\[ + \left. \left( - \frac{1}{2} \left( I - \frac{5\tau^2 A}{12} \right) f(0) + \tau f'(0) \right) \frac{1}{2} \right. \]
\[ + \left. \left( - A f(0) - 2 f'(0) + \tau f''(0) \right) \frac{\tau}{6} \right. \]
\[ + \left. \left( A f(0) - 3 f''(0) \right) \frac{\tau^2}{24} \right\} \]  
(171)

for the approximate solution of initial value problem (109) generated by the integer powers of the operator \( A \) were presented.

**Theorem 80.** Let \( \varphi \in D(A) \), \( \psi \in D(A^{1/2}) \), and \( f_{1,1} \in D(A^{1/2}) \). Then, for the solution of difference scheme (170), the following stability estimates hold:

\[
\max_{1 \leq k \leq N} \left\| u_k \right\|_H \leq M \left\{ \sum_{s=1}^{N-1} \left\| A^{-1/2} f_s \right\|_H + \tau \left\| \varphi \right\|_H + \left\| \psi \right\|_H \right\},
\]

\[
\max_{1 \leq k \leq N} \left\| A^{1/2} u_k \right\|_H + \max_{1 \leq k \leq N} \left\| \frac{u_k - u_{k-1}}{\tau} \right\|_H \leq M \left\{ \sum_{s=1}^{N-1} \left\| f_s \right\|_H + \left\| A^{1/2} \varphi \right\|_H + \left\| \psi \right\|_H + \tau \left\| f_{1,1} \right\|_H \right\},
\]

\[
\max_{1 \leq k \leq N} \left\| A u_k \right\|_H + \max_{1 \leq k \leq N} \left\| \frac{A u_k - u_{k-1}}{\tau} \right\|_H + \max_{1 \leq k \leq N-1} \left\| \frac{u_{k+1} - 2u_k + u_{k-1}}{\tau^2} \right\|_H \leq M \left\{ \sum_{s=2}^{N-1} \left\| f_s - f_{s-1} \right\|_H + \left\| f_{1,1} \right\|_H \right\},
\]

where \( M \) does not depend on \( \tau, \varphi, \psi, f_{1,1} \), or \( f_s \), \( 1 \leq s \leq N - 1 \).

**Theorem 81.** Let \( \varphi \in D(A) \), \( \psi \in D(A^{1/2}) \), and \( f_{2,2} \in D(A^{1/2}) \). Then, for the solution of difference scheme (171), the following stability estimates hold:

\[
\max_{1 \leq k \leq N} \left\| \frac{u_k + u_{k-1}}{2} \right\|_H \leq M \left\{ \sum_{s=1}^{N-1} \left\| A^{-1/2} f_s \right\|_H + \left\| \varphi \right\|_H + \left\| \psi \right\|_H + \tau \left\| f_{2,2} \right\|_H \right\},
\]

\[
\max_{1 \leq k \leq N} \left\| A^{1/2} \frac{u_k + u_{k-1}}{2} \right\|_H + \max_{1 \leq k \leq N-1} \left\| \frac{u_{k+1} - u_{k-1}}{2\tau} \right\|_H \leq M \left\{ \sum_{s=1}^{N-1} \left\| f_s \right\|_H + \left\| A^{1/2} \varphi \right\|_H + \left\| \psi \right\|_H + \tau \left\| f_{2,2} \right\|_H \right\},
\]

where \( M \) does not depend on \( \tau, \varphi, \psi, f_{1,1} \), or \( f_s \), \( 1 \leq s \leq N - 1 \).

Note that in a similar manner one can construct the difference schemes of third and fourth order of accuracy with respect to one variable for approximate solutions of boundary value problems (113) and (115). Abstract Theorems 80 and 81 permit us to obtain the stability estimates for the solutions of these difference schemes. A finite difference method and some results of numerical experiments are presented in order to support theoretical statements.

Note that we have not been able to obtain a sharp estimate for the constants figuring in the stability inequality. In [66, 67], numerical experiments of the initial-boundary value problem for the wave equation with nonhomogeneous cylindrical shells and for the one-dimensional hyperbolic partial differential with variable coefficients were proposed to obtain the constants figuring in the stability inequality.

Finally, in [119], the boundary value problems for 2kth order partial differential equations were investigated. Well-posedness of two boundary value problems for partial differential equations in the cases of even and odd \( k \) was established. Note that solvability results were dependent on the evenness and oddness of the number \( k \).
7.2. A Cauchy Problem with \( t \)-Dependent \( A(t) \) Operators
Coefficients. We consider the abstract Cauchy problem for the hyperbolic equations

\[
v''(t) + A(t)v(t) = f(t) \quad (0 \leq t \leq T); \quad v(0) = \varphi, \quad v'(0) = \psi \tag{174}
\]

in Hilbert space \( H \) with the self-adjoint positive definite operators \( A(t) \) in \( H \) with \( t \)-independent domain \( D = D(A(t)) \).

Function \( v(t) \) is called a solution of problem (174) if the following conditions are satisfied:

(i) \( v(t) \) is twice continuously differentiable on the segment \([0, T]\).

(ii) The element \( v(t) \) belongs to \( D \) for all \( t \in [0, T] \) and the function \( A(t)v(t) \) is continuous on the segment \([0, T]\).

(iii) \( v(t) \) satisfies the equation and initial conditions (174).

Of great interest is the study of absolutely stable difference schemes of a high order of accuracy for hyperbolic partial differential equations. Such type of stability inequalities for the solutions of the first order of accuracy difference scheme

\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A_k u_{k+1} = f_k, \\
A_k = A(t_k), \quad f_k = f(t_k), \\
t_k = k \tau, \quad 1 \leq k \leq N - 1, \\
\tau^{-1} (u_k - u_0) + iA^{1/2}u_1 = iA^{1/2}u_0 + \psi, \\
u_0 = \varphi
\]

for approximating solving problem (174) has been established for the first time in [62]. The following theorems summarize Sobolevskii and Chebotaryova’s results.

**Theorem 82** (see [62]). Assume that the operator-function \( A^{1/2}(t)A^{-1/2}(0) \) has a finite variation on the segment \([0, T]\) and

\[
\|A^{1/2}(0)A^{-1/2}(t)\| \leq M_{1/2}
\]

for any \( t \in [0, T] \), \( \varphi \in D(A(0)) \), and \( \psi \in D(A^{1/2}(0)) \). Then, the following estimate

\[
\max_{1 \leq k \leq N} \left\| \frac{u_k - u_{k-1}}{\tau} \right\|_H + \max_{1 \leq k \leq N} \|A^{1/2}(0)u_k\|_H + \max_{0 \leq k \leq N} \|u_k\|_H \\
\leq M_1 \left( \|A^{1/2}(0)\varphi\|_H + \|\psi\|_H + \sum_{s=1}^{N-1} \|f_s\|_H \right) \tau
\]

holds, where \( M_1 \) does not depend on \( \varphi, \psi, f_s \) \( (0 \leq s \leq N - 1) \), or \( \tau \).

**Theorem 83** (see [62]). Assume that the operator-function \( A(t)A^{-1}(0) \) has a finite variation on the segment \([0, T]\) and

\[
\|A(0)A^{-1}(t)\| \leq M_1
\]

for any \( t \in [0, T] \), \( \varphi \in D(A(0)) \), and \( \psi \in D(A^{1/2}(0)) \). Then, the following estimate

\[
\max_{1 \leq k \leq N} \left\| \frac{u_k - u_{k-1}}{\tau} \right\|_H + \max_{1 \leq k \leq N} \|A^{1/2}(0)u_k\|_H + \max_{0 \leq k \leq N} \|u_k\|_H \\
\leq M_1 \left( \|A^{1/2}(0)\varphi\|_H + \|\psi\|_H + \sum_{s=1}^{N-1} \|f_s\|_H \right) \tau
\]

holds, where \( M_2 \) does not depend on \( \varphi, \psi, f_s \) \( (1 \leq s \leq N - 1) \), or \( \tau \).

The second order of accuracy absolutely stable difference schemes was constructed and investigated later than first order difference scheme (175) in [64, 65]. One second order of accuracy absolutely stable difference scheme generated by Crank-Nicholson difference scheme

\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A_{k+1/2}A^{-1/2}(u_{k+1} + u_k) \\
+ A_{k+1/2}A^{1/2}A_{k-1/2}A^{-1/2}(u_k + u_{k-1}) \\
+ \tau^{-1} \left( A_{k+1/2} - A_{k-1/2} \right) A^{-1/2}A^{1/2}(u_k - u_{k-1}) \\
+ 2^{-1} \tau^{-1} \left( A_{k+1/2} - A_{k-1/2} \right) A_{k+1/2}A^{-1/2}A^{1/2}(u_{k+1} - u_k) \\
+ A_{k+1/2}A^{-1/2}A_{k-1/2}A^{-1/2}2\tau^{-1} \\
\cdot \left( A_{k+1/2} - A_{k-1/2} \right) A_{k+1/2}A^{-1/2}(u_{k+1} + u_k) \\
= 2^{-1} (f_{k-1/2} + f_{k+1/2} + \tau^{-1} \left( A_{k+1/2} - A_{k-1/2} \right)A_{k+1/2}A^{-1/2}A^{1/2}f_k)
\]

holds, where \( M_2 \) does not depend on \( \varphi, \psi, f_s \) \( (1 \leq s \leq N - 1) \), or \( \tau \).
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The following stability estimates of the solution of the difference scheme and its first and second order difference derivatives were established. Let us have the above estimates.

**Theorem 84** (see [64]). Assume that all assumptions of Theorem 82 are satisfied. Then, for the solution of difference scheme (180), the following stability estimate holds.

\[
\max_{1 \leq k \leq N} \left\| \frac{u_k - u_{k-1}}{\tau} \right\|_H + \max_{0 < s \leq N} \| u_s \|_H \\
\leq M_2 \left[ \left\| A^{1/2} (0) \varphi \right\|_H + \| \psi \|_H + \sum_{s=1}^{N-1} \| f_{s+1/2} \|_H \tau \right] \\
(181)
\]

Another second order of accuracy two-step difference scheme generated by the second order of accuracy implicit difference scheme

\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) \\
= \left[ A_{k+1}^{1/2} + \tau \left( A_{k+1}^{1/2} \right)' \right] \\
\cdot \left\{ -A_{k+1}^{1/2} + \tau \left[ A_{k+1}^{1/2} - \frac{1}{2} A_{k+1}^{1/2} \left( A_{k+1}^{1/2} \right)' \right] \\
+ A_{k+1}^{1/2} \left[ \tau^{-1} (u_{k+1} - u_k) - \frac{1}{2} A_{k+1}^{1/2} + \frac{2}{\tau} f_{k+1} \right] \right\} \\
+ A_{k+1}^{1/2} \tau \left[ \tau^{-1} (u_{k+1} - u_k) - \frac{1}{2} A_{k+1}^{1/2} + \frac{2}{\tau} f_{k+1} \right] \\
- \left\{ \left[ A_{k+1}^{1/2} + \frac{\tau}{2} \left( A_{k+1}^{1/2} \right)' \right] A_{k+1}^{1/2} \left( A_{k+1}^{1/2} \right)' A_{k+1}^{1/2} \right\} \\
\cdot \left\{ -A_{k+1}^{1/2} - \frac{1}{2} A_{k+1}^{1/2} \left( A_{k+1}^{1/2} \right)' \right\} \\
\cdot A_{k+1}^{1/2} \left( A_{k+1}^{1/2} - \frac{1}{2} \left( A_{k+1}^{1/2} \right)' \right) \left( A_{k+1}^{1/2} - \frac{1}{2} \left( A_{k+1}^{1/2} \right)' \right) \right\} \\
+ 2^{-1} (A_{k+1}^{1/2} u_{k+1} - A_k u_k) - 2^{-1} (f_{k+1} - f_k) \\
A_k = A(t_k), \quad A_{k+1/2} = A \left( t_k \pm \frac{\tau}{2} \right) \\
f_k = f(t_k), \\
t_k = kr, \quad 1 \leq k \leq N - 1 \\
u_0 = \varphi, \\
\tau^{-1} (u_1 - u_0) + \frac{\tau}{2} A_{1/2}^{-1/2} (u_1 + u_0) \\
+ \frac{\tau}{2} A_{1/2}^{-1/2} \tau^{-1} (u_1 - u_0) \\
= \frac{\tau}{2} f_1 + A_{1/2} A_{1/2}^{-1/2} \psi \\
(183)
\]

for approximately solving problem (174) was constructed in [65]. Similar stability estimates of the solution of difference scheme (180) and its first and second order difference derivatives were established under the same conditions.

However, difference schemes (180) and (183) were generated by the square root of \( A(t) \). Thus, for a practical realization of these difference methods, it is necessary to first construct operator \( A^{1/2}(t) \), which obviously is not easy. Hence, in spite of theoretical results, the application of these methods for numerically solving an initial-value problem is not very practical. It is important to study the difference schemes generated by integer powers of \( A(t) \).
In [68, 69], a second order of accuracy of two types of difference schemes
\[ u_{k+1} - 2u_k + u_{k-1} + \frac{1}{\tau^2} A_k u_k + \frac{1}{4} A_k (u_{k+1} + u_{k-1}) = f_k, \]
\[ A_k = A(t_k), \quad f_k = f(t_k), \]
t_k = k\tau, \quad 1 \leq k \leq N - 1, \quad N\tau = T, \quad (184)\]
hold, where \( M \) does not depend on \( f(t,x) \) or \( \phi(x), \psi(x) \).

The following conditions are satisfied:

(i) The element \( \nu(t) \) belongs to \( D(A) \) for all \( t \in [0, T] \), and the function \( Av(t) \) is continuous on the segment \( [0, T] \).

(ii) \( \nu(t) \) is twice continuously differentiable on the interval \( [0, T] \) and continuously differentiable on the segment \( [0, T] \).

(iii) \( \nu(t) \) satisfies the equation and nonlocal boundary conditions (186).

Theorem 86 (see [120]). Suppose that \( \phi \in D(A), \psi \in D(A^{1/2}) \), and \( f(t) \) are continuously differentiable on \( [0, T] \)
function and \( |1 + \alpha\beta| > |\alpha + \beta| \). Then there is a unique solution of problem (186) and the stability inequalities
\[ \max_{0 \leq t \leq T} \| \nu(t) \|_H \] 
\[ \leq M \left[ \left\| \phi \right\|_H + \left\| A^{-1/2} \psi \right\|_H + \max_{0 \leq t \leq T} \left\| A^{-1/2} f(t) \right\|_H \right], \]
\[ \max_{0 \leq t \leq T} \left\| A^{1/2} \nu(t) \right\|_H \]
\[ \leq M \left[ \left\| A^{1/2} \phi \right\|_H + \left\| \psi \right\|_H + \max_{0 \leq t \leq T} \left\| f(t) \right\|_H \right], \]
\[ \max_{0 \leq t \leq T} \left\| \frac{d^2 \nu(t)}{dt^2} \right\|_H + \max_{0 \leq t \leq T} \| Av(t) \|_H \]
\[ \leq M \left[ \left\| A \phi \right\|_H + \left\| A^{1/2} \psi \right\|_H + \left\| f(0) \right\|_H + \int_0^T \left\| f'(t) \right\|_H dt \right] \]
(187)
hold, where \( M \) does not depend on \( f(t), t \in [0, T], \) or \( \phi, \psi \).

Two applications of Theorem 86 were presented. First, the mixed boundary value problem for hyperbolic equations
\[ u_{tt} - (a(x)u_x)_x + u = f(t, x), \]
\[ 0 < t < T, \quad 0 < x < 1, \]
\[ u(0, x) = \alpha u(T, x) + \phi(x), \]
\[ u_t(0, x) = \beta u_t(T, x) + \psi(x), \]
\[ 0 \leq x \leq 1, \]
\[ u_t(0) = u(t, 1), \]
\[ u_x(t, 0) = u_x(t, 1), \]
\[ 0 \leq t \leq T, \]
was considered. Problem (188) has unique smooth solution \( u(t, x) \) for \( |1 + \alpha\beta| > |\alpha + \beta| \) and the smooth \( a(x) \geq a > 0 \) \( (x \in (0, 1)), \) \( a(1) = a(0), \phi(x), \psi(x) \) \( (x \in [0, 1]), \) and \( f(t, x) (t \in [0, T], x \in [0, 1]) \) functions. This allows us to reduce mixed problem (188) to nonlocal boundary value problem (186) in Hilbert space \( H \) with self-adjoint positive definite operator \( A \) defined by (188).

Theorem 87 (see [120]). For solutions of mixed problem (188), the stability inequalities
\[ \max_{0 \leq t \leq T} \| u \|_{W^2_{2,0,1]} \]
\[ \leq M \left[ \max_{0 \leq t \leq T} \| f \|_{L^2_{2,0,1]} + \left\| \phi \right\|_{W^2_{2,0,1]} + \left\| \psi \right\|_{L^2_{2,0,1}} \right], \]
\[ \max_{0 \leq t \leq T} \| u_t \|_{L^2_{2,0,1]} + \max_{0 \leq t \leq T} \| u_{tt} \|_{L^2_{2,0,1}} \]
\[ \leq M \left[ \max_{0 \leq t \leq T} \| f \|_{L^2_{2,0,1]} + \left\| f(0) \right\|_{L^2_{2,0,1}} + \left\| \phi \right\|_{W^2_{2,0,1}} + \left\| \psi \right\|_{W^2_{2,0,1}} \right] \]
(189)
hold, where \( M \) does not depend on \( f(t, x) \) or \( \phi(x), \psi(x) \).
Second, let $\Omega$ be the unit open cube in the $n$-dimensional Euclidean space $\mathbb{R}^n$ \((0 < x_k < 1, 1 \leq k \leq n)\) with boundary $\Sigma, \overline{\Omega} = \Omega \cup S$. In \([0, T] \times \Omega\), the mixed boundary value problem for the multidimensional hyperbolic equation

\[
\frac{\partial^2 u(t, x)}{\partial t^2} - \sum_{k=1}^{n} (a_k(x) u_{x_k})_{x_k} = f(t, x),
\]

\[x = (x_1, \ldots, x_n) \in \Omega, \quad 0 < t < T,
\]

\[u(0, x) = \alpha u(T, x) + \varphi(x),
\]

\[\frac{\partial u(0, x)}{\partial t} = \beta \frac{\partial u(T, x)}{\partial t} + \psi(x),
\]

\[x \in \overline{\Omega},
\]

\[u(t, x) = 0, \quad x \in S,
\]

was considered, where $a_k(x), (x \in \Omega), \varphi(x), \psi(x)$ \((x \in \overline{\Omega})\) and $f(t, x)$ \((t \in (0, T), x \in \Omega)\) are given smooth functions and $a_k(x) \geq 0$.

Problem (190) has unique smooth solution $u(t, x)$ for $\abs{1 + \alpha \beta} > \abs{\alpha + \beta}$ and the smooth $a_k(x) \geq 0$ and $f(t, x)$ functions. This allows us to reduce mixed problem (190) to nonlinear boundary value problem (186) in Hilbert space $H$ with self-adjoint positive definite operator $A$ defined by (190).

**Theorem 88** (see [120]). For solutions of mixed problem (190), the stability inequalities

\[
\max_{0 \leq t \leq T} \|u\|_{L^2(\overline{\Omega})} \leq M \left( \max_{0 \leq t \leq T} \|f\|_{L^2(\overline{\Omega})} + \|\varphi\|_{L^2(\overline{\Omega})} + \|\psi\|_{L^2(\overline{\Omega})} \right),
\]

\[
\max_{0 \leq t \leq T} \|u\|_{W^1_2(\overline{\Omega})} + \max_{0 \leq t \leq T} \|u_t\|_{L^2(\overline{\Omega})} \leq M \left( \max_{0 \leq t \leq T} \|f\|_{L^2(\overline{\Omega})} + \|f(0)\|_{L^2(\overline{\Omega})} 
\right.
\]

\[
+ \|\varphi\|_{W^1_2(\overline{\Omega})} + \|\psi\|_{W^1_2(\overline{\Omega})},
\]

hold, where $M$ does not depend on $f(t, x)$ or $\varphi(x), \psi(x)$.

Furthemore, the first order of accuracy difference scheme

\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_{k+1} = f_k,
\]

\[f_k = f (t_{k+1}),
\]

\[t_{k+1} = (k + 1) \tau, \quad 1 \leq k \leq N - 1,
\]

\[u_0 = \alpha u_N + \varphi,
\]

\[\tau^{-1} (u_1 - u_0) = \beta \tau^{-1} (u_N - u_{N-1}) + \psi
\]

for approximately solving boundary value problem (186) was considered.

The stability of solutions of difference scheme (192) was investigated under the assumption

\[
\abs{1 + \alpha \beta} > \abs{\alpha + \beta}.
\]

**Theorem 89** (see [120]). Let $\varphi \in D(A), \psi \in D(A^{1/2}),$ and $1 > \abs{\alpha \beta} > \abs{\alpha + \beta}$. Then, for the solution of difference scheme (192), the stability inequalities

\[
\|u_k\|_H \leq M \left( \sum_{s=1}^{N-1} \|A^{-1/2} f_s\|_H \tau 
\right.
\]

\[
+ A^{-1/2} \|\varphi\|_H + \|\psi\|_H \right), \quad k = 0, 2, \ldots, N,
\]

\[
\|u_t\|_H \leq M \left( \|\varphi\|_H + \left( I + i \tau A^{1/2} \right) A^{-1/2} \|\psi\|_H \right),
\]

\[
\|A^{1/2} u_k\|_H \leq M \left( \sum_{s=1}^{N-1} \|f_s\|_H \tau + \|\varphi\|_H 
\right.
\]

\[
+ \|A^{1/2} \|_H \right), \quad k = 0, 2, \ldots, N,
\]

\[
\|A^{1/2} u_1\|_H \leq M \left( \|A^{1/2} \|_H + \left( I + i \tau A^{1/2} \right) \|\psi\|_H \right),
\]

\[
\|Au_k\|_H \leq M \left( \sum_{s=1}^{N-1} \|f_s - f_{s-1}\|_H + \|f_1\|_H 
\right.
\]

\[
+ \|A^{1/2} \|_H + \|A\|_H \right)
\]

\[
\|Au_1\|_H \leq M \left( \|A\|_H + \left( I + i \tau A^{1/2} \right) \|\psi\|_H \right)
\]

hold, where $M$ does not depend on $f_s$, $1 \leq s \leq N - 1$, or $\varphi, \psi$.

Note that these stability estimates in the case $k = 1$ are weaker than the respective estimates in the cases $k = 0, 2, \ldots, N$. However, obtaining this type of estimate is important for applications. Consider $a^* = (a_k)$ denotes the mesh function of the approximation. And $\|\left( I + i r A^{-1/2} \right) a_k \|_H \sim \|a_k\|_H = o(r)$ assume that $r \|Aa_k\|_H$ tends to 0 as $r \to 0$ not slower than $\|a_k\|_H$. It takes place in applications by supplementary restriction of the smoothness property of the data in the space variables. It is clear that the uniformity in $r$ estimate

\[
\|u_1\|_H \leq \|\varphi\|_H + \|A^{-1/2} \psi\|_H
\]

is absent. However, estimates for the solution of first order of accuracy modified difference scheme for approximately solving boundary value problem (186)

\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_{k+1} = f_k,
\]

\[f_k = f (t_k),
\]

\[t_k = kr, \quad 1 \leq k \leq N - 1,
\]

\[u_0 = \alpha u_N + \varphi,
\]

\[(I + \tau^2 A) \tau^{-1} (u_1 - u_0) = \beta \tau^{-1} (u_N - u_{N-1}) + \psi
\]

are better than the estimates for the solution of difference scheme (192).
Theorem 90 (see [120]). Let \( \varphi \in D(A), \psi \in D(A^{1/2}), \) and 
\( 1 > |\alpha||\beta| + |\alpha| + |\beta| \) for approximately solving boundary value problem (186) were considered.

Theorem 91 (see [120]). Let \( \varphi \in D(A), \psi \in D(A^{1/2}), \) and 
\( 1 > |\alpha||\beta| + |\alpha| + |\beta| \) Then for the solution of difference scheme (198) the stability inequalities

\[
\max_{0 \leq k \leq N} \|u_k\|_H \leq M \left\{ \sum_{s=0}^{N-1} \|A^{-1/2} f_s\|_H \tau + \|A^{-1/2} \psi\|_H + \|\varphi\|_H \right\}.
\]

Moreover, two types of the second order of accuracy difference schemes

\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_k + \frac{\tau^2}{4} A^2 u_{k+1} = f_k,
\]

\[
f_k = f(t_k),
\]

\[
t_k = k\tau, \quad 1 \leq k \leq N - 1,
\]

\[
(I + \frac{\tau^2}{2} A)^{-1} (u_1 - u_0) - \frac{\tau}{2} (f_0 - Au_0)
\]

\[
= \beta \left[ \tau^{-1} (u_N - u_{N-1}) + \frac{\tau}{2} (f_N - Au_N) \right] + \psi,
\]

\[
f_0 = f(0), \quad f_N = f(1), \quad u_0 = \alpha u_N + \varphi,
\]

\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + \frac{\tau^2}{4} A (u_{k+1} + u_{k-1}) = f_k,
\]

\[
f_k = f(t_k),
\]

\[
t_k = k\tau, \quad 1 \leq k \leq N - 1,
\]

\[
(I + \frac{\tau^2}{4} A)^{-1} \left[ (I + \frac{\tau^2}{4} A)^{-1} (u_1 - u_0) - \frac{\tau}{2} (f_0 - Au_0) \right]
\]

\[
= \beta \left[ \tau^{-1} (u_N - u_{N-1}) + \frac{\tau}{2} (f_N - Au_N) \right] + \psi,
\]

\[
f_0 = f(0), \quad f_N = f(1), \quad u_0 = \alpha u_N + \varphi
\]

for the solution of difference scheme (199) the stability inequalities

\[
\max_{0 \leq k \leq N} \|u_k\|_H \leq M \left\{ \sum_{s=0}^{N} \|A^{-1/2} f_s\|_H \tau + \|A^{-1/2} \psi\|_H + \|\varphi\|_H \right\}.
\]

Theorem 92 (see [120]). Let \( \varphi \in D(A), \psi \in D(A^{1/2}), \) and 
\( 1 > |\alpha||\beta| + |\alpha| + |\beta| \) Then for the solution of difference scheme (199) the stability inequalities

\[
\max_{0 \leq k \leq N} \|u_k\|_H \leq M \left\{ \sum_{s=0}^{N} \|A^{-1/2} f_s\|_H \tau + \|A^{-1/2} \psi\|_H + \|\varphi\|_H \right\}.
\]
In [73, 75], a third order of accuracy difference scheme
\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + \frac{5}{6} Au_k + \frac{1}{6} A (u_{k+1} + u_{k-1}) + \frac{\tau^2}{12} A^2 u_{k+1} = f_k,
\]

\[
f_k = \frac{5}{6} f (t_k) + \frac{1}{6} (f (t_{k+1}) + f (t_{k-1})) - \frac{\tau^2}{72} (-Af (t_k) + f'' (t_k)),
\]
\[
t_k = k \tau, \quad 1 \leq k \leq N - 1,
\]

\[
u_0 = \alpha u_N + \varphi,
\]

\[
\left( I + \frac{\tau^2}{12} A + \frac{\tau^4}{144} A^2 \right) \tau^{-1} (u_1 - u_0) + \frac{\tau}{2} Au_0 - \tau f_{1,1}
\]

\[
= \beta \left( I - \frac{\tau^2 A}{12} \right) \left( \frac{85u_N - 108u_{N-1} + 27u_{N-2} - 4u_{N-3}}{66\tau} \right)
\]

\[
+ \left( I - \frac{\tau^2 A}{12} \right) \psi,
\]
\[
f_{2,2} = \left\{ \left( I - \frac{\tau^2 A}{12} \right) f (0)
\right\}
\]

\[
+ \left( - \left( I - \frac{5\tau^2 A}{12} \right) f (0) + \tau f' (0) \right) \frac{1}{2}
\]

\[
+ \left( -Af (0) - 2f' (0) + \tau f'' (0) \right) \frac{\tau}{6}
\]

\[
+ \left( Af (0) - 3f'' (0) \right) \frac{\tau^2}{24}
\]

(203)

for approximately solving nonlocal boundary value problem (186) were constructed.

**Theorem 93** (see [73, 75]). Suppose that the assumption

\[
|\alpha| + 2|\beta| + 2|\alpha| |\beta| < 1
\]

(204)
is satisfied and \( \varphi \in D(A^{3/2}), \psi \in D(A^{1/2}) \). Then, for the solution of difference scheme (202), the following stability estimates hold:

\[
\max_{0 \leq k \leq N} \|u_k\|_H 
\]

\[
\leq M \left\{ \sum_{s=1}^{N-1} \|A^{-1/2} f_s\|_H \tau + \left\| \left( I + i\tau A^{1/2} \right) \varphi \right\|_H 
\right.
\]

\[
+ \|A^{-1/2} \psi\|_H + \tau \left\| A^{-1/2} f_{1,1} \right\|_H \right\},
\]
\[
\max_{0 \leq k \leq N} \|A^{1/2} u_k\|_H
\]

\[
\leq M \left\{ \sum_{s=1}^{N-1} \|f_s\|_H \tau + \|A^{1/2} \left( I + i\tau A^{1/2} \right) \varphi\|_H
\right.
\]

\[
+ \|\psi\|_H + \tau \|f_{1,1}\|_H \right\},
\]
\[
\max_{0 \leq k \leq N} \| A u_k \|_H \\
\leq M \left\{ \sum_{s=2}^{N-1} \| A^{1/2} f_s \|_H + \| A^{1/2} \psi \|_H + \| A \|_H \sum_{s=1}^{N-1} \| f_s \|_H + \| A \|_H \sum_{s=1}^{N-1} \| f_{s-1} \|_H \right\},
\]

where \( M \) does not depend on \( \tau, \varphi, \psi, f_{s-1}, \) or \( f_s, 1 \leq s \leq N-1. \)

**Theorem 94** (see [73, 75]). Suppose that assumption (204) holds and \( \varphi \in D(A^{1/2}), \psi \in D(A^{1/2}). \) Then, for the solution of difference scheme (203), the following stability estimates hold:

\[
\max_{0 \leq k \leq N} \| A^{1/2} u_k \|_H \\
\leq M \left\{ \sum_{s=2}^{N-1} \| A^{1/2} f_s \|_H + \| A^{1/2} \psi \|_H + \| A \|_H \sum_{s=1}^{N-1} \| f_s \|_H + \| A \|_H \sum_{s=1}^{N-1} \| f_{s-1} \|_H \right\},
\]

\[
\max_{0 \leq k \leq N} \| A u_k \|_H \\
\leq M \left\{ \sum_{s=2}^{N-1} \| f_s \|_H + \| f_{s-1} \|_H + \| A \|_H \sum_{s=1}^{N-1} \| f_s \|_H + \| A \|_H \sum_{s=1}^{N-1} \| f_{s-1} \|_H \right\},
\]

where \( M \) does not depend on \( \tau, \varphi, \psi, f_{s-1}, \) or \( f_s, 1 \leq s \leq N-1. \)

In [72], the multipoint nonlocal boundary value problem

\[
\frac{d^2 v(t)}{dt^2} + A v(t) = f(t) \quad (0 \leq t \leq T),
\]

\[
v(0) = \sum_{j=1}^n \alpha_j \nu \left( \lambda_j \right) + \varphi,
\]

\[
v_t(0) = \sum_{j=1}^n \beta_j \nu_t \left( \lambda_j \right) + \psi,
\]

\[
0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq T
\]

for a differential equation in Hilbert space \( H \) with the self-adjoint positive definite operator \( A \) was considered.

Function \( v(t) \) is called a solution of problem (207) if the following conditions are satisfied:

(i) \( v(t) \) is twice continuously differentiable on the interval \([0, T]\) and continuously differentiable on the segment \([0, T].\)

(ii) The element \( v(t) \) belongs to \( D(A) \) for all \( t \in [0, T], \) and the function \( A v(t) \) is continuous on the segment \([0, T].\)

(iii) \( v(t) \) satisfies the equation and nonlocal boundary conditions (207).

**Theorem 95** (see [72]). Suppose that \( \varphi \in D(A), \psi \in D(A^{1/2}), \)

\[
\int_0^T f'(t) v(t) dt
\]

f(t) is continuously differentiable on \([0, T]\) and the assumption

\[
\sum_{k=1}^n |\alpha_k + \beta_k| + \sum_{k=1}^n |\alpha_k| \sum_{m=1}^n |\beta_m| < \left| 1 + \sum_{k=1}^n \alpha_k \beta_k \right|
\]

holds. Then there is a unique solution of problem (207) and the stability inequalities

\[
\max_{0 \leq t \leq T} \| v(t) \|_H \\
\leq M \left[ \| \varphi \|_H + \| A^{1/2} \psi \|_H + \max_{0 \leq t \leq T} \| A^{-1/2} f(t) \|_H \right],
\]

\[
\max_{0 \leq t \leq T} \| A^{1/2} v(t) \|_H \\
\leq M \left[ \| A^{1/2} \varphi \|_H + \| \psi \|_H + \max_{0 \leq t \leq T} \| f(t) \|_H \right],
\]

\[
\max_{0 \leq t \leq T} \left[ \frac{d^2 v(t)}{dt^2} \right]_H + \max_{0 \leq t \leq T} \| A v(t) \|_H \\
\leq M \left[ \| A \varphi \|_H + \| A^{1/2} \psi \|_H + \| f(0) \|_H + \int_0^T \| f'(t) \|_H dt \right]
\]

hold, where \( M \) does not depend on \( \varphi, \psi, \) or \( f(t), t \in [0, 1]. \)

In practice, the mixed multipoint nonlocal boundary value problem

\[
\frac{d^2 u(t)}{dt^2} - A u(t) = f(t) \quad (0 \leq t \leq T),
\]

\[
u(0) = \sum_{j=1}^n \alpha_j u \left( \lambda_j \right) + \varphi,
\]

\[
u_t(0) = \sum_{j=1}^n \beta_j u_t \left( \lambda_j \right) + \psi,
\]

\[
0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq T
\]

for a differential equation in Hilbert space \( H \) with the self-adjoint positive definite operator \( A \) was considered.

Function \( u(t) \) is called a solution of problem (207) if the following conditions are satisfied:

(i) \( u(t) \) is twice continuously differentiable on the interval \([0, T]\) and continuously differentiable on the segment \([0, T].\)

(ii) The element \( u(t) \) belongs to \( D(A) \) for all \( t \in [0, T], \) and the function \( A u(t) \) is continuous on the segment \([0, T].\)

(iii) \( u(t) \) satisfies the equation and nonlocal boundary conditions (207).
for one-dimensional hyperbolic equations with nonlocal boundary conditions and the nonlocal boundary value problem

\[
\frac{\partial^2 u(t,x)}{\partial t^2} - \sum_{j=1}^{n} (a_j(x)u_x)_x = f(t,x), \quad x = (x_1, \ldots, x_n) \in \Omega, \quad 0 < t < T,
\]

\[
u(0,x) = \sum_{j=1}^{n} \alpha_j u\left(\lambda_j, x\right) + \varphi(x), \quad x \in \Omega, \quad \lambda_j \in \mathbb{R}, \quad j = 1, \ldots, n,
\]

\[
u(t,x) = 0, \quad x \in S;
\]

\[
0 < \lambda_1 < \lambda_2 < \cdots < \lambda_n \leq T,
\]

for the multidimensional hyperbolic equation with Dirichlet condition were considered. The stability estimates for solution of these problems were established.

We associate multipoint boundary value problem (207) with the corresponding first order of accuracy difference scheme

\[
\tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) + A\nu_{k+1} = f_k, \quad f_k = f(t_k), \quad t_k = k\tau, \quad 1 \leq k \leq N - 1,
\]

\[
u_0 = \sum_{k=1}^{n} \alpha_k u_{\lambda_k/t} + \varphi,
\]

\[
\tau^{-1}(u_1 - u_0) = \sum_{k=1}^{n} \beta_k \left(u_{\lambda_k/t+1} - u_{\lambda_k/t}\right) \frac{1}{\tau} + \varphi.
\]

**Theorem 96** (see [72]). Suppose that \( \varphi \in D(A), \psi \in D(A^{1/2}) \), and the assumption

\[
\sum_{k=1}^{n} |\alpha_k| + \sum_{k=1}^{n} |\beta_k| + \sum_{k=1}^{n} |\alpha_k| \sum_{k=1}^{n} |\beta_k| < 1 \quad (213)
\]

is satisfied. Then, for the solution of difference scheme (212), the following stability estimates

\[
\|\nu_k\|_H \leq M \left\{ \sum_{k=1}^{N-1} \|A^{-1/2}f_k\|_H \tau + \|A^{-1/2}\psi\|_H \right\}, \quad k = 0, 2, \ldots, N,
\]

\[
\|\nu_1\|_H \leq M \left\{ \sum_{k=1}^{N-1} \|A^{-1/2}f_k\|_H \tau + \|\psi\|_H \right\} + \left\{ \left( I + i\tau A^{1/2} \right) A^{-1/2}\psi \right\},
\]

\[
\|A^{1/2}\nu_k\|_H^2 \leq M \left\{ \sum_{s=1}^{N-1} \|f_s\|_H \tau + \|\psi\|_H + \|A^{1/2}\psi\|_H \right\}, \quad k = 0, 2, \ldots, N,
\]

\[
\|A^{1/2}\nu_k\|_H \leq M \left\{ \sum_{s=1}^{N-1} \|f_s\|_H \tau + \|\psi\|_H + \|A\nu\|_H \right\}, \quad k = 0, 2, \ldots, N,
\]

\[
\|\nu_{s-1}\|_H \leq M \left\{ \sum_{s=1}^{N-1} \|f_s\|_H \tau + \|\psi\|_H + \|A\nu\|_H \right\},
\]

hold, where \( M \) does not depend on \( \tau, \varphi, \psi, \) or \( f_s, 1 \leq s \leq N - 1 \).

In [74], two types of second order of accuracy difference schemes
\[
\tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) + \frac{1}{2}Au_k \\
+ \frac{1}{4}A(u_{k+1} + u_{k-1}) = f_k, \\
f_k = f(t_k), \\
t_k = k\tau, \quad 1 \leq k \leq N - 1,
\]
\[
\left( I + \frac{\tau^2 A}{4} \right) \left( I + \frac{\tau^2 A}{4} \right)^{-1}(u_1 - u_0) - \frac{\tau}{2}(f_0 - Au_0) = \sum_{k=1}^{n}\beta_k \left( \tau^{-1}(u_{\lfloor k/\tau \rfloor} - u_{\lfloor k/\tau \rfloor - 1}) + \left( \frac{\tau}{2} + \left( \frac{\lambda_k}{\tau} \right) \right) \cdot (f_{\lfloor k/\tau \rfloor} - Au_{\lfloor k/\tau \rfloor}) \right) + \psi,
\]
\[
u_0 = \sum_{m=1}^{n}\alpha_m \left( u_{\lfloor m/\tau \rfloor} + \tau^{-1}(u_{\lfloor m/\tau \rfloor} - u_{\lfloor m/\tau \rfloor - 1}) \right) \\
+ \left( \lambda_m - \left( \frac{\lambda_m}{\tau} \right) \right) \cdot \psi,
\]
\[f_0 = f(0) \quad (216)\]

for approximately solving nonlocal boundary value problem (207) were constructed.

**Theorem 97** (see [74]). Suppose that \( \psi \in D(A), \psi \in D(A^{1/2}), \) and the assumption
\[
\sum_{k=1}^{n} |\alpha_k| \left( 1 + \left| \lambda_k - \left( \frac{\lambda_k}{\tau} \right) \right| \right) \\
+ \sum_{k=1}^{n} |\beta_k| \left( 1 + \left| \lambda_k - \left( \frac{\lambda_k}{\tau} \right) \right| \right) \\
+ \sum_{k=1}^{n} |\alpha_k| \sum_{k=1}^{n} |\beta_k| \left( 1 + \left| \lambda_k - \left( \frac{\lambda_k}{\tau} \right) \right| \right) \\
+ \sum_{k=1}^{n} |\alpha_k| \lambda_k - \left( \frac{\lambda_k}{\tau} \right) \tau \sum_{k=1}^{n} |\beta_k| \lambda_k - \left( \frac{\lambda_k}{\tau} \right) \tau < 1
\]
is satisfied. Then, for the solution of difference scheme (215), the stability inequalities
\[
\max_{0 \leq k \leq N} \|u_k\|_H \\
\leq M \left\{ \sum_{k=0}^{N-1} \left\| A^{1/2}f_k \right\|_H + \left\| A^{1/2}\psi \right\|_H + \|\psi\|_H \right\},
\]
\[
\max_{0 \leq k \leq N} \left\| A^{1/2}u_k \right\|_H \\
\leq M \left\{ \sum_{k=0}^{N-1} \left\| f_k \right\|_H + \left\| A^{1/2}\varphi \right\|_H + \|\psi\|_H \right\},
\]
is satisfied. Then, for the solution of difference scheme (215), the stability inequalities
\[
\max_{0 \leq k \leq N} \left\| u_k \right\|_H \\
\leq M \left\{ \sum_{k=0}^{N-1} \left\| A^{1/2}f_k \right\|_H + \left\| A^{1/2}\psi \right\|_H + \|\psi\|_H \right\},
\]
\[
\max_{0 \leq k \leq N} \left\| A^{1/2}u_k \right\|_H \\
\leq M \left\{ \sum_{k=0}^{N-1} \left\| f_k \right\|_H + \left\| A^{1/2}\varphi \right\|_H + \|\psi\|_H \right\},
\]

\[
\max_{1 \leq k \leq N-1} \left\| \tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) \right\|_H \\
+ \max_{0 \leq k \leq N-1} \left\| Au_k + \frac{\tau^2 A^2}{4} u_{k+1} \right\|_H \\
\leq M \left\{ \sum_{k=1}^{N-1} \left\| f_k - f_{k-1} \right\|_H + \left\| f_0 \right\|_H + \left\| A^{1/2}\psi \right\|_H + \left\| A\varphi \right\|_H \right\}
\]

holds, where \( M \) does not depend on \( \tau, \varphi, \psi, \) or \( f_k, 0 \leq k \leq N - 1. \)

**Theorem 98** (see [74]). Suppose that \( \psi \in D(A), \psi \in D(A^{1/2}), \) and assumption (217) holds. Then, for the solution of difference scheme (216), the stability inequalities
\[
\max_{0 \leq k \leq N} \left\| u_k \right\|_H \\
\leq M \left\{ \sum_{k=0}^{N-1} \left\| A^{1/2}f_k \right\|_H + \left\| A^{1/2}\psi \right\|_H + \|\psi\|_H \right\},
\]
\[
\max_{0 \leq k \leq N} \left\| A^{1/2}u_k \right\|_H \\
\leq M \left\{ \sum_{k=0}^{N-1} \left\| f_k \right\|_H + \left\| A^{1/2}\varphi \right\|_H + \|\psi\|_H \right\},
\]
\[
\max_{1 \leq k \leq N-1} \left\| \tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) \right\|_H \\
+ \max_{1 \leq k \leq N-1} \left\| Au_k + \frac{\tau^2 A^2}{4} u_{k+1} \right\|_H \\
\leq M \left\{ \sum_{k=1}^{N-1} \left\| f_k - f_{k-1} \right\|_H + \left\| f_0 \right\|_H + \left\| A^{1/2}\psi \right\|_H + \left\| A\varphi \right\|_H \right\}
\]

holds, where \( M \) does not depend on \( \tau, \varphi, \psi, \) or \( f_k, 0 \leq k \leq N - 1. \)

In practice, difference schemes of the first and second order of accuracy difference schemes for the approximate solution of problems (210) and (211) were presented in [72, 74]. The stability estimates for the solution of these problems were established. Numerical experiments provide convincing support for the theoretical statements.

In [76], the third order of accuracy difference scheme
\[
\tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) + \frac{2}{3}Au_k \\
+ \frac{1}{6}A(u_{k+1} + u_{k-1}) + \frac{1}{12}\tau^2 A^2 u_{k+1} = f_k, \\
f_k = \frac{2}{3}f(t_k) + \frac{1}{6}(f(t_{k+1}) + f(t_{k-1})) \\
- \frac{1}{12}\tau^2 (-A f(t_{k+1}) + f''(t_{k+1})), \\
t_k = k\tau, \quad 1 \leq k \leq N - 1, \quad N\tau = 1,
\]
\[(I - i\tau A^2) u_0 \]
\[= \sum_{k=1}^{n} \alpha_k \left\{ u_{[\lambda_k/\tau]} + \tau^{-1} (u_{[\lambda_k/\tau]} - u_{[\lambda_k/\tau]-1}) \right\} \cdot \left( \lambda_k - \left[ \frac{\lambda_k}{\tau} \right] \right) + \psi \]

\[(I + i\tau A^2) \tau^{-1} (u_1 - u_0) \]
\[= \sum_{k=1}^{n} \beta_k \left\{ \tau^{-1} (u_{[\lambda_k/\tau]} - u_{[\lambda_k/\tau]-1}) \right\} \cdot \left( \lambda_k - \left[ \frac{\lambda_k}{\tau} \right] \right)^2 + \psi + f_{[\lambda_k/\tau]} \]

\[f_{[\lambda_k/\tau]} = \frac{1}{2} f(0) + f'(0) \frac{\tau}{6} \]

and the fourth order of accuracy difference scheme
\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + \frac{5}{6} A u_k \\
+ \frac{1}{12} A (u_{k+1} + u_{k-1}) - \frac{\tau^2}{72} A^2 u_k \\
+ \frac{\tau^2}{144} A^2 (u_{k+1} + u_{k-1}) \\
= \frac{5}{6} f(t_k) + \frac{1}{12} (f(t_{k+1}) + f(t_{k-1})) \\
+ \frac{\tau^2}{72} (-A f(t_k) + f''(t_k)) \\
- \frac{1}{144} \tau^2 [-A (f(t_{k+1}) + f(t_{k-1})) \\
+ f''(t_{k+1}) + f''(t_{k-1})] ,
\]

\[t_k = k\tau, \quad 1 \leq k \leq N - 1,
\]

\[u_0 = \left( I - i\tau A^{1/2} \right) \frac{1}{2} + \frac{\tau^2 A^3}{12} \]
\[\times \sum_{k=1}^{n} \alpha_k \left\{ \left( \frac{\lambda_k}{\tau} - \left[ \frac{\lambda_k}{\tau} \right] \right) - \frac{7A\tau^2}{6} \left( \frac{\lambda_k}{\tau} - \left[ \frac{\lambda_k}{\tau} \right] \right)^3 \right\} \]

\[\times \left( u_{[\lambda_k/\tau]} - u_{[\lambda_k/\tau]-1} \right) + \psi \]
\[+ \frac{3}{2} \left( f_{[\lambda_k/\tau]} - A u_{[\lambda_k/\tau]} \right) \left( \lambda_k - \left[ \frac{\lambda_k}{\tau} \right] \right)^2 \\
+ \frac{7}{6} \left( f'_{[\lambda_k/\tau]} - \tau^{-1} A (u_{[\lambda_k/\tau]} - u_{[\lambda_k/\tau]-1}) \right) \\
\times \left( \lambda_k - \left[ \frac{\lambda_k}{\tau} \right] \right)^3 \]
\[ f_{2,2} = \left\{ \left( I - \frac{\tau^2 A}{12} \right)f(0) + \left( -\left( I - \frac{5\tau^2 A}{12} \right)f(0) + \tau f'(0) \right) \right\}^{1/2} + \left( Af(0) - 3f''(0) \right) \left( \frac{\tau^2}{24} \right) \]  

(221)

for approximately solving multipoint nonlocal BVP (207) were constructed. The stability estimates for the solution of difference scheme (220) were obtained under the assumption

\[
\sum_{k=1}^{n} |\alpha_k| \left\{ 1 + \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor + \frac{3}{2} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^2 + \frac{7}{6} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^3 + \frac{1}{24} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^4 \right\} \\
+ \sum_{k=1}^{n} |\beta_k| \left\{ 1 + \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor + \frac{1}{2} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^2 + \frac{1}{6} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^3 + \frac{1}{24} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^4 \right\} \\
+ \sum_{k=1}^{n} |\alpha_k| \sum_{k=1}^{n} |\beta_k| \\
\cdot \left\{ 1 + \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor + \frac{1}{2} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^2 + \frac{1}{9} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^3 + \frac{1}{576} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^8 \right\} < 1.
\]

(222)

**Theorem 99** (see [76]). Suppose that assumption (222) holds and \( \varphi \in D(A^{1/2}), \psi \in D(A^{1/2}). \) Then, for the solution of difference scheme (220), the following stability estimates hold:

\[
\max_{0 \leq k \leq N} \| u_k \|_H \\
\leq M \left\{ \sum_{s=1}^{N-1} \| A^{-1/2} f_s \|_H \tau + \| \varphi \|_H \\
+ \| A^{-1/2} \psi \|_H + \tau \| A^{-1/2} f_{1,1} \|_H \right\},
\]

(223)

where \( M \) does not depend on \( \tau, \varphi, \psi, f_{1,1}, \) or \( f_s, 1 \leq s \leq N-1. \)

The stability estimates for the solution of difference scheme (221) were obtained under the assumption

\[
\sum_{k=1}^{n} |\alpha_k| \left\{ 1 + \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor + \frac{3}{2} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^2 + \frac{7}{6} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^3 + \frac{1}{24} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^4 \right\} \\
+ \sum_{k=1}^{n} |\beta_k| \left\{ 1 + \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor + \frac{1}{2} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^2 + \frac{1}{6} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^3 + \frac{1}{24} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^4 \right\} \\
+ \sum_{k=1}^{n} |\alpha_k| \sum_{k=1}^{n} |\beta_k| \\
\cdot \left\{ 1 + \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor + \frac{1}{2} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^2 + \frac{1}{9} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^3 + \frac{1}{576} \left\lfloor \frac{\lambda_k}{\tau} \right\rfloor^8 \right\} < 1.
\]

(224)

**Theorem 100** (see [76]). Suppose that assumption (224) holds and \( \varphi \in D(A^{1/2}), \psi \in D(A^{1/2}). \) Then, for the solution of difference scheme (221), the following stability estimates hold:

\[
\max_{0 \leq k \leq N} \| u_k + u_{k-1} \|_H \\
\leq M \left\{ \sum_{s=1}^{N-1} \| A^{-1/2} f_s \|_H \tau + \| \varphi \|_H \\
+ \| A^{-1/2} \psi \|_H + \tau \| A^{-1/2} f_{1,1} \|_H \right\},
\]

(225)
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\[ u_1 \leq M \left\{ \sum_{k=1}^{N-1} \frac{1}{2} \| A^{1/2} f_i \|_H^2 \right\} \]

\[ \leq M \left\{ \sum_{s=1}^{k-1} \| f_s \|_H + \| A^{1/2} \varphi \|_H + \sum_{s=1}^{k} \| A^{1/2} f_{2s} \|_H \right\}, \]

\[ \frac{\partial u}{\partial n} \bigg|_{S_2} = 0, \quad 0 \leq t \leq T, \quad \text{or classical Dirichlet condition} \]

\[ u \big|_{S} = 0 \quad \text{or classical Neumann condition} \]

was investigated under the assumption

\[ \left| 1 + \int_0^T (\alpha(s) \beta(s)) \, ds + \sum_{k=1}^{n} a(\lambda_k) \sum_{k=1}^{n} b(\lambda_k) \right| \]

\[ \leq M \left\{ \sum_{s=1}^{N-1} \sum_{s=1}^{N-1} \| f_i - f_s \|_H + \| f_i \|_H \right\}, \]

\[ \leq M \left\{ \sum_{s=1}^{N-1} \sum_{s=1}^{N-1} \| f_i - f_s \|_H + \| f_i \|_H \right\} \]

where \( M \) does not depend on \( \tau, \varphi, \psi, f_{2s}, \) or \( f_s, 1 \leq i \leq N-1. \)

In [70, 71], the nonlocal boundary value problem for the multidimensional hyperbolic equation

\[ \frac{\partial^2 u(t, x)}{\partial t^2} - \sum_{r=1}^{m} \left( a_r(x) u_{x_r} \right)_{x_r} + \sigma u(t, x) = f(t, x), \]

\[ x = (x_1, \ldots, x_m) \in \Omega, \quad 0 < t < T, \]

with integral conditions

\[ u(0, x) = \int_0^T a(\rho) u(\rho, x) \, d\rho + \sum_{i=1}^{n} a(\lambda_i) u(\lambda_i, x) + \varphi(x), \quad x \in \Omega, \]

\[ u_t(0, x) = \int_0^T \beta(\rho) u_t(\rho, x) \, d\rho + \sum_{i=1}^{n} b(\lambda_i) u_t(\lambda_i, x) + \psi(x), \quad x \in \Omega, \]

and nonclassical conditions

\[ u_t(t, x) \bigg|_{S_1} = 0, \]

\[ \frac{\partial u(t, x)}{\partial n} \bigg|_{S_1} = 0, \quad 0 \leq t \leq T, \]

\[ u \big|_{S} = 0 \quad \text{or classical Neumann condition} \]

Here, \( \Omega \) is the unit open cube in the \( m \)-dimensional Euclidean space \( \mathbb{R}^m(x = (x_1, \ldots, x_m) : 0 < x_j < 1, 1 \leq j \leq m) \) with boundary \( S = S_1 \cup S_2, \Omega = \Omega \cup S, a_r(x) (x \in \Omega), \varphi(x), \psi(x) (x \in \Omega), \) and \( f(t, x) (t \in (0, T), x \in \Omega) \) which are given smooth functions, and \( a_r(x) \geq a > 0, n \) is the normal vector to \( \Omega, \sigma \geq 0, \alpha(s), \beta(s), a(s), b(s) \) are scalar real-valued continuous functions. Theorems on stability of solutions of these problems were established. The first and second order of accuracy in \( t \) stable difference schemes for the approximate solution of these problems were presented. Stability of these difference schemes was obtained under the assumption

\[ 1 + \sum_{j=1}^{N} \left| \alpha(t_j) \right| + \sum_{j=1}^{N} \left| \beta(t_j) \right| \tau + \sum_{j=1}^{N} \left| \alpha(t_j) \right| \tau + \sum_{j=1}^{N} \left| \beta(t_j) \right| \tau \]

for the first order difference scheme and under the assumption

\[ 1 + \sum_{j=1}^{N} \left| \alpha(t_j - \frac{\tau}{2}) \right| + \sum_{j=1}^{N} \left| \beta(t_j - \frac{\tau}{2}) \right| \tau \]

for the second order difference scheme.

The theoretical statements for the solution of these difference schemes for one-dimensional hyperbolic equations are supported by two numerical examples in computer. We show that the second order of accuracy difference scheme is more accurate compared with the first order of accuracy difference scheme.
7.4. Hyperbolic and Mixed Type PDEs. The solutions of large-scale scientific-technological problems in the field of construction of the base of project and system of rational elaboration, improvement of elaboration and exploitation of technology, modern methods of construction of deep well-holes in complicated conditions, hydrodynamics of low permeable spaces, and protection of environment become possible only owing to the application of mathematical models and new numerical methods implemented on computers. Mathematical models of many problems of such type are reduced to nonclassical or classical problems of mixed type PDEs (see, e.g., [121–125]). Ashyralyev jointly with his group of scientists investigated the modeling processes of exploitation of gas places. The investigation of the underground natural gas beneath the earth 6 km from the underlying is based on mathematical models. In this section we give results of his group on the stability of nonlocal problems for partial differential equations of mixed hyperbolic-parabolic and elliptic-hyperbolic types. First, we consider the nonlocal boundary value problem

\[
\begin{align*}
\frac{d^2 u(t)}{dt^2} + Au(t) &= f(t) \quad (0 \leq t \leq T), \\
\frac{du(t)}{dt} + Au(t) &= g(t) \quad (-T \leq t \leq 0), \\
u(-T) &= \alpha u(\mu) + \varphi, \quad 0 \leq \alpha \leq 1, \ 0 < \mu \leq T,
\end{align*}
\]

for hyperbolic-parabolic differential equations of mixed type in Hilbert space \( H \), where \( A = A^* \geq \delta I \) (\( \delta > 0 \)) is a positive definite and self-adjoint operator with dense domain \( D(A) \).

Function \( u(t) \) is called a solution of problem (234) if the following conditions are satisfied:

(i) \( u(t) \) is twice continuously differentiable on the interval \( (0, T] \) and continuously differentiable on the segment \([-T, T] \).

(ii) The element \( u(t) \) belongs to \( D(A) \) for all \( t \in [-T, T] \), and the function \( Au(t) \) is continuous on the segment \([-T, T] \).

(iii) \( u(t) \) satisfies the equations and nonlocal boundary condition (234).

**Theorem 101.** Suppose that \( \varphi \in D(A) \) and \( f(t) \) are continuously differentiable on \([0, T]\) and \( g(t) \) is continuously differentiable on \([-T, 0]\) function. Then there is a unique solution of problem (234) and the stability inequalities

\[
\begin{align*}
\max_{-T\leq t \leq T} \| u(t) \|_H \\
&\leq M \left[ \| \varphi \|_H + \max_{-T\leq t \leq T} \| g(t) \|_H + \max_{0\leq t \leq T} \| A^{1/2} f(t) \|_H \right] , \\
\max_{-T\leq t \leq T} \| A^{1/2} u(t) \|_H \\
&\leq M \left[ \| A^{1/2} \varphi \|_H + \int_{-T}^0 \| g(t) \|_H dt + \max_{0\leq t \leq T} \| f(t) \|_H \right] ,
\end{align*}
\]

hold, where \( M \) does not depend on \( f(t), t \in [0, T], g(t) \in [-T, 0], \) or \( \varphi \).

In [87], the difference analogues of these stability inequalities were presented for solutions of the first order of accuracy difference scheme

\[
\begin{align*}
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_{k+1} &= f_k, \\
f_k &= f \left( \tau t_k \right), \\
t_k &= k \tau, \quad 1 \leq k \leq N - 1, \\
\tau^{-1} (u_1 - u_0) + iA^{1/2} u_1 &= (-A + iA^{1/2}) u_0 + g_0, \\
N\tau &= T, \\
\tau^{-1} (u_k - u_{k-1}) + Au_k &= g_k, \\
g_k &= g \left( t_k \right), \\
t_k &= k \tau, \quad -(N - 1) \leq k \leq 0, \\
u_{-N} &= \alpha u_{[\mu/\tau]} + \varphi
\end{align*}
\]

and second order of accuracy of the two types of difference schemes

\[
\begin{align*}
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_k + \frac{\tau^2}{4} A^2 u_{k+1} &= f \left( t_k \right), \\
t_k &= k \tau, \quad 1 \leq k \leq N - 1, \\
\tau^{-1} (u_1 - u_0) + iA^{1/2} \left( I + i \frac{\tau A^{1/2}}{2} \right) u_1 &= Z_1, \\
N\tau &= T, \\
Z_1 &= \frac{\tau}{2} \left( f(0) - Au_0 \right) + (iA^{1/2} - \tau A) u_0 \\
&+ \left( I - i\tau A^{1/2} \right) (g(0) - Au_0), \\
\tau^{-1} (u_k - u_{k-1}) + A \left( I + \frac{\tau A}{2} \right) u_k &= \left( I + \frac{\tau A}{2} \right) g \left( t_k - \frac{\tau}{2} \right),
\end{align*}
\]
\[ t_k = k\tau, \quad -(N-1) \leq k \leq 0, \]
\[ u_{-N} = \alpha \left( u_{[\mu/\tau]} + (u_{[\mu/\tau]+1} - u_{[\mu/\tau]}) \left( \frac{\mu}{\tau} - \left\lfloor \frac{\mu}{\tau} \right\rfloor \right) \right) + \varphi, \]
\[ \tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) + \frac{1}{2}Au_k \]
\[ + \frac{1}{4}A(u_{k+1} + u_{k-1}) = f(t_k), \]
\[ t_k = k\tau, \quad 1 \leq k \leq N-1, \]
\[ \tau^{-1}(u_1 - u_0) + iA^{1/2} \left( I + i\tau A^{1/2} \right) u_1 = Z_1, \]
\[ N\tau = T, \]
\[ Z_1 = \tau^2(f(0) - Au_0) + (g(0) - Au_0), \]

for approximately solving boundary value problem (234).

However, for the practical realization of these difference schemes, it is necessary to first construct operator \( A^{1/2} \). This action is very difficult for a computer. Therefore, in spite of the theoretical results, the role of their application to the numerical solution of the boundary value problem is not great.

Let us associate with boundary value problem (234) the corresponding first order of accuracy difference scheme

\[ \tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) + Au_k = f_k, \]
\[ f_k = f(t_k), \]
\[ t_k = k\tau, \quad 1 \leq k \leq N-1, \]
\[ \tau^{-1}(u_1 - u_0) = -Au_0 + g_0, \]
\[ N\tau = T, \]
\[ \tau^{-1}(u_k - u_{k-1}) + Au_k = g_k, \]
\[ g_k = g(t_k), \]
\[ t_k = k\tau, \quad -(N-1) \leq k \leq 0, \]
\[ u_{-N} = \alpha u_{[\mu/\tau]} + \varphi. \]

**Theorem 102.** Let \( \varphi \in D(A), g_0 \in D(A^{1/2}) \). Then for the solution of difference scheme (238) the stability inequalities

\[
\max_{-N\leq k \leq N} \| u_k \|_H \leq M \left[ \max_{1 \leq k \leq N-1} \left\| A^{1/2}f_k \right\|_H + \max_{-(N-1) \leq k \leq 0} \left\| g_k \right\|_H + \left\| \varphi \right\|_H \right],
\]
\[
\max_{1 \leq k \leq N-1} \left\| A^{1/2}u_k \right\|_H \leq M \left[ \max_{1 \leq k \leq N-1} \left\| f_k \right\|_H + \right. \left\| A^{1/2}\varphi \right\|_H + \left\| g_0 \right\|_H \]
\[
+ \sum_{k=-N}^{0} \left\| g_k - g_{k-1} \right\|_H \right],
\]
\[
\max_{1 \leq k \leq N-1} \left\| \tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) \right\|_H \leq M \left[ \max_{1 \leq k \leq N-1} \left\| f_k \right\|_H + \left\| A^{1/2}f_k \right\|_H + \left\| A^{1/2}g_0 \right\|_H \right.
\]
\[
+ \left. \left\| \varphi \right\|_H + \left\| A\varphi \right\|_H \right],
\]
\[
\max_{1 \leq k \leq N-1} \left\| \tau^{-1}(u_k - u_{k-1}) \right\|_H \leq M \left[ \sum_{k=2}^{N-1} \left\| f_k \right\|_H + \left\| f_{k-1} \right\|_H + \left\| f_{k-2} \right\|_H \right.
\]
\[
+ \left. \left\| A^{1/2}g_0 \right\|_H + \left\| A\varphi \right\|_H \right],
\]

hold, where \( M \) does not depend on \( f_k, g_k, \) or \( \varphi \).

Note that Theorem 102 permits us to obtain the convergence estimates for the solution of difference scheme (238). In [88, 89], the same stability results for the solution of the following difference schemes of second order of accuracy

\[ \tau^{-2}(u_{k+1} - 2u_k + u_{k-1}) + Au_k + \frac{\tau^2}{4}A^2u_{k+1} = f(t_k), \]
\[ t_k = k\tau, \quad 1 \leq k \leq N-1, \]
\[ \tau^{-1}(I + \tau^2A)(u_1 - u_0) = Z_1, \]
\[ N\tau = T, \]
\[ Z_1 = \frac{\tau}{2}(f(0) - Au_0) + (g(0) - Au_0), \]
\[\tau^{-1} (u_k - u_{k-1}) + A \left( I + \frac{\tau}{2} A \right) u_k = \left( I + \frac{\tau}{2} A \right) g \left( t_k - \frac{\tau}{2} \right),\]

\[t_k = k\tau, \quad -(N-1) \leq k \leq 0,\]

\[u_{-N} = \alpha \left( u_{[\mu/\tau]} + (u_{[\mu/\tau]} - u_{[\mu/\tau]}) \left( \frac{\mu}{\tau} - \left\lfloor \frac{\mu}{\tau} \right\rfloor \right) \right) + \varphi,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + \frac{1}{2} A u_k\]

\[\tau^{-1} (u_{k+1} - 2u_k + u_{k-1}) + \frac{1}{2} A u_k\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad 1 \leq k \leq N-1,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad -(N-1) \leq k \leq 0,\]

\[\tau^{-1} (u_{k+1} - 2u_k + u_{k-1}) + \frac{1}{2} A u_k\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad 1 \leq k \leq N-1,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad -(N-1) \leq k \leq 0,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad 1 \leq k \leq N-1,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad -(N-1) \leq k \leq 0,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad 1 \leq k \leq N-1,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad -(N-1) \leq k \leq 0,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad 1 \leq k \leq N-1,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad -(N-1) \leq k \leq 0,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad 1 \leq k \leq N-1,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad -(N-1) \leq k \leq 0,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]

\[t_k = k\tau, \quad 1 \leq k \leq N-1,\]

\[\tau^{-1} \left( I + \frac{\tau}{2} A \right) (u_1 - u_0) = Z_1,\]

\[\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + A u_k + \frac{\tau^2}{4} A^2 u_{k+1} = f (t_k, u_k),\]
Such type stability results for special cases of hyperbolic-parabolic equations were obtained before in [78–81].

In [82, 83], the nonlocal boundary value problem

\[ \frac{d^2 u(t)}{dt^2} + Au(t) = f(t) \quad (0 \leq t \leq T), \]
\[ u(-T) = \alpha u(\mu) + \beta u'(\lambda) + \varphi, \]
\[ \frac{du(t)}{dt} + Au(t) = g(t) \quad (-T \leq t \leq 0), \]
\[ |\alpha| \leq 1, \quad 0 < |\beta| \leq 1, \]
\[ 0 < \mu, \lambda \leq T, \]

for hyperbolic-parabolic differential equations of mixed type in Hilbert space \( H \), with a positive definite and self-adjoint operator \( A = A^* \geq \delta I (\delta > 0) \) with dense domain \( D(A) \), was considered.

Function \( u(t) \) is called a solution of problem (244) if the following conditions are satisfied:

(i) \( u(t) \) is twice continuously differentiable on the interval \( (0, T) \) and continuously differentiable on the segment \( [-T, T] \).

(ii) The element \( u(t) \) belongs to \( D(A) \) for all \( t \in [-T, T] \), and the function \( Au(t) \) is continuous on the segment \( [-T, T] \).

(iii) \( u(t) \) satisfies the equations and nonlocal boundary condition (244).

**Theorem 103** (see [83]). Suppose that \( \varphi \in D(A), g(0) \in D(A^{1/2}), g'(0) \in H, f(0) \in D(A^{1/2}), \) and \( f'(0) \in H \). Let \( f(t) \) be twice continuously differentiable on \([0, T]\) and let \( g(t) \) be twice continuously differentiable on \([-T, 0]\) functions. Then there is a unique solution of problem (244) and the following stability inequalities hold:

\[
\max_{-T \leq t \leq T} \|u(t)\|_H \leq M \left[ \|\varphi\|_H + \max_{-T \leq t \leq 0} \left\| A^{1/2} f'(t) \right\|_H + \left\| A^{1/2} g(0) \right\|_H + \max_{0 \leq t \leq T} \left\| A^{1/2} f'(t) \right\|_H \right],
\]

where \( M \) does not depend on \( f(t), t \in [0, T], g(t) \in [-T, 0], \) or \( \varphi \).

In [82], the first order of accuracy

\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_{k+1} = f_k,
\]

\[
f_k = f(t_{k+1}),
\]

\[
t_{k+1} = (k+1) \tau, \quad 1 \leq k < N,
\]

\[
\tau^{-1} (u_k - u_{k-1}) + Au_k = g_k,
\]

\[
g_k = g(t_k),
\]

\[
t_k = k\tau, \quad -N < k \leq 0,
\]

\[
\tau^{-1} (u_1 - u_0) = -Au_0 + g_0,
\]

\[
u_{-N} = \alpha u_0 + \beta (-Au_0 + g_0) + \varphi, \quad \mu \leq 2\tau, \lambda \leq 2\tau,
\]

\[
u_{-N} = \alpha u_{[-r]} + \beta (-Au_{[-r]} + g_{[-r]}) + \varphi, \quad 2\tau < \mu, \lambda \leq 2\tau,
\]

\[
u_{-N} = \alpha u_{[-r]} + \beta \frac{u_{[\lambda]} - u_{[\mu]} - 1}{\tau} + \varphi, \quad \mu \leq 2\tau, 2\tau < \lambda,
\]

\[
u_{-N} = \alpha u_{[-r]} + \beta \frac{u_{[\lambda]} - u_{[\mu]} - 1}{\tau} + \varphi, \quad 2\tau < \mu, 2\tau < \lambda,
\]

(246)
and two types of second order of accuracy

\[ \tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_k + \frac{\tau^2}{4} A^2 u_{k+1} = f_k, \]
\[ f_k = f(t_k), \]
\[ t_k = kr, \quad 1 \leq k < N, \]
\[ \tau^{-1} (I + \tau^2 A) (u_1 - u_0) = Z_1, \]
\[ Z_1 = \frac{\tau}{2} (f(0) - Au_0) + (g(0) - Au_0), \]
\[ \tau^{-1} (u_k - u_{k-1}) + A \left( I + \frac{\tau}{2} A \right) u_k = \left( I + \frac{\tau}{2} A \right) g_k, \]
\[ g_k = g \left( t_k - \frac{\tau}{2} \right), \]
\[ t_k = kr, \quad -(N-1) \leq k \leq 0, \]
\[ u_{-N} = \alpha (u_0 + \mu (-Au_0 + g_0)) + \beta (-Au_0 + g_0 + \lambda (-Au_0 + f_0)) + \varphi, \quad \mu \leq 2\tau, \quad \lambda \leq 2\tau, \]
\[ u_{-N} = \alpha \left( u_{\lfloor \mu/\tau \rfloor} + \mu - \left( \frac{\mu}{\tau} \right) \frac{u_{\lfloor \mu/\tau \rfloor} - u_{\lfloor \mu/\tau \rfloor - 1}}{\tau} \right) \]
\[ + \beta \left( \frac{u_{\lfloor \mu/\tau \rfloor} - u_{\lfloor \mu/\tau \rfloor - 1}}{\tau} \right) \]
\[ + \left( \lambda - \left( \frac{\lambda}{\tau} \right) \frac{\tau - \frac{\tau}{2}}{\tau} \right) (f_{\lfloor \mu/\tau \rfloor} - Au_{\lfloor \mu/\tau \rfloor}) \]
\[ + \varphi, \quad \mu \leq 2\tau, \quad 2\tau < \lambda, \]
\[ u_{-N} = \alpha \left( u_{\lfloor \mu/\tau \rfloor} + \mu - \left( \frac{\mu}{\tau} \right) \frac{u_{\lfloor \mu/\tau \rfloor} - u_{\lfloor \mu/\tau \rfloor - 1}}{\tau} \right) \]
\[ + \beta \left( \frac{u_{\lfloor \mu/\tau \rfloor} - u_{\lfloor \mu/\tau \rfloor - 1}}{\tau} \right) \]
\[ + \left( \lambda - \left( \frac{\lambda}{\tau} \right) \frac{\tau - \frac{\tau}{2}}{\tau} \right) (f_{\lfloor \mu/\tau \rfloor} - Au_{\lfloor \mu/\tau \rfloor}) \]
\[ + \varphi, \quad 2\tau < \mu, \quad 2\tau < \lambda, \quad (247) \]

\[ \tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + \frac{1}{2} Au_k \]
\[ + \frac{1}{4} A (u_{k+1} + u_{k-1}) = f_k, \]
\[ f_k = f(t_k), \]
\[ t_k = kr, \quad 1 \leq k < N, \]
\[ \tau^{-1} (I + \tau^2 A) (u_1 - u_0) = Z_1, \]
\[ Z_1 = \frac{\tau}{2} (f(0) - Au_0) + (g(0) - Au_0), \]
\[ \tau^{-1} (u_k - u_{k-1}) + A \left( I + \frac{\tau}{2} A \right) u_k = \left( I + \frac{\tau}{2} A \right) g_k, \]
\[ g_k = g \left( t_k - \frac{\tau}{2} \right), \]
\[ t_k = kr, \quad -(N-1) \leq k \leq 0, \]
\[ u_{-N} = \alpha (u_0 + \mu (-Au_0 + g_0)) + \beta (-Au_0 + g_0 + \lambda (-Au_0 + f_0)) + \varphi, \quad \mu \leq 2\tau, \quad \lambda \leq 2\tau, \]
\[ u_{-N} = \alpha \left( u_{\lfloor \mu/\tau \rfloor} + \mu - \left( \frac{\mu}{\tau} \right) \frac{u_{\lfloor \mu/\tau \rfloor} - u_{\lfloor \mu/\tau \rfloor - 1}}{\tau} \right) \]
\[ + \beta \left( \frac{u_{\lfloor \mu/\tau \rfloor} - u_{\lfloor \mu/\tau \rfloor - 1}}{\tau} \right) \]
\[ + \left( \lambda - \left( \frac{\lambda}{\tau} \right) \frac{\tau - \frac{\tau}{2}}{\tau} \right) (f_{\lfloor \mu/\tau \rfloor} - Au_{\lfloor \mu/\tau \rfloor}) \]
\[ + \varphi, \quad 2\tau < \mu, \quad 2\tau < \lambda, \quad (248) \]

difference schemes for approximately solving boundary value problem (244) were presented. For the solution of these difference schemes, the following stability estimates are established.
Theorem 104 (see [82]). Suppose that $\varphi \in \mathcal{D}(A)$, $g_0 \in \mathcal{D}(A^{1/2})$, and $f_1 \in \mathcal{D}(A^{1/2})$. Then, for the solution of difference scheme (246), the following stability estimates hold:

$$\max_{-N \leq k \leq N} \|u_k\|_H 
\leq M \left[ \|\varphi\|_H + \|A^{1/2} f_1\|_H + \|A^{1/2} g_0\|_H 
+ \max_{2 \leq k < N} \|A^{1/2} (f_k - f_{k-1}) \tau^{-1}\|_H 
+ \max_{-N \leq k \leq 0} \|A^{1/2} (g_k - g_{k-1}) \tau^{-1}\|_H \right],$$

(249)

$$\max_{1 \leq k \leq N-1} \|\tau^{-2} (u_{k+1} - 2u_k + u_{k-1})\|_H + \max_{-N \leq k \leq N} \|A u_k\|_H 
+ \max_{-(N-1) \leq k \leq 0} \|\tau^{-1} (u_k - u_{k-1})\|_H \leq M \left[ \|\varphi\|_H + \|A^{1/2} f_1\|_H 
+ \|A^{1/2} g_0\|_H \right]$$

(250)

where $M$ does not depend on $\tau, f_k, 0 \leq k < N, g_k, -N < k \leq 0, \varphi$.

Theorem 105 (see [82]). Suppose that $\varphi \in \mathcal{D}(A)$, $g_0 \in \mathcal{D}(A^{1/2})$, and $f_0 \in \mathcal{D}(A^{1/2})$. Then for the solution of difference schemes (247) and (248) the following stability estimates hold:

$$\max_{-N \leq k \leq N} \|u_k\|_H \leq M \left[ \|\varphi\|_H + \|A^{1/2} f_0\|_H + \|A^{1/2} g_0\|_H 
+ \max_{1 \leq k \leq N-1} \|\tau^{-2} (f_{k+1} - 2f_k + f_{k-1})\|_H 
+ \max_{-N \leq k \leq 0} \|A^{1/2} g_0\|_H \right].$$

In applications, the stability estimates for the solutions of the difference schemes of the mixed type boundary value problems for hyperbolic-parabolic equations were obtained. The theoretical statements for the solution of these difference schemes for hyperbolic-parabolic equation were supported by the results of numerical experiments.

The generalization of stability estimates results of [82, 83] was presented in [84, 85] for the solution of the multipoint nonlocal boundary value problem

$$\frac{d^2 u(t)}{dt^2} + Au(t) = f(t) \quad (0 \leq t \leq T),$$

$$\frac{du(t)}{dt} + Au(t) = g(t) \quad (-T \leq t \leq 0),$$

$$u(-T) = \sum_{i=1}^{N} \alpha_i u(\mu_i) + \sum_{i=1}^{L} \beta_i \mu' (\lambda_i) + \varphi,$$

(251)

for differential equations of mixed type in Hilbert space $H$ with self-adjoint positive definite operator $A$.

In practice, the stability estimates for the solutions of difference schemes of the nonlocal boundary value problems for one-dimensional hyperbolic-parabolic equations with nonlocal boundary conditions in space variable and multidimensional hyperbolic-parabolic equations with Dirichlet and...
Neumann conditions in space variables were obtained. The method was illustrated by numerical examples.

In [90, 91], the nonlocal boundary value problem

\[
\frac{d^2 u(t)}{dt^2} + Au(t) = f(t) \quad (0 \leq t \leq T), \\
i \frac{du(t)}{dt} + Au(t) = g(t) \quad (-T \leq t \leq 0),
\]

\[Au(-T) = \alpha u(\mu) + \varphi, \quad 0 < \mu \leq T,
\]

for differential equations of hyperbolic-Schrödinger type in Hilbert space \(H\) with self-adjoint positive definite operator \(A\) was considered.

**Theorem 106** (see [90]). Suppose that \(\varphi \in D(A^{1/2})\), \(f(0) \in D(A^{1/2})\), and \(g(0) \in D(A^{1/2})\). Let \(f(t)\) be continuously differentiable on \([0, T]\) and let \(g(t)\) be twice continuously differentiable on \([-T, 0]\) functions. Then, there is a unique solution of problem (252) and the following stability inequalities hold, where \(M\) is independent of \(f(t)\), \(t \in [0, T]\), \(g(t), t \in [-T, 0]\), and \(\varphi\).

In applications, the stability estimates for the solutions of the mixed type boundary value problems for hyperbolic-Schrödinger equations were obtained. Difference schemes of first and second order of accuracy for approximate solutions of nonlocal boundary value problem (252) for hyperbolic-Schrödinger equations were investigated. Stability estimates for the solutions of these difference schemes were obtained. A finite difference method and some results of numerical experiments are presented in order to support theoretical statements.

In [126], difference schemes for the approximate numerical solutions of difference schemes of multipoint nonlocal boundary value problem for the multidimensional hyperbolic-parabolic equations with Dirichlet and Neumann conditions were investigated. Stability estimates for the solution of these difference schemes and their first and second orders difference derivatives were obtained. Numerical experiments of one-dimensional hyperbolic-parabolic equations with variable conditions in \(x\) and two-dimensional hyperbolic-parabolic equations were given. The theoretical statements for the solution of these difference schemes are supported by numerical examples.

Second, we consider the nonlocal boundary value problem

\[
\begin{align*}
\frac{d^2 u(t)}{dt^2} + Au(t) &= f(t), \quad 0 \leq t \leq T, \\
-i \frac{du(t)}{dt} + Au(t) &= g(t), \quad -T \leq t \leq 0, \\
u(-T) &= u(T), \quad u(0) = \varphi
\end{align*}
\]

for hyperbolic-elliptic differential equations in Hilbert space \(H\), with the self-adjoint positive definite operator \(A\).

Function \(u(t)\) is called a solution of problem (254) if the following conditions are satisfied:

(i) \(u(t)\) is twice continuously differentiable in the region \([-T, 0) \cup (0, T]\) and continuously differentiable on the segment \([-T, T]\).

(ii) The element \(u(t)\) belongs to \(D(A)\) for all \(t \in [-T, T]\), and the function \(Au(t)\) is continuous on \([-T, T]\).

(iii) \(u(t)\) satisfies the equations and boundary conditions (254).

**Theorem 107** (see [77]). Suppose that \(\varphi \in D(A)\), and let \(f(t)\) be continuously differentiable on \([0, T]\) and let \(g(t)\) be continuously differentiable on \([-T, 0]\) functions. Then there is a unique solution of problem (254) and the stability inequalities

\[
\begin{align*}
\max_{-T \leq t \leq T} \|u(t)\|_H \\
\leq M \left[ \|\varphi\|_H + \max_{-T \leq t \leq 0} \|A^{1/2} g(t)\|_H + \max_{0 \leq t \leq T} \|\varphi\|_H \\
+ \max_{0 \leq t \leq T} \|g(t)\|_H + \|A^{1/2} f(0)\|_H \\
+ \max_{0 \leq t \leq T} \|A^{1/2} f'(t)\|_H \right],
\end{align*}
\]

hold, where \(M\) is independent of \(f(t), t \in [0, T], g(t), t \in [-T, 0]\), and \(\varphi\).
≤ M \left[ \left\| A^{1/2} \psi \right\|_H + \int_{-T}^{0} \left\| g(t) \right\|_H dt + \int_{0}^{T} \left\| f(t) \right\|_H dt \right],

&= \max_{-\tau \leq t \leq 0} \| A \psi \|_H + \max_{-\tau \leq t \leq 0} \| \psi \|_H

≤ M \left[ \left\| A \psi \right\|_H + \int_{-T}^{0} \left\| g(t) \right\|_H dt + \int_{0}^{T} \left\| f(t) \right\|_H dt \right]

(255)

hold, where M does not depend on f(t), t ∈ [0,T], g(t), t ∈ [-T,0], and ψ.

In [77], applying the first order of accuracy difference scheme for hyperbolic equations and the second order of accuracy difference scheme for elliptic equations and the first order approximation formulae for nonlocal condition and continuity condition at t = 0, the following first order of accuracy difference scheme

\[
\frac{u_{k+1} - 2u_k + u_{k-1}}{\tau^2} + Au_{k+1} = f_k,
\]

\[
f_k = f(t_{k+1}),
\]

\[
t_{k+1} = (k+1)\tau, \quad 1 \leq k \leq N-1, \quad N\tau = T,
\]

\[
\frac{-u_{k+1} - 2u_k + u_{k-1}}{\tau^2} + Au_k = g_k,
\]

\[
g_k = g(t_k),
\]

\[
t_k = k\tau, \quad -N+1 \leq k \leq -1,
\]

\[
u_{-N} = u_N, \quad u_0 = \psi,
\]

\[
u_1 - u_0 = u_0 - u_{-1},
\]

for approximately solving nonlocal boundary value problem (254), was presented.

**Theorem 108** (see [77]). Let ψ ∈ D(A). Then, for the solution of difference scheme (256), the stability inequalities

\[
\max_{-N \leq k \leq N-1} \| u_k \|_H
\]

\[
\leq M \left[ \left\| \psi \right\|_H + \max_{-\tau \leq t \leq 0} \left\| A^{1/2} \psi \right\|_H \right]
\]

(258)
\[
\frac{u_{k+1} - 2u_k + u_{k-1}}{\tau^2} + \frac{1}{2}Au_k + \frac{1}{4}(Au_{k+1} + Au_{k-1}) = f_k, \\
f_k = f(t_k), \\
t_k = k\tau, \quad 1 \leq k \leq N - 1, \quad N\tau = T, \\
-g_k = g(t_k), \\
t_k = k\tau, \quad -N + 1 \leq k \leq -1, \\
\left( I + \frac{\tau^2 A}{4} \right)(u_1 - u_0) - \frac{\tau^2}{2}(f_0 - Au_0) = u_0 - u_{-1} - \frac{\tau^2}{2}(g_0 - Au_0), \\
f_0 = f(0), \quad g_0 = g(0), \\
u_0 = \varphi, \quad u_{-N} = u_N, \\
(259)
\]

for approximately solving nonlocal boundary value problem (254), was presented.

**Theorem 109** (see [77]). Let \( \varphi \in D(A) \). Then, for the solution of difference scheme (258), the stability inequalities

\[
\max_{-N \leq k \leq N} \|u_k\|_H \\
\leq M \left[ \|\varphi\|_H + \max_{-N+1 \leq k \leq 0} \|A^{-1/2}g_k\|_H \\
+ \max_{0 \leq k \leq N} \|A^{-1/2}f_k\|_H \right], \\
\max_{-N+1 \leq k \leq N} \left\| \frac{u_k - u_{k-1}}{\tau} \right\|_H + \max_{-N \leq k \leq N} \|A^{1/2}u_k\|_H \\
\leq M \left[ \left\| A^{1/2}\varphi \right\|_H + \sum_{k=-N+1}^{0} \tau \|g_k\|_H + \sum_{k=0}^{N-1} \tau \|f_k\|_H \right], \\
\max_{-N+1 \leq k \leq N} \left\| \frac{u_{k+1} - 2u_k + u_{k-1}}{\tau^2} \right\|_H + \max_{-N \leq k \leq N} \|Au_k\|_H \\
\leq M \left[ \|A\varphi\|_H + \|g_0\|_H + \|f_0\|_H \\
+ \sum_{k=-N+1}^{0} \|g_k - g_{k-1}\|_H + \sum_{k=1}^{N-1} \|f_k - f_{k-1}\|_H \right], \\
(260)
\]

hold, where \( M \) does not depend on \( \tau, \varphi, \) or \( f_k, \) \( 0 \leq k \leq N - 1, \) \( g_k, \) \( -N + 1 \leq k \leq 0. \)

**Theorem 110** (see [77]). Let \( \varphi \in D(A^{1/2}) \). Then, for the solution of difference scheme (259), the stability inequalities

\[
\max_{-N \leq k \leq N} \|u_k\|_H \\
\leq M \left[ \left\| (I \pm i\tau A^{1/2}) \varphi \right\|_H \\
+ \max_{-N+1 \leq k \leq 0} \|A^{-1/2}g_k\|_H \\
+ \max_{0 \leq k \leq N} \|A^{-1/2}f_k\|_H \right], \\
\max_{-N+1 \leq k \leq N} \left\| \frac{u_k - u_{k-1}}{\tau} \right\|_H + \max_{-N \leq k \leq N} \|A^{1/2}u_k\|_H \\
\leq M \left[ \|A^{1/2}(I \pm i\tau A^{1/2})\varphi\|_H + \|g_0\|_H + \|f_0\|_H \\
+ \sum_{k=-N+1}^{0} \tau \|g_k\|_H + \sum_{k=0}^{N-1} \tau \|f_k\|_H \right], \\
\max_{-N+1 \leq k \leq N} \left\| \frac{u_{k+1} - 2u_k + u_{k-1}}{\tau^2} \right\|_H + \max_{-N \leq k \leq N} \|Au_k\|_H \\
\leq M \left[ \|A(\pm i\tau A^{1/2})\varphi\|_H + \|g_0\|_H + \|f_0\|_H \\
+ \sum_{k=-N+1}^{0} \|g_k - g_{k-1}\|_H + \sum_{k=1}^{N-1} \|f_k - f_{k-1}\|_H \right], \\
(261)
\]

hold, where \( M \) does not depend on \( \tau, \varphi, \) or \( f_k, \) \( 0 \leq k \leq N - 1, \) \( g_k, \) \( -N + 1 \leq k \leq 0. \)

The generalization of stability estimates results of [77, 126] was presented in [86] for the solution of the multipoint nonlocal boundary value problem

\[
\begin{align*}
&u_{t_1}(t) + Au(t) = f(t), \quad 0 \leq t \leq T, \\
&-u_{t_1}(t) + Au(t) = g(t), \quad -T \leq t \leq 0, \\
&u(-1) = \sum_{k=1}^{p} a_k u(\theta_k) + \varphi, \quad 0 < \theta_1 < \cdots < \theta_p \leq T, \\
&u(0) = 0
\end{align*}
\]

for hyperbolic-elliptic differential equations of mixed type in Hilbert space \( H \) with self-adjoint positive definite operator \( A. \)

In practice, the stability estimates for the solutions of difference schemes of the nonlocal boundary value problems for one-dimensional hyperbolic-elliptic equations with nonlocal boundary conditions in space variable and multidimensional hyperbolic-elliptic equations with Dirichlet and Neumann conditions in space variables were obtained. The method was illustrated by numerical examples.
7.5. Stochastic Hyperbolic Equations. It is known that most problems for stochastic differential equations are applied to model diverse phenomena such as fluctuating stock prices or physical system subject to thermal fluctuations. Typically, stochastic differential equations incorporate white noise which can be thought of as the derivative of Brownian motion (or the Wiener process); however, it should be mentioned that other types of random fluctuations are possible, such as jump processes.

It is known that initial-boundary value problems for stochastic hyperbolic equations can be reduced to the Cauchy problem

\[ v''(t) dt = -Av(t) dt + f(t) dw_t, \quad 0 < t < T, \]
\[ v(0) = 0, \quad v'(0) = 0, \quad (263) \]

for the second order stochastic differential equation in Hilbert space \( H \) with self-adjoint positive definite operator \( A \) with \( A \geq \delta I \), where \( \delta > \delta_0 > 0 \). Here,

(i) \( u_t \) is a standard Wiener process given on the probability space \((\Omega, F, P)\);
(ii) for any \( z \in [0, T] \), \( f(z) \) is an element of the space \( M^2([0, T], H) \), where \( H_1 \) is a subspace of \( H \).

Here, \( M^2([0, T], H) \) denote the space of \( H \)-valued measurable processes which satisfy the following:

(a) \( \phi(t) \) is \( F_t \) measurable, a.e. in \( t \).
(b) Consider \( E \int_0^T \|\phi(t)\|^2 dt < \infty \).

It is clear that under assumptions (i)-(ii) Cauchy problem (263) has a unique mild solution, which is represented by the following formula:

\[ v(t) = \int_0^t S(t - z, A) f(z) dw_z. \]

**Theorem 111** (see [93]). Let \( v(t_k) \) be the solution of (263) at the grid points \( t = t_k \). Then \( (v(t_k))_{k=0}^N \) is the solution of the initial value problem for the following difference equation:

\[ \frac{1}{\tau^2} \left( v(t_{k+1}) - 2v(t_k) + v(t_{k-1}) \right) + \frac{2}{\tau^2} (I - C(\tau, A)) v(t_k) = f_k, \]
\[ f_k = \frac{1}{\tau} \left( f_{j,k+1} + S(\tau, A) f_{j,k-1} - C(\tau, A) f_{j,k} \right), \]
\[ f_{1,k} = \frac{1}{\tau} \int_{j-1}^{j} S(t_k - z, A) f(z) dw_z, \]
\[ f_{2,k} = \frac{1}{\tau} \int_{j-1}^{j} C(t_k - z, A) f(z) dw_z, \]

\[ 1 \leq k \leq N - 1, \]
\[ v(0) = 0, \quad v(\tau) = \tau f_{1,1}. \]

For the approximate solution of problem (263), we need to approximate the expressions

\[ f_{1,k} = \frac{1}{\tau} \int_{j-1}^{j} S(t_k - z, A) f(z) dw_z, \]
\[ f_{2,k} = \frac{1}{\tau} \int_{j-1}^{j} C(t_k - z, A) f(z) dw_z, \]
\[ \exp \left( \tau r A^{1/2} \right). \]

Using Taylor’s formula and Padé approximation of the function \( e^{-\tau z} \) at \( z = 0 \), we can construct the following two-step difference scheme:

\[ \frac{1}{\tau^2} (u_{k+1} - 2u_k + u_{k-1}) + \frac{1}{2} Au_k + \frac{1}{4} Au_{k+1} + Au_{k-1} = \frac{1}{\tau} \left( \left( I + \frac{1}{4} \tau^2 A \right) f_{1,k+1} + \tau f_{2,k} - \left( I - \frac{1}{4} \tau^2 A \right) f_{1,k} \right), \]
\[ f_k = kr, \quad 1 \leq k \leq N - 1, \]
\[ u_0 = 0, \quad u_1 = \tau f_{1,1}, \]

(267)

for the approximate solution of problem (263).

**Theorem 112** (see [93]). Assume that

\[ E \int_0^T \|Af(t)\|^2_H dt \leq C. \]

Then the estimate of convergence

\[ \left( \sum_{k=1}^N E \| v(t_k) - u_k \|^2_H \right)^{1/2} \leq C_1(\delta) \tau \]

holds. Here, \( C_1(\delta) \) does not depend on \( \tau \).

In applications, the initial-boundary value problem for one-dimensional stochastic hyperbolic equation

\[ u_{tt}(t, x) dt - (a(x) u_x)_x dt + \delta u(t, x) dt = f(t, x) dw_t, \]
\[ 0 < t < T, \quad 0 < x < 1, \]
\[ u(0, x) = u_0(0, x) = 0, \quad 0 \leq x \leq 1, \]
\[ u(t, 0) = u(t, 1), \quad u_x(t, 0) = u_x(t, 1), \quad 0 \leq t \leq T, \]

(270)

was considered. Here \( \delta > 0, a(x) \geq a > 0, a(1) = a(0) (x \in (0, 1)), \) and \( f(t, x) \) \((t \in [0, T], x \in [0, 1])\) are smooth functions with respect to \( x \).

The discretization of problem (270) is carried out in two steps. In the first step, we define the grid space

\[ [0, 1]_h = [x_n : x_n = nh, 0 \leq n \leq M, Mh = 1]. \]

(271)

Let us introduce the Hilbert space \( L_{2h} = L_2([0, 1], [0, 1]) \) of the grid functions \( \phi^h(x) = \{\phi^h_{n+1}^{M-1}\} \) defined on \([0, 1]_h\), equipped with the norm

\[ \|\phi^h\|_{L_{2h}} = \left( \sum_{x \in [0, 1]_h} |\phi(x)|^2 h \right)^{1/2}. \]

(272)
To the differential operator $A$ generated by problem (270), we assign the difference operator $A^h$ by the formula

$$ A^h \psi^h(x) = \left[ -\left(a(x)\varphi x\right)_{x,x} + \delta \varphi^h\right]_{M-1} \quad (273) $$

acting in the space of grid functions $\varphi^h(x) = \{\varphi^h(x)\}^M_0$ satisfying the conditions $\varphi^h_0 = \varphi^h_M$, $\varphi^h_1 = \varphi^h_0 - \varphi^h_M$. It is well-known that $A^h$ is a self-adjoint positive definite operator in $L_{2h}$. With the help of $A^h$, we arrive at the following initial value problem:

$$ u^h(t,x) dt + A^h u^h(t,x) dt = f^h(t,x) dw_t, \quad 0 < t < T, \quad x \in \Omega^h, $$

$$ u^h(0,x) = u^h_0(0,x) = 0, \quad x \in [0,1]h. \quad (274) $$

In the second step, we replace (274) with difference scheme (267):

$$ \frac{1}{\tau} \left( u^h_{k+1}(x) - 2u^h_k(x) + u^h_{k-1}(x) \right) + \frac{1}{2} A_{x}^h u^h_{k+1}(x) $$

$$ + \frac{1}{4} \left( A_{x}^h u^h_{k+1}(x) + A_{x}^h u^h_{k-1}(x) \right) = \psi^h_k(x), $$

$$ \psi^h_k(x) = \frac{1}{\tau} \left( \left( I + \frac{1}{2} \tau^2 A_{x}^h \right) \psi^h_{k+1}(x) + \tau \psi^h_{2,k}(x) \right) $$

$$ - \left( I - \frac{1}{4} \tau^2 A_{x}^h \right) \psi^h_{1,k}(x), $$

$$ \psi^h_{1,k}(x) = - \frac{1}{\tau} \int_{t_{k-1}}^{t_k} (z - t_k) f^h(z,x) dw_z, $$

$$ \psi^h_{2,k}(x) = \frac{1}{\tau} \int_{t_{k-1}}^{t_k} f(z) dw_z, $$

$$ t_k = k \tau, \quad 1 \leq k \leq N - 1, \quad x \in [0,1]h, $$

$$ u^h_0(x) = 0, \quad u^h_1(x) = - \int_0^\tau (z - \tau) f^h(z,x) dw_z, $$

$$ x \in [0,1]h. \quad (275) $$

**Theorem 113** (see [93]). Let $\tau$ and $h$ be sufficiently small numbers. Then, the solutions of difference scheme (275) satisfy the following convergence estimate:

$$ \left( \sum_{k=1}^{N} E \left\| u^h_k(t_k) - u^h_k \right\|_{L_{2h}} \right)^{1/2} \leq C(\delta) (\tau + h), \quad (266) $$

where $C(\delta)$ does not depend on $\tau$ or $h.$

The proof of Theorem 113 is based on the abstract Theorem 112 and the symmetry properties of the difference operator $A^h$ defined by formula (273).

Second, let $\Omega$ be the unit open cube in the $n$-dimensional Euclidean space $R^n = \{x = (x_1, \ldots, x_n) : 0 < x_i < 1, i = 1, \ldots, n\}$ with boundary $S, \bar{\Omega} = \Omega \cup S$. In $[0,T] \times \Omega$, the mixed boundary value problem for the multidimensional parabolic equation

$$ u_{tt}(t,x) dt - \sum_{r=1}^{n} \left( a_r(x) u_{x_r} \right)_{x_r} dt = f(t,x) dw_t, \quad 0 < t < T, \quad x \in \Omega, $$

$$ u(0,x) = u_0(0,x) = 0, \quad x \in \bar{\Omega}, \quad u(t,x) = 0, \quad x \in S, \quad 0 \leq t \leq T, $$

with the Dirichlet condition, was considered. Here $a_r(x), (x \in \Omega),$ and $f(t,x) (t \in (0,1), x \in \Omega)$ are given smooth functions with respect to $x$ and $a_r(x) \geq \alpha > 0.$

The discretization of problem (277) is carried out in two steps. In the first step, define the grid space $\bar{\Omega}_h = \{x = x_m = (h_1 m_1, \ldots, h_m m_n) ; m = (m_1, \ldots, m_n), 0 \leq m_r \leq N_r, h_r N_r = 1, r = 1, \ldots, n\}, \Omega_h = \bar{\Omega}_h \cap \Omega, S_h = \bar{\Omega}_h \cap S.$

Let $L_{2h}$ denote the Hilbert space

$$ L_{2h} = L_2(\bar{\Omega}_h) = \left\{ \varphi^h(x) : \left( \sum_{x \in \Omega_h} \right) \right] \frac{1}{2}^{1/2} < \infty \right\}. $$

The differential operator $A$ in (277) is replaced with

$$ A_{x}^h u^h(x) = - \sum_{r=1}^{n} \left( a_r(x) u_{x_r} \right)_{x_r}, \quad (279) $$

where the difference operator $A^h$ is defined on those grid functions $u^h(x) = 0, \quad \forall x \in S_h.$ It is well-known that $A^h$ is a self-adjoint positive definite operator in $L_{2h}$.

Using (279), we arrive at the following initial value problem:

$$ u_{tt}(t,x) dt + A_{x}^h u^h(t,x) dt = f^h(t,x) dw_t, \quad 0 < t < T, \quad x \in \Omega_h, $$

$$ u^h(0,x) = u^h_0(0,x) = 0, \quad x \in \bar{\Omega}_h,$$
In the second step, we replace (280) with difference scheme (267):

\[
\frac{1}{\tau^2} \left( u_{k+1}^h(x) - 2u_k^h(x) + u_{k-1}^h(x) \right) + \frac{1}{2} A_h^2 u_k^h(x) \\
+ \frac{1}{4} \left( A_h^2 u_{k+1}^h(x) + A_h^2 u_{k-1}^h(x) \right) = \phi_k^h(x),
\]

\[
\phi_k^h(x) = \frac{1}{\tau} \left( \left( I + \frac{1}{4} \tau^2 A_h^2 \right) \phi_{L,k+1}^h(x) + \frac{\tau}{2} \phi_k^h(x) \\
- \left( I - \frac{1}{4} \tau^2 A_h^2 \right) \phi_{L,k}^h(x) \right),
\]

\[
\phi_{L,k}^h(x) = \frac{1}{\tau} \int_{t_k}^{t_{k+1}} \left( z - t_k \right) f^h(z, x) \, dz,
\]

\[
t_k = k \tau, \quad 1 \leq k \leq N - 1, \quad x \in \Omega_h,
\]

\[
u_k^h(x) = 0, \quad \nu_1^h(x) = -\int_0^\tau (z - \tau) f^h(z, x) \, dz,
\]

\[
x \in \Omega_h.
\]

**Theorem 114** (see [93]). Let \( \tau \) and \( |h| = \sqrt{\tau^2 + \cdots + h_n^2} \) be sufficiently small numbers. Then, the solution of difference scheme (281) satisfies the following convergence estimate:

\[
\left( \sum_{k=1}^N E \| u^h(t_k) - u_k^h \|_{L^2(\Omega)}^2 \right)^{1/2} \leq C(\delta) \left( \tau + |h|^2 \right),
\]

where \( C(\delta) \) does not depend on \( \tau \) or \( |h| \).

The proof of Theorem 114 is based on the abstract Theorem 112 and the symmetry properties of the difference operator \( A_h^2 \) defined by formula (279).

Third, in \([0, T] \times \Omega\), the mixed boundary value problem for the multidimensional parabolic equation

\[
u_t(t, x) dt - \sum_{r=1}^n (a_r(x) \nu_{x_r}) dt \]

\[
+ \delta u(t, x) dt = f(t, x) \, dz,
\]

\[
0 < t < T, \quad x = (x_1, \ldots, x_n) \in \Omega,
\]

\[
u(0, x) = \nu_t(0, x) = 0, \quad x \in \overline{\Omega},
\]

\[
\frac{\partial u(t, x)}{\partial \hat{n}} = 0, \quad x \in \partial \Omega, 0 \leq t \leq T,
\]

with the Neumann condition, was considered. Here \( \hat{n} \) is the normal vector to \( \Omega \). Here \( \delta > 0, a_r(x), (x \in \Omega), \) and \( f(t, x) (t \in (0, 1), x \in \Omega) \) are given smooth functions with respect to \( x \) and \( a_r(x) \geq a > 0 \).

The discretization of problem (283) is carried out in two steps. In the first step, the differential operator \( A \) in (283) is replaced with

\[
A_h^2 u(t, x) = -\sum_{r=1}^n (a_r(x) \nu_{x_r})_{x_r} + \delta u^h(x),
\]

where the difference operator \( A_h^2 \) is defined on those grid functions \( D^h u^h(x) = 0 \), for all \( x \in S_h \), where \( D^h u^h(x) = 0 \) is the second order of approximation of \( \partial u(t, x)/\partial \hat{n} \). It is easy to see that \( A_h^2 \) is a self-adjoint positive definite operator in \( L^2(\Omega) \).

Using (284), we arrive at the following initial value problem:

\[
u^h_i(t, x) dt + A_h^2 \nu^h_i(t, x) dt = f^h(t, x) \, dw_i,
\]

\[
0 < t < T, \quad x \in \Omega_h,
\]

\[
u^h(0, x) = \nu^h(0, x) = 0, \quad x \in \Omega_h.
\]

In the second step, we replace (285) with the difference scheme (267):

\[
\frac{1}{\tau^2} \left( u_{k+1}^h(x) - 2u_k^h(x) + u_{k-1}^h(x) \right) + \frac{1}{2} A_h^2 u_k^h(x) \\
+ \frac{1}{4} \left( A_h^2 u_{k+1}^h(x) + A_h^2 u_{k-1}^h(x) \right) = \phi_k^h(x),
\]

\[
\phi_k^h(x) = \frac{1}{\tau} \left( \left( I + \frac{1}{4} \tau^2 A_h^2 \right) \phi_{L,k+1}^h(x) + \frac{\tau}{2} \phi_k^h(x) \\
- \left( I - \frac{1}{4} \tau^2 A_h^2 \right) \phi_{L,k}^h(x) \right),
\]

\[
\phi_{L,k}^h(x) = \frac{1}{\tau} \int_{t_k}^{t_{k+1}} \left( z - t_k \right) f^h(z, x) \, dz,
\]

\[
t_k = k \tau, \quad 1 \leq k \leq N - 1, \quad x \in \Omega_h,
\]

\[
u_k^h(x) = 0, \quad \nu_1^h(x) = -\int_0^\tau (z - \tau) f^h(z, x) \, dz,
\]

\[
x \in \Omega_h.
\]

**Theorem 115** (see [93]). Let \( \tau \) and \( |h| = \sqrt{\tau^2 + \cdots + h_n^2} \) be sufficiently small numbers. Then, the solution of difference scheme (286) satisfies the following convergence estimate:

\[
\left( \sum_{k=1}^N E \| u^h(t_k) - u_k^h \|_{L^2(\Omega)}^2 \right)^{1/2} \leq C(\delta) \left( \tau + |h|^2 \right),
\]

where \( C(\delta) \) does not depend on \( \tau \) or \( |h| \).

The proof of Theorem 115 is based on the abstract Theorem 112 and the symmetry properties of the difference operator \( A_h^2 \) defined by formula (284).
Fourth, in $[0, T] \times \Omega$, the mixed boundary value problem for the multidimensional parabolic equation

$$u_t(t, x) dt - \sum_{r=1}^{n} (a_r(x) u_{x_r})_x, dt + \delta u(t, x) dt = f(t, x) dw_t,$$

$$0 < t < T, \quad x = (x_1, \ldots, x_n) \in \Omega,$$

$$u(0, x) = u_t(0, x) = 0, \quad x \in \Omega,$$

$$0 \leq t \leq T, \quad S_1 \cup S_2 = S,$$

$$u(t, x) = u_x(t, x), \quad x \in S_1,$$

with the Dirichlet and Neumann conditions was considered. Here $\Omega$ is the normal vector to $\Omega$. Here $\delta > 0$, $a_r(x) \in \Omega$, and $f(t, x)$ are given smooth functions with respect to $x$ and $a_r(x) \geq a > 0$.

The discretization of problem (288) is carried out in two steps. In the first step, the differential operator $A$ in (288) is replaced with

$$A^{h}_n u^h(x) = -\sum_{r=1}^{n} (a_r(x) u_{x_r}^h) + \delta u^h(x), \quad \text{(289)}$$

where the difference operator $A^{h}_n$ is defined on those grid functions $u^h(x) = 0$, for all $x \in S_1^h$ and $D^r u^h(x) = 0$, for all $x \in S_1^h$, $S_1^h \cup S_2^h = S$, where $D^r u^h(x)$ is the second order of approximation of $\partial u(t, x)/\partial t$. By [101], we can conclude that $A^{x}_h$ is a self-adjoint positive definite operator in $L^2_h$. Using (289), we arrive at initial value problem (285).

In the second step, we replace (285) with difference scheme (267):

$$\frac{1}{h^2} \left( u^h_{k+1} (x) - 2 u^h_k (x) + u^h_{k-1} (x) \right) + \frac{1}{2} A^h_n u^h_k (x) \right) + \frac{1}{4} \left( A^x_n u^h_{k+1} (x) + A^x_n u^h_{k-1} (x) \right) = \phi^h_k (x),$$

$$\phi^h_k = \frac{1}{\tau} \left( \left( I + \frac{1}{4} \tau^2 A^h_n \right) \phi^h_{k+1} (x) + \tau \phi^h_{2k} (x) \right) \right) - \left( I - \frac{1}{4} \tau^2 A^x_n \right) \phi^h_{1k} (x),$$

$$\phi^h_{1k} (x) = \frac{1}{\tau} \int_{t_{k-1}}^{t_k} (z - t_k) f^h(z, x) dw_z,$$

$$\phi^h_{2k} (x) = \frac{1}{\tau} \int_{t_{k-1}}^{t_k} f(z) dw_z,$$

$$t_k = k \tau, \quad 1 \leq k \leq N - 1, \quad N \tau = T, \quad x \in \Omega_h,$$

$$u^h_0 (x) = 0, \quad u^h_1 (x) = -\int_{0}^{t} (z - \tau) f^h(z, x) dw_z,$$

$$x \in \Omega_h.$$

Theorem 116 (see [93]). Let $\tau$ and $|h| = \sqrt{h_1^2 + \cdots + h_n^2}$ be sufficiently small numbers. Then, the solution of difference scheme (290) satisfies the following convergence estimate:

$$\left( \sum_{k=1}^{N} E \left\| u^h_k (t) - u^h_k \right\|_{L^2_h}^2 \right)^{1/2} \leq C(\delta) (\tau + |h|^2), \quad \text{(291)}$$

where $C(\delta)$ does not depend on $\tau$ or $|h|$.

The proof of Theorem 116 is based on abstract Theorem 112 and the symmetry properties of the difference operator $A^x_n$ defined by formula (284).

In [92], the initial value problem

$$dv(t) + Av(t) dt = f(t) dw_t, \quad 0 < t < T,$$

$$v(0) = \varphi, \quad \dot{v}(0) = \psi,$$

for a stochastic hyperbolic equation in Hilbert space $H$ with self-adjoint positive definite operator $A$ with $A \geq \delta I$, where $\delta > \delta_0 > 0$, was investigated. In addition to (i) and (ii), we put the following:

(iii) $\varphi$ and $\psi$ are elements of the space $M^2_h([0, T], H_2)$ of $H_2$-valued measurable processes, where $H_2$ is a subspace of $H$.

Then, under assumptions (i), (ii), and (iii), initial value problem (292) has a unique mild solution given by the formula

$$v(t) = C(t, A) \varphi + S(t, A) \psi + \int_{0}^{t} S(t - z, A) f(z) dw_z.$$

Applying the method of [93] and formula (293), the difference scheme for the approximate solution of initial value problem (292) was constructed and investigated. The convergence estimate for the solution of the difference scheme was proved. In applications, the theorems on convergence estimates for the solution of difference schemes for the approximate solution of initial-boundary value problems for hyperbolic equations with Neumann, Dirichlet, Dirichlet-Neumann, and Neumann-Dirichlet conditions were proved. Thus, results show that the error is stable and decreases in an exponential manner.

7.6. Fractional Hyperbolic Equations. In [96], the initial value problem

$$\frac{d^2 v(t)}{dt^2} + D^{1/2}_1 v(t) + Av(t) = f(t), \quad 0 < t < T,$$

$$v(0) = 0, \quad \dot{v}(0) = \psi,$$

for the fractional differential equation of the hyperbolic type in Hilbert space $H$ with self-adjoint positive definite operator $A$ with $A \geq \delta I$, where $\delta > \delta_0 > 0$ was considered.
Abstract and Applied Analysis

Function \( v(t) \) is called a solution of problem (294) if the following conditions are satisfied:

(i) \( v(t) \) is twice continuously differentiable on the segment \([0, T]\).

(ii) The element \( v(t) \) belongs to \( D(A) \) for all \( t \in [0, T] \) and the function \( Av(t) \) is continuous on the segment \([0, T]\).

(iii) \( u(t) \) satisfies the equation and initial conditions (294).

**Theorem 117** (see [96]). Suppose that \( \psi \in H \) and let \( f(t) \) be a continuous function defined on \([0, T]\). Then, the following stability estimates hold:

\[
\max_{0 \leq s \leq T} \left\| v(s) \right\|_H + \max_{0 \leq s \leq T} \left\| v(s) \right\|_H \\
+ \max_{0 \leq s \leq T} \left\| D^{1/2}v(s) \right\|_H + \max_{0 \leq s \leq T} \left\| v(s) + v(t) \right\|_H \\
\leq M \left[ \max_{0 \leq s \leq T} \left\| f(t) \right\|_H + \left\| \psi \right\|_H \right].
\]

(295)

Suppose that \( \psi = 0 \) and \( f(t) \) is a continuously differentiable function defined \([0, T]\). Then, the following stability estimates hold:

\[
\max_{0 \leq s \leq T} \left\| D^2v(t) \right\|_H + \max_{0 \leq s \leq T} \left\| Av(t) \right\|_H + \max_{0 \leq s \leq T} \left\| D^{1/2}v(t) \right\|_H \\
\leq M \left[ \left\| f(0) \right\|_H + \max_{0 \leq s \leq T} \left\| f'(t) \right\|_H \right].
\]

(296)

**Theorem 118** (see [96]). For solutions of mixed problem (297), one has the following stability inequalities:

\[
\max_{0 \leq s \leq T} \left\| u(t, \cdot) \right\|_{L^2([0, 1])} + \max_{0 \leq s \leq T} \left\| u_t(t, \cdot) \right\|_{L^2([0, 1])} \\
\leq M \max_{0 \leq s \leq T} \left\| f(t, \cdot) \right\|_{L^2([0, 1])},
\]

\[
\max_{0 \leq s \leq T} \left\| u_{xx}(t, \cdot) \right\|_{L^2([0, 1])} + \max_{0 \leq s \leq T} \left\| u_{xt}(t, \cdot) \right\|_{L^2([0, 1])} \\
\leq M \left[ \max_{0 \leq s \leq T} \left\| f_1(t, \cdot) \right\|_{L^2([0, 1])} + \left\| f(0, \cdot) \right\|_{L^2([0, 1])} \right].
\]

(298)

where \( M \) does not depend on \( f(t, x) \).

The proof of Theorem 118 is based on abstract Theorem 117 and the symmetry properties of the operator \( A^\circ \) defined by formula (297).

Second, let \( \Omega \) be the unit open cube in the \( m \)-dimensional Euclidean space \( \mathbb{R}^m \) \( x = (x_1, \ldots, x_m) \) \( 0 < x_j < 1, 1 \leq j \leq m \) with boundary \( S, \Omega = \Omega \cup \bar{S} \). In \([0, T] \times \Omega \), the mixed boundary value problem for the multidimensional fractional hyperbolic equation

\[
\frac{\partial^2 u(t, x)}{\partial t^2} = \sum_{r=1}^{m} \left( a_r(x) u_{x_r} \right)_{x_r} + D^{1/2}u(t, x) = f(t, x),
\]

\[
x = (x_1, \ldots, x_m) \in \Omega, \quad 0 < t < T,
\]

\[
u(0, x) = 0, \quad u_t(0, x) = 0, \quad 0 \leq x \leq 1,
\]

\[
u(t, 0) = 0, \quad u_t(t, 0) = u_x(t, 1), \quad 0 \leq t \leq T,
\]

\[
u(t, 1) = 0, \quad u_x(t, 1) = 0, \quad 0 \leq t \leq T,
\]

was considered. Here \( a_r(x), (x \in \Omega) \), and \( f(t, x) \) \( (t \in (0, T), x \in \Omega) \) are given smooth functions and \( a_r(x) \geq a > 0 \).

Problem (299) has a unique smooth solution \( u(t, x) \) for the smooth functions \( a_r(x) \) and \( f(t, x) \). This allows us to reduce mixed problem (299) to initial-boundary value problem (294) in Hilbert space \( H = L^2(\Omega) \) with self-adjoint positive definite operator \( A^\circ \) defined by formula (299).

**Theorem 119** (see [96]). For the solutions of mixed problem (299), the following stability inequalities

\[
\max_{0 \leq s \leq T} \left\| u(t, \cdot) \right\|_{L^2(\Omega)} + \max_{0 \leq s \leq T} \left\| u_t(t, \cdot) \right\|_{L^2(\Omega)} \\
\leq M \max_{0 \leq s \leq T} \left\| f(t, \cdot) \right\|_{L^2(\Omega)},
\]

\[
\max_{0 \leq s \leq T} \left\| u_{xx}(t, \cdot) \right\|_{L^2(\Omega)} + \max_{0 \leq s \leq T} \left\| u_{xt}(t, \cdot) \right\|_{L^2(\Omega)} \\
\leq M \left[ \max_{0 \leq s \leq T} \left\| f_1(t, \cdot) \right\|_{L^2(\Omega)} + \left\| f(0, \cdot) \right\|_{L^2(\Omega)} \right].
\]
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hold, where \( M \) does not depend on \( f(t, x) \).

The proof of Theorem 119 is based on Theorem 117, the symmetry properties of the operator \( A^\circ \) defined by formula (299), and Theorem 70 on the coercivity inequality for the solution of the elliptic differential problem in \( L^2(\Omega) \).
Let us associate initial-boundary value problem (294) with corresponding first order of accuracy difference scheme
\[
\tau^{-2} (u_{k+1} - 2u_k + u_{k-1}) + Au_{k+1} \nonumber \\
+ \frac{1}{\sqrt{m}} \sum_{m=1}^{k} \frac{1}{(k-m)!} \int_{0}^{\tau} t^{k-m-1/2} e^{-t} dt \\
. \frac{f_m - f_{m-1}}{\tau^{1/2}} = f_k, \quad (301)
\]
\[
t_k = k \tau, \quad 1 \leq k \leq N - 1, \quad N \tau = T; \nonumber \\
u_0 = 0, \nonumber \\
(I + \tau^2 A) \tau^{-1} (u_1 - u_0) = \psi.
\]

**Theorem 120** (see [96]). Suppose that \( \psi \in D(A^{1/2}) \). Then, for the solution of difference scheme (301), the stability inequalities
\[
\max_{0 \leq k \leq N} \|u_k\|_{H^2} \leq M \left\{ \sum_{s=1}^{N-1} \|A^{-1/2} f_s\|_{H^2} + \|A^{-1/2} \psi\|_{H^2} \right\}, \nonumber \\
\max_{0 \leq k \leq N} \|A^{1/2} u_k\|_{H} \leq M \left\{ \sum_{s=1}^{N-1} \|f_s\|_{H} + \|\psi\|_{H} \right\}, \quad (302)
\]
\[
\max_{1 \leq k \leq N} \|H^{-2} (u_{k+1} - 2u_k + u_{k-1})\|_{H} + \max_{0 \leq k \leq N} \|Au_k\|_{H} \nonumber \\
\leq M_1 \left\{ \sum_{s=2}^{N-1} \|f_s - f_{s-1}\|_{H} + \|f_1\|_{H} + \|A^{1/2} \psi\|_{H} \right\}, \quad (303)
\]
hold, where \( M_1 \) does not depend on \( \tau \), \( \psi \), or \( f_s \), \( 1 \leq s \leq N - 1 \).

First, initial-boundary value problem (297) for one-dimensional fractional hyperbolic equation was considered.

The discretization of problem (297) is carried out in two steps.

In the first step, let us define the grid space
\[
[0, 1]_h = \{ x : x = r h, 0 \leq r \leq M, M h = 1 \}. \quad (304)
\]
We introduce the Hilbert space \( L_{2h} = L_2([0, 1]_h) \) of the grid functions \( \phi^h(x) = \{ \phi^r \}_{r=1}^{M-1} \) defined on \([0, 1]_h \), equipped with the norm
\[
\|\phi^h\|_{L_{2h}} = \left( \sum_{r=1}^{M-1} \|\phi^r(x)^2\| h \right)^{1/2}. \quad (305)
\]
To the differential operator \( A \) generated by problem (297), we assign the difference operator \( A^h \) by the formula
\[
A^h \phi^h(x) = \{- (a(x) \phi_x)_x + \phi \}_{x=1}^{M-1}. \quad (306)
\]
acting in the space of grid functions \( \phi^h(x) = \{ \phi^r \}_{r=1}^{M} \) satisfying the conditions \( \phi_0 = \phi_1 \), \( \phi_1 - \phi_0 = \phi_{M-1} \). It is well-known that \( A^h \) is a self-adjoint positive definite operator in \( L_{2h} \). With the help of \( A^h \), we arrive the following initial value problem
\[
\frac{d^2 \phi^h(t, x)}{dt^2} + \frac{D^{1/2}}{t} \phi^h(t, x) + A^h \phi^h(t, x) = f^h(t, x), \nonumber \\
0 \leq t \leq T, \quad x \in [0, 1]_h, \quad (307)
\]
for an infinite system of ordinary fractional differential equations.

In the second step, we replace problem (306) with difference scheme (308):
\[
\frac{u^h_{k+1} - 2u^h_k + u^h_{k-1}}{\tau^2} + \frac{1}{\sqrt{m}} \sum_{m=1}^{k} \frac{1}{(k-m)!} \int_{0}^{\tau} t^{k-m-1/2} e^{-t} dt \\
. \frac{f_m - f_{m-1}}{\tau^{1/2}} = f_k, \quad (309)
\]
\[
\max_{0 \leq k \leq N} \|u^h_k\|_{L_{2h}} + \max_{0 \leq k \leq N} \max_{1 \leq r \leq N} \|u^h_r\|_{L_{2h}} \nonumber \\
\leq M_1 \max_{1 \leq k \leq N} \|f^h_k\|_{L_{2h}}, \quad (309)
\]
\[
\max_{1 \leq k \leq N} \|H^{-2} (u_{k+1} - 2u_k + u_{k-1})\|_{L_{2h}} + \max_{0 \leq k \leq N} \|u^h_k\|_{L_{2h}} \nonumber \\
\leq M_1 \left[ \|f^h_k\|_{L_{2h}} + \max_{0 \leq k \leq N} \|f^h_k - f^h_{k-1}\|_{L_{2h}} \right]. \quad (309)
\]
Here \( M_1 \) does not depend on \( \tau, h \) or \( f^h_k \), \( 1 \leq k < N \).

The proof of Theorem 121 is based on abstract Theorem 117 and the symmetry properties of the operator \( A^h \) defined by (305).

Second, initial-boundary value problem (299) for the \( m \)-dimensional hyperbolic equation is considered. The discretization of problem (299) is carried out in two steps.
In the first step, let us define the grid sets
\[ \Omega_h = \{ x = x = (h_1 r_1, \ldots, h_m r_m), r = (r_1, \ldots, r_m), \] \[ 0 \leq r_j \leq N, h_j N_j = 1, j = 1, \ldots, m\}, \] \[ \Omega = \bigcup \Omega_h, S_h = \Omega_h \cap S. \]

We introduce the Banach space \( L_2(\Omega_h) \) of the grid functions \( u_h(x) = \{ u_h(h_1 r_1, \ldots, h_m r_m) \} \) defined on \( \Omega_h \), equipped with the norm
\[ \| u_h \|_{L_2(\Omega_h)} = \left( \sum_{x \in \Omega_h} | u_h(x) |^2 h_1 \cdots h_m \right)^{1/2}. \] (310)

To the differential operator \( A \) generated by problem (299), we assign the difference operator \( A_h^x \) by the formula
\[ A_h^x u_h = - \sum_{r=1}^m (a_r(x) u_h)_{x, i_r}, \] (311)
acting in the space of grid functions \( u_h(x) \), satisfying the conditions \( a_r(x) = 0 \) for all \( x \in S_h \). It is known that \( A_h^x \) is a self-adjoint positive definite operator in \( L_2(\Omega_h) \). With the help of \( A_h^x \), we arrive at the initial-boundary value problem
\[ \frac{d^2 v_h(t, x)}{dt^2} + D^{1/2} v_h(t, x) + A_h^x v_h(t, x) = f_h(t, x), \] \[ 0 \leq t \leq T, \ x \in \Omega_h, \] (312)
\[ v_h(0, x) = 0, \quad \frac{dv_h(0, x)}{dt} = 0, \] \( \ x \in \Omega_h \)
for an infinite system of ordinary fractional differential equations.

In the second step, we replace problem (312) with difference scheme (310):\[ \frac{u_{k+1}^h(x) - 2u_k^h(x) + u_{k-1}^h(x)}{\tau^2} + \left( \frac{h_k - h_{k-1}}{k!} \right) \left( \frac{u_{m+k}^h - u_{m+k-1}^h}{\tau^{1/2}} \right) \] \[ + A_h^x u_{k+1}^h = f_k^h(x), \] \( x \in \Omega_h, \) \[ f_{k+1}^h(x) = f(t_{k+1}, x), \) \[ t_{k+1} = (k + 1) \tau, \ 1 \leq k \leq N - 1, \ N \tau = T, \] \[ I + \tau^2 A_h^x \frac{u_k^h(x) - u_k^h(x)}{\tau} - 0, \] \( u_0^h(x) = 0, \ x \in \Omega_h. \] (313)

\[ \text{Theorem 122} \] (see \[94, 96\]). Let \( \tau \) and \( |h| \) be sufficiently small numbers. Then, the solutions of difference scheme (313) satisfy the following stability estimates:
\[ \max_{0 \leq k \leq N} \| u_k^h \|_{L_2(\Omega_h)} + \max_{0 \leq k \leq N} \left| \sum_{r=1}^m \left( u_k^h \right)_{x, r} \right|_{L_2(\Omega_h)} \] \[ \leq M_1 \max_{1 \leq k \leq N-1} \left| u_k^h \right|_{L_2(\Omega_h)}, \] \[ \max_{1 \leq k \leq N-1} \| \tau^{-1} (u_{k+1}^h - 2u_k^h + u_{k-1}^h) \|_{L_2(\Omega_h)} \] \[ + \max_{0 \leq k \leq N} \left| \sum_{r=1}^m \left( u_k^h \right)_{x, r} \right|_{L_2(\Omega_h)} \]
\[ \leq M_1 \left[ \left| f_1^h \right|_{L_2(\Omega_h)} + \max_{2 \leq k \leq N-1} \| \tau^{-1} (f_k^h - f_{k-1}^h) \|_{L_2(\Omega_h)} \right]. \] (314)

Here \( M_1 \) does not depend on \( \tau, h, \) or \( f_k^h, 1 \leq k < N. \)

The proof of Theorem 122 is based on abstract Theorem 117, the symmetry properties of the operator \( A_h^x \) defined by formula (311), and Theorem 76 on the coercivity inequality for the solution of the elliptic difference problem in \( L_2(\Omega) \).

In \[94\], a procedure of modified Gauss elimination method was used for obtaining the solution of difference scheme (313) in the case of one-dimensional fractional hyperbolic partial differential equations. The theoretical statements for the solution of this difference scheme were supported by the results of the numerical experiment.

In \[95, 97\], the numerical and analytic solutions of the mixed problem for multidimensional fractional hyperbolic partial differential equations with the Neumann condition were presented. The stable difference scheme for the numerical solution of the mixed problem for the multidimensional fractional hyperbolic equation with the Neumann condition was presented. Stability estimates for the solution of this difference scheme and for the first and second order difference derivatives were obtained. A procedure of modified Gauss elimination method was used for solving this difference scheme in the case of one-dimensional fractional hyperbolic partial differential equations. He's variational iteration method was applied. The comparison of these methods was presented. Application of variational iteration technique to this problem has shown the rapid convergence of the sequence constructed by this method to the exact solution.

Finally, in \[127\], the initial-boundary value problem for partial differential equations of higher order involving the Caputo fractional derivative was studied. Theorems on existence and uniqueness of a solution and its continuous dependence on the initial data and on the right-hand side of the equation were established.

7.7. Singular Perturbation Hyperbolic Problems. We consider the abstract Cauchy problem for hyperbolic equations:
\[ e^2 \psi''(t) + Av(t) = f(t), \] \( 0 \leq t \leq T, \) \[ \psi(0) = \varphi, \] \( \psi'(0) = \psi \] (315)
in Hilbert space $H$ with the self-adjoint positive definite operator $A$ and $\epsilon \in (0, \infty)$.

Function $v(t)$ is called a solution of problem (315) if the following conditions are satisfied:

(i) $v(t)$ is twice continuously differentiable on the segment $[0, T]$.

(ii) The element $v(t)$ belongs to $D(A)$ for all $t \in [0, T]$ and the function $Av(t)$ is continuous on the segment $[0, T]$.

(iii) $v(t)$ satisfies the equations and initial conditions (109).

If the function $f(t)$ is not only continuous, but also continuously differentiable on $[0, T]$, $\varphi \in D(A)$, and $\psi \in D(A^{1/2})$, it is easy to show that the formula

$$v(t) = C\left(\frac{t}{\epsilon}, A\right)v_0 + S\left(\frac{t}{\epsilon}, A\right)v'_0$$

$$+ \frac{1}{\epsilon} \int_0^t S\left(\frac{t-s}{\epsilon}, A\right)f(s)ds$$

gives a solution of problem (315). Here

$$C\left(\frac{t}{\epsilon}, A\right) = \frac{e^{b(t/\epsilon)A^{1/2}} + e^{-b(t/\epsilon)A^{1/2}}}{2},$$

$$S\left(\frac{t}{\epsilon}, A\right) = eA^{-1/2}e^{b(t/\epsilon)A^{1/2}} - e^{-b(t/\epsilon)A^{1/2}}.$$  \hfill (317)

**Theorem 123** (see [99]). Assume that the function $f(t)$ has $2m + 3$ derivatives and

$$\left\|f^{(2m+3)}(t)\right\|_H \leq M, \quad 0 \leq t \leq T.$$  \hfill (318)

Then for small $\epsilon$ and an even number $m$ the following $(m+1)$th order asymptotic formula for the solution of (316) holds:

$$v(t) = \sum_{i=0}^m \epsilon^i \left[u_i(t) + w_i\left(\frac{t}{\epsilon}\right)\right] + o(\epsilon^{m+1});$$  \hfill (319)

for small $\epsilon$ and an odd number $m$ the following $(m+1)$th order asymptotic formula for the solution of (316) holds:

$$v(t) = \sum_{i=0}^m \epsilon^i \left[u_i(t) + w_i\left(\frac{t}{\epsilon}\right)\right] + o(\epsilon^{m+1}),$$  \hfill (320)

where $u_i(t)$ and $w_i(t/\epsilon)$ for $i \in \{1, \ldots, m\}$ are defined by the following formulas

- $u_0(t) = A^{-1}f(t)$,
- $u_1(t) = 0$,
- $u_i(t) = -A^{-1}u_{i-1}'(t)$, $i = 2, \ldots, m$,
- $\left(w_i''(\xi) + A w_i(\xi)\right) = 0$, $i = 0, 1, \ldots, m$,
- $w_0(0) = \varphi - u_0(0)$,
- $w_1(0) = -u_0(0)$, $i = 1, \ldots, m$,
- $w''_i(0) = 0$, $w'_i(0) = \psi - u'_0(0)$,
- $w_i'(\xi) = -u_{i-1}'(0)$, $i = 2, \ldots, m$.  \hfill (321)

In Section 7.1, the stability of the high order of accuracy difference schemes generated by an exact difference scheme or by Taylor's decomposition on the three points for the numerical solutions of abstract initial value problem (315) for $\epsilon = 1$ was presented. Unfortunately, these difference schemes cannot be applied for the approximate solutions of problem (315) in the general cases $\epsilon \in (0, \infty)$. In [100, 101], the high order of accuracy two-step uniform difference schemes of the approximate solutions for differential equations of the hyperbolic type with arbitrary parameter $\epsilon$ at the highest derivative was presented. The stability estimates of the solutions of these difference schemes were obtained.

By Theorem 7.1, we have the following exact two-step difference scheme:

$$v(t_{k+1}) - 2C\left(\frac{t}{\epsilon}, A\right)v(t_k) + v(t_{k-1})$$

$$= \frac{1}{\epsilon^2} \left\{ \int_{t_k}^{t_{k+1}} S\left(\frac{t_{k+1}-z}{\epsilon}, A\right)f(z)dz \right.$$  

$$+ \int_{t_{k-1}}^{t_k} S\left(\frac{z-t_{k-1}}{\epsilon}, A\right)f(z)dz \left. \right\},$$

$$1 \leq k \leq N-1,$$

$$v(0) = v_0,$$

$$v(t) - v(0) = \left(C\left(\frac{t}{\epsilon}, A\right) - I\right)v(0)$$

$$+ S\left(\frac{t}{\epsilon}, A\right)v'(0) + \frac{1}{\epsilon^2} \int_0^t S\left(\frac{t-z}{\epsilon}, A\right)f(z)dz$$  \hfill (322)

or

$$\rho^{-2} \left(\tau(t_{k+1}) - 2\tau(t_k) + \tau(t_{k-1})\right)$$

$$= 2\rho^{-2} \left(C\left(\frac{t}{\epsilon}, A\right) - I\right)v(t_k) + \tau^{-2} \frac{f(t_k)}{2},$$

$$\bar{f}_k = \bar{f}_{k+1} + S\left(\frac{t}{\epsilon}, A\right)\bar{f}_{k+1} - C\left(\frac{t}{\epsilon}, A\right)\bar{f}_{k+1},$$

$$\bar{f}_{k+1} = (e^{2A\tau})^{-1} \int_{t_{k-1}}^{t_k} C\left(\frac{t-z}{\epsilon}, A\right)f(z)dz,$$

$$1 \leq k \leq N-1,$$

$$u_0 = v_0,$$

$$u_1 = C\left(\frac{t}{\epsilon}, A\right)v(0) + S\left(\frac{t}{\epsilon}, A\right)v'(0) + \tau f_{1.1}.\]
In [100, 101], applying this exact two-step difference scheme, the following high order of accuracy difference schemes

\[ \rho^{-2}(u_{k+1} - 2u_k + u_{k-1}) = 2\rho^{-2}(C(\rho, A) - I)u_k + \tau^{-1}\varepsilon^2 f_k, \]

\[ f_k = f_{1,k} + S(\rho, A)f_{2,k} - C(\rho, A)f_{1,k}, \]

\[ u_0 = v_0, \]

\[ u_1 = C(\rho, A)v(0) + S(\rho, A)v'(0) + \tau f_{1,1}, \]

\[ f_{1,k} = (\tau A)^{-1}\left[ f(t_k) - C(\rho, A)f(t_{k-1}) \right], \]

\[ f_{2,k} = -\left(\varepsilon^2\tau\right)^{-1}S(\rho, A)f(t_{k-1}) \]

\[ + \left(\varepsilon^2\tau\right)^{-1}\sum_{j=1}^{m-1}C_f f_{j+1}^{-1} (t_{k-1}), \quad (324) \]

\[ B_0 = S(\rho, A), \quad B_1 = \varepsilon^2 A^{-1}(1 - C(\rho, A)), \]

\[ B_{2j} = \left(\varepsilon^2 A^{-1}\right)^{j}B_0 - \sum_{i=1}^{j}\left(\varepsilon^2 A^{-1}\right)^{j-i+1}\frac{\tau^2}{(2i)!}, \quad 2 \leq 2j \leq m - 1, \]

\[ B_{2j+1} = \left(\varepsilon^2 A^{-1}\right)^{j}B_1 - \sum_{i=1}^{j}\left(\varepsilon^2 A^{-1}\right)^{j-i+1}\frac{\tau^2}{(2i)!}, \quad 3 \leq 2j + 1 \leq m - 1, \]

\[ C_0 = \varepsilon^2 A^{-1}(1 - C(\rho, A)), \]

\[ C_j = -\left(\varepsilon^2 A^{-1}\right)^{j}B_j + \left(\varepsilon^2 A^{-1}\right)^{j-1}\frac{\tau^j}{j!}, \quad 1 \leq j \leq m - 1 \]

was constructed for the approximate solutions of initial value problem (315). Here \( \tau = \rho\varepsilon. \)

**Theorem 124** (see [101]). For the solution of two-step difference scheme (324), the following stability inequality holds:

\[ \max_{0 \leq k \leq N} \|u_k\|_H \leq M \left[ \max_{1 \leq k \leq N} \|f_{1,k}\|_H + \varepsilon \max_{1 \leq k \leq N} \|A^{-1/2}f_{2,k}\|_H \right. \]

\[ + \varepsilon \left. \|A^{-1/2}v_0'\|_H + \|v_0\|_H \right], \quad (325) \]

where \( M \) does not depend on \( \varepsilon, \tau, f_{1,k}, f_{2,k}, 1 \leq k \leq N, \) or \( v_0, \]

Stability inequality (325) permits us to obtain the estimate of convergence of two-step difference scheme (324).

**Theorem 125** (see [101]). Suppose that the function \( f(t) \) has \( m + 1 \) derivatives and

\[ \|f^{(m+1)}(t)\|_H \leq M, \quad 0 \leq t \leq T. \quad (326) \]

Then, for the solution of difference problem (324), the following convergence estimate is valid:

\[ \max_{1 \leq k \leq N} \|v(t_k) - u_k\|_H \leq M_1\varepsilon^m, \quad (327) \]

where \( M_1 \) does not depend on \( \varepsilon \) or \( \tau. \)

In [98, 100, 101], applying this approach, the high order of accuracy uniform difference schemes for the following three types of singular perturbation problems

\[ \varepsilon^2v''(t) + v'(t) = Av(t) + f(t) \quad (0 \leq t \leq T), \]

\[ v(0) = \varphi, \quad v'(0) = \psi, \]

\[ \varepsilon^2v''(t) - iv'(t) = Av(t) + f(t) \quad (0 \leq t \leq T), \]

\[ v(0) = \varphi, \quad v'(0) = \psi, \]

\[ \varepsilon^2v''(t) + v'(t) = (\varepsilon^2A + B)v(t) + f(t) \quad (0 \leq t \leq T), \]

\[ v(0) = \varphi, \quad v'(0) = \psi \quad (328) \]

involving second order differential equations in Banach space \( E \) was presented and investigated. Here \( A, B \) are linear, generally unbounded operators in \( E. \) Theorems on the stability estimates of the solutions of these difference schemes were established.
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