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We investigate some results about mean-inequalities involving a large number of bivariate means. As application, we derive a lot of inequalities between four or more means among the standard means known in the literature.

1. Introduction

By (bivariate) mean we understand a map \( m \) between positive real numbers satisfying the following double inequality:

\[
\min (a, b) \leq m(a, b) \leq \max (a, b), \quad \forall a, b > 0.
\]  

As usual, we define continuous (resp., symmetric/homogeneous) means in the habitual way. The standard examples of such means are given in the following:

\[
\begin{align*}
A(a, b) &= \frac{a + b}{2}, \\
G(a, b) &= \sqrt{ab}, \\
H(a, b) &= \frac{2ab}{a + b}, \\
C(a, b) &= \frac{a^2 + b^2}{a + b}, \\
L(a, b) &= \frac{b - a}{\log b - \log a}, \\
P(a, b) &= \frac{b - a}{4 \arctan (\sqrt{b/a} - \pi)} \\
&= \frac{b - a}{2 \arcsin ((b - a) / (b + a))},
\end{align*}
\]

\[
T(a, b) = \frac{b - a}{2 \arctan (b/a) - \pi/2} = \frac{b - a}{2 \arctan ((b - a) / (b + a))},
\]

\[
M(a, b) = \frac{b - a}{2 \sinh^{-1} ((b - a) / (b + a))},
\]

with \( L(a, a) = P(a, a) = T(a, a) = M(a, a) = a \), and they are known as the arithmetic mean, geometric mean, harmonic mean, contraharmonic mean, logarithmic mean, first Seiffert mean [1], second Seiffert mean [2], and Neuman-Sándor mean [3], respectively. Other examples of means (not needed here) can be found in the literature; see [4], for instance, and the references cited therein.

The two means,

\[
\begin{align*}
U(a, b) &= \frac{b - a}{\sqrt{2} \arctan \left( (b - a) / \sqrt{2ab} \right)}, \\
U(a, a) &= a,
\end{align*}
\]

\[
\begin{align*}
V(a, b) &= \frac{b - a}{\sqrt{2} \sinh^{-1} \left( (b - a) / \sqrt{2ab} \right)}, \\
V(a, a) &= a,
\end{align*}
\]
were introduced in [5] (see page 9 and page 24, resp.). These two means are included in the so-called Seiffert type means discussed in [6].

As usual, we identify a mean \( m \) with its value at \((a, b)\) by setting \( m = m(a, b)\) for the sake of simplicity. If \( m_1 \) and \( m_2 \) are two means, we write \( m_1 < m_2 \) for meaning that \( m_1(a, b) < m_2(a, b) \) for all \( a, b > 0 \) with \( a \neq b \). Two different means \( m_1 \) and \( m_2 \) are called comparable if \( m_1 < m_2 \) or \( m_2 < m_1 \) holds. As it is well-known, means \( A, G, H, L, P, M, \) and \( T \) are mutually comparable with \( H < G < L < P < A < M < T \).

Concerning means \( U \) and \( V \) we have \( L < V < P < U < M \). However, the means \( U \) and \( A \) are not comparable; see Section 5.

The notation \( m^\ast \) refers to the dual mean of \( m \) defined by \( m^\ast(a, b) = (m(a^{-1}, b^{-1}))^{-1} \) for all \( a, b > 0 \). As it is well-known, if \( m \) is symmetric and homogeneous then so is \( m^\ast \), with \( m^\ast(a, b) = ab/m(a, b) \) which we briefly write as \( m^\ast = G^2/m \).

For over the last years, mean-theory has been the subject of intensive research. It has been proved, throughout a large number of works, that mean-theory is useful from theoretical point of view and for practical purposes. The most interesting subject in mean-theory is to investigate mean-inequalities that occur in a primordial place in the literature. For instance, many inequalities involving trigonometric/hyperbolic functions can be derived from mean-inequalities in a simple and fast way. As far as we know, published results about comparison of the previous standard means concern mean-inequalities involving only two or three means. Inspired by an approach, recently introduced by the first author in [7], we present here some results about inequalities involving a large number of means. In particular, inequalities involving four or more means among the standard means \( A, G, L, P, T, \) and \( M \) are discussed. Inequalities involving the means \( U \) and \( V \) are also obtained.

2. Background Material

In this section, we state some results that will be needed throughout the following. We begin by recalling the following result; see [7].

**Theorem 1.** Let \( m \) be a continuous homogeneous symmetric mean. Then the binary map \( m^\sigma \) defined by \( m^\sigma(a, a) = a \) and
\[
(m^\sigma(a, b))^{-1} = \frac{1}{b - a} \int_1^{b/\sigma} m \left( \frac{t}{1 - \frac{t}{\sigma}} \right) dt
\]
for all \( a, b > 0 \) with \( a \neq b \) is a continuous homogeneous symmetric mean (called the integral mean-transform of \( m \)).

As example, we have \( A^\sigma = H, G^\sigma = L, \) and \( H^\sigma = T \). The mean-map \( m \mapsto m^\sigma \) is pointwisely strictly decreasing; that is, if \( m_1 \) and \( m_2 \) are two continuous homogeneous symmetric means such that \( m_1 < m_2 \), then we have \( m_1^\sigma > m_2^\sigma \).

As pointed out in [7], a continuous homogeneous symmetric mean will be called regular, for the sake of simplicity. A regular mean \( m \) will be called \( \sigma \)-regular if the map \( x \mapsto m(x, 1) \) is continuously differentiable on \((0, \infty)\) and

the function \( f_m \) (called the generated function of \( m \)) defined by
\[
f_m(x) = \frac{d}{dx} \left( \frac{x - 1}{m(x, 1)} \right)
\]
for all \( x > 0 \), with \( f_m(1) = 1 \), satisfies
\[
\min \left( 1, \frac{1}{x^\sigma} \right) \leq f_m(x) \leq \max \left( 1, \frac{1}{x^\sigma} \right)
\]
for all \( x > 0 \). The previous means are regular and \( \sigma \)-regular, except \( C \) which is not \( \sigma \)-regular (see [7, Examples 3.1, 3.2, 3.3]).

The following result has also been proved in [7].

**Theorem 2.** Let \( m \) be a \( \sigma \)-regular mean with its generated function \( f_m \). Then the binary map \( r_m \) defined by
\[
r_m(a, b) = b f_m \left( \frac{b}{a} \right)
\]
for all \( a, b > 0 \) is a regular mean with \( r_m = m^\sigma \).

If we denote by \( \mathcal{M}_r \) and \( \mathcal{M}_s \) the sets of all regular means and \( \sigma \)-regular means, respectively, then the mean-map \( m \mapsto m^\sigma \) is a bijection from \( \mathcal{M}_r \) into \( \mathcal{M}_s \) and we can write (see [7])
\[
(r_m = m, r_m \in \mathcal{M}_r) \iff (r_m = m^{-\sigma}, m \in \mathcal{M}_s).
\]

With this, the following result, which will be needed throughout the following, has been established in [7].

**Theorem 3.** The following relationships hold:
\[
H^\sigma = A,
\]
\[
L^\sigma = G,
\]
\[
T^\sigma = H,
\]
\[
A^\sigma = \left( \frac{A + G}{2} \right)^* = \frac{2G^2}{A + G},
\]
\[
G^\sigma = \left( \frac{AG + G^2}{2} \right)^{1/2},
\]
\[
P^\sigma = \left( \frac{A + G}{2} \right)^{1/2} \left( \frac{2G^3}{A + G} \right)^{1/2},
\]
\[
M^\sigma = \left( \frac{A^2 + AG}{2} \right)^{1/2} \left( \frac{2G^4}{A^2 + AG} \right)^{1/2},
\]
where the notation \( m^\ast \) refers to the dual mean of \( m \).

If, for \( m \in \mathcal{M}_s \), we set
\[
F_m(z) = \frac{m^{-\sigma}}{G}, \quad \text{with } z = \frac{A}{G} \geq 1,
\]

we obtain...
it is easy to see that if \( m_1, m_2 \in M_\sigma \) then we have [7]
\[
(F_{m_1}(z) > F_{m_2}(z), \forall z > 1) \Rightarrow m_1 < m_2. \tag{11}
\]
Finally, we recall the following result; see, for example, [7].

**Theorem 4.** The following relationships are met:
\[
F_L(z) = 1, \\
F_H(z) = z, \\
F_T(z) = \frac{1}{z}, \\
F_A(z) = \frac{2}{z+1}, \\
F_G(z) = \sqrt{\frac{z+1}{2}}, \\
F_p(z) = \sqrt{\frac{2}{z+1}}, \\
F_M(z) = \sqrt{\frac{2}{z^2+z}}, \\
F_U(z) = \frac{1}{\sqrt{\frac{z+1}{2}}}, \\
F_V(z) = \sqrt{\frac{z+1}{2z}}.
\tag{12}
\]

Using the previous result, it is easy to see that, for all \( z > 1 \), we have
\[
F_T(z) < F_M(z) < F_A(z) < F_p(z) < F_L(z) < F_G(z) < F_H(z),
\tag{13}
\]
\[
F_M(z) < F_U(z) < F_P(z) < F_V(z) < F_L(z),
\]
which, with (11), immediately implies (simultaneously and in a fast way) the known chains \( H < G < L < P < A < M < T \) and \( L < V < P < U < M \), respectively. The previous inequalities are graphically illustrated in Figure 1.

### 3. Some Needed Results

In this section we present some results that will be needed for obtaining a lot of mean-inequalities involving four or more means among the previously mentioned means. We preserve the same notations as in the previous sections. We begin by stating the following result.

**Theorem 5.** Let \( m_1, m_2, \ldots, m_n \) be \( n \) regular means and \( \lambda_1, \lambda_2, \ldots, \lambda_n \in (0,1) \) such that \( \sum_{i=1}^{n} \lambda_i = 1 \). Then one has
\[
\left( \sum_{i=1}^{n} \lambda_i m_i \right) ^\sigma \leq \sum_{i=1}^{n} \lambda_i (m_i) ^\sigma.
\tag{14}
\]
If moreover two different means among \( m_1, m_2, \ldots, m_n \) are comparable then (14) is strict.

**Proof.** First, it is easy to see that \( \sum_{i=1}^{n} \lambda_i m_i \) is a regular mean. By definition, for all \( a, b > 0, a \neq b \), we have
\[
\left( \sum_{i=1}^{n} \lambda_i m_i \right) ^\sigma (a, b) = \frac{1}{b-a} \int_{1}^{b/a} \sum_{i=1}^{n} \lambda_i m_i \left( 1, \frac{1}{t^2} \right) dt.
\tag{15}
\]
This, with the linearity of integral, gives
\[
\left( \sum_{i=1}^{n} \lambda_i m_i \right) ^\sigma (a, b) = \sum_{i=1}^{n} \lambda_i (m_i ^\sigma (a, b)) \tag{16}
\]
Taking inverse-sides of (16) and using the fact that the real-valued function \( x \mapsto \frac{1}{x} \) is (strictly) convex on \((0, \infty)\), generalized Jensen's inequality asserts that
\[
\sum_{i=1}^{n} \lambda_i m_i (a, b) \leq \sum_{i=1}^{n} \lambda_i (m_i ^\sigma (a, b)). \tag{17}
\]
Now, if two means among \( m_1, m_2, \ldots, m_n \) are different and comparable, say \( m_i(a, b) < m_j(a, b) \) for all \( a, b > 0 \) with \( a \neq b \) and some \( i \neq j \), then the strict convexity of \( x \mapsto \frac{1}{x} \) implies that previous Jensen's inequality is strict and the proof is complete.

For practical purposes, the following corollary is of interest.

**Corollary 6.** Let \( m_1, m_2, \ldots, m_n \) and \( m \) be \( \sigma \)-regular means. Assume that, for some \( \lambda_1, \lambda_2, \ldots, \lambda_n \in (0,1) \) such that \( \sum_{i=1}^{n} \lambda_i = 1 \), the inequality
\[
\sum_{i=1}^{n} \lambda_i F_{m_i}(z) < F_m(z) \tag{18}
\]
holds true for all \( z > 1 \). Then we have
\[
m < \sum_{i=1}^{n} \lambda_i m_i. \tag{19}
\]
Proof. Since $F_m(z) = m^{-\sigma}/G$, with $z = A/G$, then (18) can be written as follows:

$$\sum_{i=1}^{n} \lambda_i m_i^{\sigma} < m^{\sigma}.$$  

(20)

This, with (14) and the fact that the mean-map $m \mapsto m^{\sigma}$ is pointwisely strictly decreasing, yields

$$m = (m^{-\sigma})^{\sigma} < \left( \sum_{i=1}^{n} \lambda_i m_i^{-\sigma} \right)^{\sigma} \leq \sum_{i=1}^{n} \lambda_i (m_i^{-\sigma})^{\sigma},$$

(21)

which implies the desired result. \qed

The following example shows that the reverse statement of the previous corollary is not always true.

**Example 7.** It is easy to see that the inequality

$$\frac{2}{3} x + \frac{2}{3} \left( \frac{1}{2x} \right)^{1/2} \geq 1$$

(22)

holds for all $x > 0$ with equality if and only if $x = 1/2$. This, with the fact that $G/(A+G)(a,b) \neq 1/2$ for $a \neq b$, yields

$$\frac{1}{3} \left( \frac{2G}{A+G} \right) + \frac{2}{3} \left( \frac{A+G^2}{2G} \right)^{1/2} > 1.$$  

(23)

Writing this inequality in the form

$$\frac{1}{3} \left( \frac{2G^2}{A+G} \right) + \frac{2}{3} \left( \frac{AG+G^2}{2} \right)^{1/2} > G, $$

(24)

we then obtain (by virtue of Theorem 3)

$$\frac{1}{3} A^{-\sigma} + \frac{2}{3} G^{-\sigma} > L^{-\sigma}. $$

(25)

This, with the known inequality $L < (1/3)A + (2/3)G$ (see, e.g., [8, 9]), justifies our claim.

**Theorem 8.** Let $m_1, m_2, \ldots, m_n$ be $n$ regular means and $\lambda_1, \lambda_2, \ldots, \lambda_n \in (0,1)$ such that $\sum_{i=1}^{n} \lambda_i = 1$. Then there holds

$$\left( \prod_{i=1}^{n} m_i^{\lambda_i} \right)^{\sigma} \geq \left( \prod_{i=1}^{n} (m_i^{\sigma})^{\lambda_i} \right).$$

(26)

If moreover two means among $m_1, m_2, \ldots, m_n$ are different then (26) is strict.

Proof. Clearly, $\prod_{i=1}^{n} m_i^{\lambda_i}$ is a regular mean. Without loss of generality, we can assume that $a < b$. By definition of the integral transform-mean we have

$$\left( \prod_{i=1}^{n} m_i^{\lambda_i} \right)^{\sigma} (a,b) \geq \frac{1}{b-a} \int_{a}^{b} \prod_{i=1}^{n} m_i^{\lambda_i} \left( 1, \frac{t}{t^2} \right) dt.$$  

(27)

According to generalized Hölder’s inequality for integrals, the latter inequality yields

$$\left( \prod_{i=1}^{n} m_i^{\lambda_i} \right)^{\sigma} (a,b) \geq \frac{1}{b-a} \prod_{i=1}^{n} \left( \int_{a}^{b} m_i^{\lambda_i} \left( 1, \frac{1}{t^2} \right) dt \right)^{\lambda_i}.$$  

(28)

Since $\sum_{i=1}^{n} \lambda_i = 1$ the last inequality becomes

$$\left( \prod_{i=1}^{n} m_i^{\lambda_i} \right)^{\sigma} (a,b) \geq \prod_{i=1}^{n} \left( m_i^{\sigma} (a,b) \right)^{\lambda_i}.$$  

(29)

or again

$$\left( \prod_{i=1}^{n} m_i^{\lambda_i} \right)^{\sigma} (a,b) \leq \prod_{i=1}^{n} \left( (m_i^{\sigma} (a,b))^{-1} \right)^{\lambda_i}.$$  

(30)

Taking inverses of the two sides of this latter inequality we find

$$\left( \prod_{i=1}^{n} m_i^{\lambda_i} \right)^{\sigma} (a,b) \leq \prod_{i=1}^{n} \left( m_i^{\sigma} (a,b) \right)^{\lambda_i}.$$  

(31)

Now, if the means $m_1, m_2, \ldots, m_n$ are not all equal then we can see that Hölder’s inequality is here strict, thus completing the proof. \qed

The following corollary is of interest for practical purposes.

**Corollary 9.** Let $m_1, m_2, \ldots, m_n$ and $m$ be $\sigma$-regular means. Assume that, for some $\lambda_1, \lambda_2, \ldots, \lambda_n \in (0,1)$ such that $\sum_{i=1}^{n} \lambda_i = 1$, the inequality

$$F_m(z) \leq \prod_{i=1}^{n} \left( F_{m_i}(z) \right)^{\lambda_i}$$

(32)

holds true for all $z \geq 1$. Then we have

$$\prod_{i=1}^{n} m_i^{\lambda_i} \leq m.$$  

(33)

If moreover there exist two means among $m_1, m_2, \ldots, m_n$ which are different then (33) is strict.

Proof. In similar way as the proof of Corollary 6, we deduce the desired result from the previous theorem. Detail is simple and therefore omitted here. \qed

We end this section by stating the following remark.

**Remark 10.** It is worth mentioning that the mean-inequality (33) is strict even if (32) is an equality, provided two means among $m_1, m_2, \ldots, m_n$ are different.

This section is devoted to investigating some applications for mean-inequalities. As already pointed before, we give mean-inequalities involving some means among those recalled in the previous introduction. Concerning mean-inequalities in a geometric combination involving only three means,

\[
\begin{align*}
GP & < L^2, \\
PM & < A^2, \\
AT & < M^2, \\
LT & < A^2, \\
LA & < P^2, \\
A^2G & < P^3
\end{align*}
\]  

have been proved in [10, 11]; see also [7]. Other inequalities in geometric combination, such as $(QA^2)_{1/3} < M < (QA)_{1/2}$, can be found in the literature. Here $Q$ refers to the quadratic mean; that is, $Q = Q(a, b) = \sqrt{(a^2 + b^2)/2}$. In a parallel way, mean-inequalities in a (convex) combination sum were the subject of many published papers. See [12] and the related references cited therein.

The following result gives more mean-inequalities involving only three means among $G$, $A$, $L$, $P$, $M$, and $T$.

**Theorem 11.** The following inequalities hold true:

\[
\begin{align*}
L^2M & < P^3, \\
L^3T & < P^4, \\
G^3M & < L^4, \\
G^4T & < L^5, \\
PT^2 & < M^3, \\
GT^4 & < M^5, \\
P^2T & < A^3.
\end{align*}
\]  

**Proof.** Let us prove the inequality $L^2M < P^3$. Using Theorem 4, simple observation leads to the fact that

\[
(F_L(z))^2 F_M(z) = F_M(z) = \sqrt{\frac{2}{z^2 + 1}} = \frac{1}{\sqrt{z}} \sqrt{\frac{2}{z + 1}}
\]

\[
(36)
\]

hold for all $z \geq 1$. This, with Corollary 9, yields the first mean-inequality. The other mean-inequalities can be proved in the same way. Detail is simple and therefore omitted here with the aim of not lengthening this paper.

Remark 12. In [13] the authors showed that $P^\alpha T^{1-\alpha} < M$ if and only if $\alpha \geq 1/3$. This means that the mean-inequality $PT^2 < M^3$ (previously mentioned) is the best possible.

Otherwise, it is worth mentioning that certain inequalities of the above theorem can be deduced from those of (34). As example, from $PM < A^2$, that is, $M < A^2/P$, one has $L^2M < L^2A^2/P < P^3$, since this latter inequality is equivalent to $L^3A < P^3$. However, our aim here is to show how to apply the same procedure, described by the present approach, for proving old/new mean-inequalities in a simple and fast way.

Similarly, we can find a lot of mean-inequalities involving four means among the standard means $G$, $A$, $L$, $P$, $M$, and $T$. For instance, we cite the following.

**Theorem 13.** The following mean-inequalities are satisfied:

\[
\begin{align*}
P^2AT^2 & < M^5, \\
G^6AT & < L^8, \\
G^4LT & < P^4, \\
L^2M^2T & < A^5, \\
G^2M^2 & < L^5A.
\end{align*}
\]

**Proof.** We show $P^2AT^2 < M^5$ and $G^2M^2 < L^5A$, for example. The proofs of the other inequalities are analogous.

For all $z \geq 1$, we can easily verify that (by Theorem 4)

\[
(F_T(z))^2 F_A(z) = (F_A(z))^2 \geq (F_M(z))^2.
\]

By Corollary 9 we immediately obtain the first inequality. For the second one, we have

\[
(F_A(z))^2 F_M(z) = 1 = (F_L(z))^5
\]

which by the same reason as previous implies $G^2HM^2 < L^5$. Now, getting $H = G^2/A$ in this latter inequality we then obtain the second desired inequality.

We left to the reader the routine task for obtaining more inequalities in an analogous way. Similarly, inequalities involving five means can be obtained as well. The following result lists some of them.

**Theorem 14.** The following mean-inequalities hold:

\[
\begin{align*}
G^2MT & < P^3A, \\
G^{10}P^2AM^2 & < L^{15}, \\
G^{12}P^2M^2T & < L^{17}, \\
G^{16}AM^2T^2 & < L^{21}, \\
G^2L^3M^2T & < P^8, \\
LP^2M^2T & < A^6, \\
G^2PT & < L^4A.
\end{align*}
\]
Proof. We show \( G^2 MT < P^3 A \) and \( LP^2 M^2 T < A^6 \), for instance. For all \( z \geq 1 \), we can easily see that (always by Theorem 4)
\[
F_M(z) F_T(z) F_H(z) = F_M(z) \geq (F_p(z))^3,
\]
which, with Corollary 9, yields \( MTH < P^3 \). Getting \( H = G^2 / A \), we deduce the first desired inequality. The second one can be similarly obtained from the following:
\[
F_L(z) (F_p(z))^2 (F_M(z))^2 F_T(z) \geq (F_p(z))^6.
\]

Concerning mean-inequalities involving all the six means \( A, G, L, P, M, \) and \( T \), we have the following result.

**Theorem 15.** The three following mean-inequalities hold:
\[
\begin{align*}
G^2 L^2 M^2 T &< P^6 A, \\
G^{14} P^2 A M^2 T &< L^{20}, \\
G^{10} P^2 M^2 T &< L^{14} A.
\end{align*}
\]

**Proof.** We just show the first inequality, for example. In similar way as previous, we have (for all \( z \geq 1 \))
\[
(F_M(z))^2 (F_L(z))^2 F_T(z) F_H(z) = (F_M(z))^2 \geq (F_p(z))^6,
\]
from which we get \( M^2 L^2 TH < P^6 \). Replacing \( H \) by \( G^2 / A \) we obtain the desired inequality. \( \square \)

We end this section by stating the following interesting result.

**Theorem 16.** For every real number \( q \geq 1 \) we have
\[
GA^{q+1} L^{q-1} < P^{2q+1}.
\]

**Proof.** By Theorem 4, simple computation leads to
\[
F_G(z) (F_A(z))^q (F_L(z))^q = (F_p(z))^{2q+1}
\]
for all \( z \geq 1 \). This, with Corollary 9, yields the desired mean-inequality. \( \square \)

**Remark 17.** Inequality (45) contains some known mean-inequalities shown in the literature by different ways. In fact, taking \( q = 1 \) it yields \( GA^2 < P^3 \) which is the last inequality in (34). Writing it in the equivalent form
\[
G^{1/q} A^{1+1/q} L^{1-1/q} < P^{2+1/q}
\]
and then letting \( q \to \infty \) we find again \( AL < P^2 \); see (34). For \( q = 2 \), it gives \( GA^3 L < P^5 \).

### 5. Inequalities Involving \( U \) and \( V \)

As already pointed before, the means \( U \) and \( V \) satisfy the following chain of inequalities:
\[
(G <) L < V < P < U < M (< T).
\]

We notice that means \( A \) and \( U \) are not comparable. In fact, in [14] the authors proved that the double inequality
\[
M_p(a, b) < U(a, b) < M_q(a, b)
\]
takes place if and only if \( p < 2 \log 2/(2 \log \pi - \log 2) = 0.8684... \) and \( q \geq 4/3 \), where \( M_p(a, b) = [(a^p + b^p)/2]^{1/p}, p \neq 0 \), and \( M_p(a, b) = \sqrt{ab} \), is the \( p \)-th mean.

For recent developments about means \( U \) and \( V \) we refer the reader to [14–18]. As far as we know, mean-inequalities involving three or more means and including \( U \) and/or \( V \) are not investigated in the literature yet. Adopting the previous approach, we can give a lot of mean-inequalities involving \( U \) and \( V \). We start with the case of convex arithmetic combination.

**Theorem 18.** The following inequalities hold:
\[
\begin{align*}
V &< L + U, \\
U &< A + T.
\end{align*}
\]

**Proof.** For all \( z > 1 \), we have (by Theorem 4)
\[
F_V(z) = \left( \frac{z+1}{2z} \right)^{\frac{z+1}{2z}} = \left( \frac{1 + \frac{1}{2 z}}{2} \right)^{\frac{1 + \frac{1}{2 z}}{2}} > 1 + \frac{1}{2} \frac{1}{\sqrt{z}},
\]

since the real-function \( x \mapsto \sqrt{x} \) is strictly concave on \( (0, \infty) \).

A simple verification leads to
\[
\frac{1}{\sqrt{z}} < \frac{1}{z} \frac{z+1}{2} = F_U(z)
\]
for all \( z > 1 \). This, with \( F_L(z) = 1 \), gives
\[
F_V(z) > \frac{1}{2} F_L(z) + \frac{1}{2} F_U(z),
\]
which, with Corollary 6, yields the first inequality of (50). The second inequality of (50) can be proved in a similar way. \( \square \)

Now, we give some inequalities in convex geometric combination between three means including \( U \) and \( V \).
Theorem 19. The following mean-inequalities hold:
\[ GU < V^2, \]
\[ VM < A^2, \]
\[ GV < L^2, \]
\[ VM < U^2, \]
\[ V^2T < A^3, \]
\[ L^2U < P^3, \]
\[ V^2T < U^3, \]
\[ G^2T < V^3. \]  \hspace{1cm} (54)

Proof. We will show the inequalities \( GU < V^2 \) and \( VM < U^2 \), for instance. For all \( z \geq 1 \), it is easy to see that
\[ F_G(z) F_U(z) = (F_V(z))^2, \]
\[ F_V(z) F_M(z) \geq (F_U(z))^2. \]  \hspace{1cm} (55)
These, with Corollary 9, yield the desired inequalities. \( \square \)

Inequalities involving four or more means including \( U \) and \( V \) can be obtained in a similar way as previous. As examples, we cite the following:
\[ GV^2P^3 < L^6, \]
\[ GLU < V^3, \]
\[ G^2LA < U^4, \]
\[ G^2UM < V^7, \]
\[ V^3p^2T < U^9, \]
\[ V^2p^8T < M^9, \]
\[ V^2U^2T < A^5, \]
\[ V^2PM < A^4, \]
\[ GLVUA < P^5, \]
\[ G^6V^2M^2T < L^8A^3. \]  \hspace{1cm} (56)

Other more interesting examples are given in the following result.

Theorem 20. The two inequalities
\[ G^{2q}U^2T^{q-1} < V^{3q+1}, \]  \hspace{1cm} (57)
\[ G^{2q}AM^{2q-2}T^{q+1} < U^{7q} \]  \hspace{1cm} (58)
hold for each \( q \geq 1 \), while
\[ G^{2q+2}U^{2q}T < V^{3q+2}A^{q+1} \]  \hspace{1cm} (59)
is valid for every \( q \geq 0 \).

Proof. According to Theorem 4 we have (for all \( z \geq 1 \))
\[ (F_G(z))^{2q} (F_U(z))^2 (F_V(z))^{q-1} = \left( \frac{z+1}{2z} \right)^{q+1} \]
\[ = (F_V(z))^{2q+1} \geq (F_V(z))^{3q+1}, \]
since \( 3q + 1 \geq 2q + 2 \) and \( F_V(z) \leq 1 \) for all \( z \geq 1 \). This, with Corollary 9, gives (57). Inequalities (58) and (59) can be proved in a similar way. \( \square \)

For particular cases of the parameter \( q \), we can find again some mean-inequalities among those stated in the previous results. The following example explains this latter situation.

Example 21. (1) With \( q = 1 \), (57) gives \( GU < V^2 \) which is the first inequality of (54). Writing it in the form
\[ T^{1-1/q}G^{2q}U^{2/q} < V^{3+1/q} \]  \hspace{1cm} (60)
and getting \( q \to \infty \) we find \( G^2T < V^3 \) which is the last inequality in (54).

(2) With \( q = 0 \), (59) yields \( G^2T < V^2A \) while with \( q = 1 \) it gives \( G^4U^2T < V^5A^2 \). Writing (59) in the equivalent form
\[ G^{2q+2}U^{2q-1/q} < V^{3+2/q}A^{1+1/q} \]  \hspace{1cm} (61)
and then letting \( q \to \infty \) we obtain \( G^2U^2 < V^3A \).

Other mean-inequalities can be deduced from (58) in a similar way. We left it to the reader.

It is clear that whenever we have a mean-inequality involving \( n+1 \) means we can deduce from it a mean-inequality involving only \( p \leq n \) means, provided the involved \( n+1 \) means are mutually comparable. The following example explains more precisely such situation.

Example 22. Let us consider the first inequality of Theorem 15; that is, \( G^2L^2M^2T < P^6A \). This, with \( A < T \), implies that \( GLM < P^3 \).

As it is well-known, mean-inequalities could be good tool for proving some inequalities involving trigonometric/hyperbolic functions whose proofs in a direct way present serious difficulties. Let us observe this situation in the following example.

Example 23. Let us consider (45); that is,
\[ GA^{q+1}L^{q-1} < P^{2q+1}, \quad \forall q \geq 1. \]  \hspace{1cm} (62)
(i) Let \( x \in (0, \pi/2) \) and set \( a = 1 + \sin x \), \( b = 1 - \sin x \). Simple computation leads to
\[ A = 1, \]
\[ G = \cos x, \]
\[ P = \frac{\sin x}{x}, \]  \hspace{1cm} (64)
\[ L = \frac{\sin x}{\arctanh(\sin x)}. \]
Substituting these in the previous mean-inequality we obtain
\[ x^{2q+1} \cos x < (\sin x)^{q+2} \left( \arctanh (\sin x) \right)^{q-1}, \]
\[ \forall q \geq 1, \forall x \in \left( 0, \frac{\pi}{2} \right). \]  
(65)

(ii) Let \( x \neq 0 \) and \( a = e^x, \ b = e^{-x} \). We then have
\[
G = 1,
A = \cosh x,
L = \frac{\sinh x}{x},
P = \frac{\sinh x}{\arcsin (\tanh x)},
\]
which when substituted in the previous mean-inequality yield
\[
(\cosh x)^{q+1} \left( \arcsin (\tanh x) \right)^{2q+1} < x^{q-1} (\sinh x)^{q+2},
\forall q \geq 1, \forall x > 0.
\]  
(67)

Now, take \( q = 1 \). Inequality (65) implies
\[ x^3 \cos x < \sin^3 x, \ \forall x \in \left( 0, \frac{\pi}{2} \right) \]  
(68)
while (67) yields
\[ (\cosh x)^2 (\arcsin (\tan x))^3 < (\sinh x)^3, \ \forall x > 0 \]  
(69)
which are well-known inequalities. We left to the reader the routine task for deducing trigonometric/hyperbolic inequalities from mean-inequalities (57), (58), and (59).
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