Research Article
Localization by Acoustic Emission in Transversely Isotropic Slate

Bjorn Debecker¹ and André Vervoort²

¹ K.U.Leuven, Spatial Applications Division Leuven, B3000 Leuven, Belgium
² K.U.Leuven, Research Unit Mining, B3000 Leuven, Belgium

Correspondence should be addressed to Bjorn Debecker, bjorn.debecker@sadl.kuleuven.be

Received 23 December 2010; Accepted 15 May 2011

1. Introduction

Rock mechanical tests traditionally focus on the determination of mechanical parameters, for example, Young’s modulus, compressive and tensile strength. The natural origin of rock results in a wider spreading of these parameters than for man-made materials.

In nature, many rock types are found that consist of a layered structure. This can be created by different stages of sediment deposit as in sedimentary rocks or by reorientation of the crystal structure due to high pressure and temperature as for metamorphic rocks. When the subsequent layers or bands are roughly parallel, the rock mechanical properties are typically found to be transversely isotropic. Thus, these properties are dependent on the angle between direction of loading and the direction of layering. For many types of layered rock, this relation is determined experimentally by load tests [1, 2]. However, studies on the fracture process itself in anisotropic rock are less frequent [3, 4]. Knowledge on the initiation and further growth of fractures is, among others, very valuable for the validation of numerical simulations.

During the loading of a sample, visual observations can generally only be made on the outside surfaces of the sample. Such visual recordings can be used for descriptive observations [5, 6] or used as input, for example, strain deformation [7]. While microscopy [8] can provide information on the interior of the sample, it cannot be applied during load testing. On the other hand, techniques like μCT have been applied to extract information of the interior samples during loading [8, 9], but this is currently restricted to very small dimensions. Microfractures that develop in rock or in other material generate elastic strain waves that can be recorded by acoustic emission (AE) sensors. By determining the position of origin of these emissions, information is provided on the fracture process in the interior of the sample. This technique is called localization. Though AE measurements have been introduced in mechanical testing for a long time [10–13], the application of AE localization in rock material is still open for extended research.

In this study, AE localization has been performed on transversely isotropic slate during uniaxial loading. Typically, there is a certain margin of error on wave velocity, and thus on localization due to heterogeneity of rock material. For this type of material, the pronounced layered structure of slate and its orientation-dependent velocities introduce an additional degree of difficulty. Localization in anisotropic media has been studied in the field of material sciences, where theoretically sound solutions have been formulated [14–17]. However, these solutions are based on homogeneous materials, with little variation on their material parameters. Aicher et al. [18] studied localization in another natural, heterogeneous material, namely, wood, but they stuck to a 2D localization. Given the natural heterogeneity of rock, in this paper, it was opted for a more empirical approach.
The research is part of a larger study for a better insight in the fracture process in transversely isotropic rock by means of laboratory experiments and numerical simulations [19].

2. Experimental Determination of the Directional Dependent Wave Velocities and Validation

Before localization can be applied, the wave velocities within the tested material have to be determined. The rock material in this study is metamorphic slate from a quarry in Herbeumont, Belgium. The slate is formed by metamorphosis of sedimentary clay deposits and consists almost entirely of quartz, sericite, chlorite, and cubic pyrite inclusions. To be more precise, the rock is actually a phyllite, that is, a gradation in the degree of metamorphism between slate and mica schist. The rock has a fine and homogeneous structure, with a very low porosity with a value of 0.016 and a mass density of 2700 kg/m³ [19, 20]. It consists of many parallel planes defined by the parallel arrangement of the platy mineral crystals. The rock is at its weakest and preferably breaks along these planes, also called the schistosity direction. Laboratory tests [19] have shown that the average UCS value for slate is equal to, respectively, 135.4 MPa and 49.5 MPa. Corresponding values for Young’s modulus are, respectively, 19.8 GPa and 40.5 GPa. This illustrates that the slate rock has a distinct anisotropy both in strength and elasticity. Measurements of horizontal deformations were often unreliable given the small values of deformation (smaller than 0.1 mm). Therefore, only for \( \theta \) equal to 0° a reliable value for Poisson’s ratio was calculated at a value of 0.18.

The wave velocity in slate is determined by breaking a pencil tip at a known position, on a straight line between two sensors. The velocity in the direction of this line is calculated as the difference in distance to both sensors divided by the arrival time difference of the signal. The pencil tip breaking is found to be a suitable simulated source of AE by Nielsen [21] and Van de Steen [22]. AE is measured using an AMSY-5 System by Vallen GmbH. Each signal is amplified by a preamplifier with an amplification of 34 dB. Four wide-band sensors are used of type B1025 (Digital Wave Corp., USA), which have a radius of 4.5 mm and a frequency range from 50 kHz to 2 MHz. The minimal threshold to measure signals is set to 27.9 dB (which corresponds to 25 mV). An example of the recorded waveform of such a pencil break is presented in Figure 1(a). The amplitude peak is generally situated between 200 kHz and 400 kHz, and the signal holds no significant information for frequencies above 1000 kHz.

The velocity in slate is first determined in 2D, on the surface of a slate sample in which the schistosity planes are orthogonal to the outer surface. The velocity is calculated for different directions, all within this plane orthogonal to the schistosity. The angle of direction, \( \theta \) is varied between 0° (parallel to the schistosity) and 90° (orthogonal to the schistosity) on a 10°-interval (Figure 1(b)).

A maximum velocity is measured parallel to the schistosity, \( v_{//} \) of 5,593 mm/\( \mu \)s and a minimum velocity, orthogonal to the schistosity, \( v_{\perp} \) of 2,075 mm/\( \mu \)s. In general, the velocity \( v(\theta) \) is found to be approximately linear proportional to the radius of the angle \( \theta \) between its direction and the schistosity

\[
v(\theta) = v_{//} - (v_{//} - v_{\perp}) \cdot \sin(\theta).
\]

However, a more physically sound approximation can be found by Thomsen [23], where the anisotropic velocity relation is derived based on the coefficients of the elastic tensor. In this case, the velocity is proportional to the fourth power of the sine (\( \sin^4 \)) of \( \theta \)

\[
v(\theta) = v_{\perp} + (v_{//} - v_{\perp}) \cdot \sin^4\left(\frac{\pi}{2} - \theta\right) + \delta \cdot v_{\perp} \cdot \cos^2(\theta) \cdot \sin^2(\theta),
\]

with Thomsen parameter \( \delta \) equal to −0.05 for the Herbeumont slate.

It can be seen from Figure 1(b) that this last approximation has roughly the same quality as the linear relation from (1).
In 3D, the velocity $v$ is directional dependent in three dimensions. To illustrate this, Figure 2 shows a set of parallel schistosity planes. Assume a local set of axes, $x'y'z'$ where the $x'y'$-plane is orthogonal to the schistosity plane, and thus the $x'z'$-plane parallel to the schistosity planes. Any given direction $\vec{r}$ can be uniquely determined by two angles, $\theta$ and $\psi$. If $r_{x'y'}$ is the component of the direction in the plane orthogonal to the schistosity ($x'y'$), then $\theta$ is the angle between the $r_{x'y'}$ and the $x'$-axis, in analogy with the 2D convention. $\psi$ is the angle that $\vec{r}$ makes with the plane orthogonal to the schistosity ($x'y'$), thus the angle between $r_{x'y'}$ and $\vec{r}$.

First, for any direction within the plane $x'y'$, orthogonal to the schistosity, the velocity $v_{x'y'}(\theta)$ is defined by (1). Second, given the transversal anisotropy, one has observed that parallel to the schistosity plane, the velocity is isotropic, and thus equal to $v_{//}$ in any direction. Thus, if one wants to determine the velocity in an arbitrary direction $\vec{r}$, first consider the plane defined by the $z'$-axis and $\vec{r}$. This $z'\vec{r}$-plane makes an angle $\theta$ with the $x'$-axis and within the $z'\vec{r}$-plane the velocity varies between $v_{x'y'}(\theta)$ and $v_{//}$.

Similar as for a plane orthogonal the schistosity, the velocity in this plane is linear proportional to $\sin(\psi)$

$$v(\theta, \psi) = v_{x'y'}(\theta) + (v_{//} - v_{x'y'}(\theta)) \cdot \sin(\psi). \quad (3)$$

Filling (1) in (3), with $v_{x'y'}(\theta) = v(\theta)$ results in

$$v(\theta, \psi) = [v_{//} - (v_{//} - v_{\perp}) \cdot \sin(\theta)] + (v_{//} - v_{\perp}) \cdot \sin(\theta) \cdot \sin(\psi). \quad (4)$$

It is obvious in (4) that for any direction parallel to the schistosity planes ($\theta = 0^\circ$), the velocity is maximal, namely, $v_{//}$.

A final note on the experimental determination of the velocity has to be made. In a first attempt, the velocity was derived by transmitting an ultrasonic P-wave on one end of a sample and receiving it on the other end. This was done by a Steinkamp Ultrasonic tester BP7 with a 50 kHz transmitter. However, such a transmitter emits a pulse, and thus, the pulse velocity is measured, which is not the same as the phase velocity in an anisotropic medium. Thus, this results in an underestimation of the velocities, and hence a worse localization.

3. A Model for Position Estimation

The aim of the ongoing research is to monitor the fracture process in slate samples by measuring AE during the uniaxial loading of a rectangular slab of slate. The width (60 mm) and height (130 mm) of the samples are larger than the thickness of the samples (30 mm). As such, it was hoped that a 2D approximation would suffice for this problem. Hence, a straightforward methodology for 2D localization was first developed, followed by a model for 3D localization.
A to B or from A to C). (b) ATD increases with increasing distance from the triangle (from sensors S1 and S2 (grey), respectively, sensors S1 and S3 (black)). Hyperbolae as isolines of constant arrival time differences (Δt) defined by the sensors. The reason for this is simple and illustrated in Figure 3(b). If one moves out of the triangle defined by the tree sensors, at least one of the two ATDs is increasing in absolute value. In this example, if one stays on a isoline for S1–S3 but moves away from the triangle (from point A to point B), ATD_{1,3} increases. In the same way, ATD_{1,2} increases if one moves out of the triangle on a S1–S2 isoline (from point A to point C). Now, (4) demonstrates that the calculated distance differences Δd are linear proportional to the measured ATD. This implies that any inaccuracy on the applied velocity has an increasing effect on the inaccuracy of the calculated position, with increasing distances from the sensors. Thus, the farther away points are situated from the centre of the sensor grid, the larger the localization error.

Labuz et al. [25] calculated error contours of position estimates for a 10% variation in measured velocity. In order to reduce position errors more sensors can be added, and the position can be found by minimizing the set of over determined equations that follows from (4) in this case.

When the material is anisotropic, the localization becomes more complicated. The wave velocity v_i is now dependent on the direction θ_i. Therefore, (5) is now adapted to

\[ \text{ATD}_{1,2} = \Delta t_{1,2} = t_2 - t_1 = \frac{d_2}{v_2} - \frac{d_1}{v_1} = \frac{\sqrt{(x-x_2)^2 + (y-y_2)^2}}{v_2} - \frac{\sqrt{(x-x_1)^2 + (y-y_1)^2}}{v_1}. \]

with d_i the distance to sensor i and v_i the wave velocity in the direction with a coefficient of direction

\[ \tan(\theta_i) = \frac{y_i - y_j}{x_i - x_j}. \]

The isolines now become “distorted” hyperbolae. If the wave velocity is known as a function of direction, v_i(θ_i), one has a set of 5 equations ((6) for sensors 1-2 and for sensors 1–3, and v_1(θ_1), v_2(θ_2), v_3(θ_3) according to (1)) for 5 unknowns (x, y, v_1, v_2, v_3). However this is a set of implicit equations, and a more advanced technique is required to solve them.

Theoretically, given an array of sensors with known wave velocities in each direction, the ATD to each pair of sensors can be calculated for every position on a reference grid. Thus, a database of theoretical arrival times for all these positions can be constructed. Then, when a hit is recorded during testing, its position can be estimated by comparing the measured ATDs with the calculated ATDs from the reference grid database. The comparison is done by minimizing the error on ATD. Thus, the reference grid point \((x_n^{ref}, y_n^{ref})\) that has the least sum of square differences between its ATDs and the set of measured ATDs, \(\Omega\) is determined as the origin of the hit \(\alpha(x_n, y_n)\)

\[ \Omega = \min \left( \sum_{j=1}^{4} \left[ \text{ATD}_{i,j}^{ref}(x_n^{ref}, y_n^{ref}) - \text{ATD}_{i,j}(x_n, y_n) \right]^2 \right). \]

Figure 3 shows a set of hyperbolae or isolines, that is, lines on which the ATD to a given pair of sensor is constant for an equilateral triangular array of 3 sensors.

It should be noted here that for optimal localization, the position of the hit should be situated within the polygonal
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It should be noted that for 4 sensors, all 6 ATDs are used in this calculation. The smaller \( \Omega \), the more efficient the position could be assigned.

Some remarks on this methodology should be formulated. First, it is important that velocities are well known. Since the velocity is assumed to be known exactly and to be the same in each direction, small errors in actual velocity lead to errors on the estimated position. By assigning the position for which the sum of square errors is minimal, this position error is only partially reduced. The magnitude of \( \Omega \) can, therefore, be an indication of the uncertainty on the estimated position.

Second, each hit that is recorded by all sensors, is localized. Even when the hit comes from outside the grid, it is simply assigned to the position where \( \Omega \) is minimal. This results in a position on one of the edges of the grid. To overcome such inaccurate estimations, a maximum value for \( \Omega \) can be set, above which localization is left out.

Note that alternative criteria can be formulated based on the approximation errors [26].

4. Validation of the Model in 2D

Validation is performed by inducing hits on well-known positions by breaking a pencil tip and comparing the actual positions with the calculated positions. Four sensors are placed on the corners of a 40 mm \( \times \) 100 mm array, centrally positioned on a 60 mm \( \times \) 115 mm slate sample (Figure 4). Thus, the sample has the same dimensions as the slabs from the load tests that are performed at a later stage, only a bit shorter (115 mm instead of 130 mm). The schistosity is parallel to the longest edge of the sample. A regular grid is drawn with the sensors on the corners and with a distance between two neighbouring gridlines of 10 mm, both in vertical and horizontal direction. Hits are induced on all grid points that lie within the array of sensors. Figure 5 illustrates the real position of each hit (except for the hits on the boundaries of the array) together with an arrow pointing towards its localized position.

Figure 6(a) shows the histogram of the allocation efficiency \( \Omega \) for all points. It can be seen that for the majority of points (43 out of a total of 51) \( \Omega \) is smaller than or equal to 50 \( \mu \)s. However, if the distinction is made between points lying on the edge of the grid (grey bars) and points in the interior (white bars), it is clear that all points with \( \Omega > 50 \mu \)s are edge points. Thus, localization of edge points is less reliable. This is in agreement with earlier observations by de Barquin and Nicaise [20]. They reported that the farther away points are situated from the centre of the sensor grid, the larger the localization error. Based on the information of the histogram, it is decided to set \( \Omega_{\text{max}} \) at a value of 50 \( \mu \)s, for this configuration. From here on, the focus is on the interior points. Figure 6(b) shows the histogram of \( \Omega \), only for the interior points but with smaller class widths. Most interior points are localized with \( \Omega \) smaller than 5 \( \mu \)s. Figure 6(c) presents the distribution of the localization error of the interior points, that is, the distance between the position by localization and the real position. The average position error is 3.7 mm and 74% of the points are localized with an error smaller than 4.5 mm (which corresponds to the radius of the applied sensors). Note that the average error of 3.7 mm is an order of magnitude larger than the interlayer distance of the reference grid (0.1 mm). Thus, it would be useless to apply a reference grid with an even smaller interlayer distance.

Finally, Figure 7 shows the scatter plot of \( \Omega \) versus the localization error for the interior points only. Here it is clear that for increasing values of \( \Omega \), the localization error increases, and thus, the localization is less reliable (I on Figure 8). On the other hand, for small values of \( \Omega \) (smaller than 10 \( \mu \)s), there is no correlation with the localization error.
5. Application during a Uniaxial Load Test

An experimental setup is made in an attempt to correlate data from AE localization with visual observations during the loading of a sample. Five rectangular samples (B01–B05) are tested with a width and a height of, respectively, 60 mm and 130 mm. The thickness of the samples is 30 mm. The samples are loaded as indicated by the arrows in Figure 8(a). The schistosity makes an angle of 20° with the bottom (horizontal) surface, while the angle with the front surface generated by pencil tip breaking, in one plane on a 40 mm × 100 mm grid, while the 4 sensors are lying on the corners of the grid, but in a parallel plane at a distance of 30 mm. The 2D-localization generates bad results for this configuration. The average displacement error by localization is 6.4 mm, which is around 70% more than in the configuration where the hits are induced in the plane of the sensors. Therefore, the localization method is extended into 3D.

In 3D, the methodology is similar though now (5) becomes

\[
\text{ATD}_{1,2} = \frac{\sqrt{(x - x_1)^2 + (y - y_1)^2 + (z - z_1)^2}}{v_1} - \frac{\sqrt{(x - x_2)^2 + (y - y_2)^2 + (z - z_2)^2}}{v_2},
\]

while (8) is extended to

\[
\Omega = \min \left( \sum_{i=1}^{4} \sum_{j=i+1}^{4} \left[ \text{ATD}_{ij} \left( x_{i}^{\text{ref}}, y_{i}^{\text{ref}}, z_{i}^{\text{ref}} \right) - \text{ATD}_{ij} \left( x_{a}, y_{a}, z_{a} \right) \right]^2 \right).
\]

(II on Figure 7). An inaccurate position can be allocated with a very small value for \(\Omega\) when the ATDs of this (inaccurate) position satisfy (6) nearly exactly for each pair of sensors. When (6) is satisfied less well, \(\Omega\) increases and becomes linear dependent to the localization error.

As said earlier, the original study intended to be two dimensional. This is because the authors are mainly interested in the position of events within the plane formed by the two largest dimensions. However, during a load test, hits can be generated on both outer surfaces but mainly within the sample. In order to verify if the third dimension can be neglected, a new sensor configuration is chosen. To test the most extreme case, the sensors are attached to the other side of the sample as where the pencil is broken. Thus, all hits are
is 90° (±2° due to sample preparation accuracy and natural variability). The intention is to study the fractures as 2D features under this configuration.

An absolute minimum of 4 sensors is required for a 3D localization. To allow 2D localization, the minimum of 3 sensors cannot lie on one line. In the same way, for 3D localization, the 4 sensors cannot lie within the same plane. Therefore, in order to have as much volume covered as possible, the configuration on Figure 8(a) is chosen. Two sensors are attached on the front surface, at half the height of the sample, one on the left (S1), and one on the right (S2). They are both positioned at a distance of 5 mm from the nearest edge. Two other sensors are both located on the back of the sample, halfway along the width. Sensor S3 is attached at 5 mm from the top of the sample, while S4 is situated at 5 mm from the bottom of the sample, both on the vertical symmetry axis of the back side. Optimal results for localization are found within the tetrahedron formed by the four sensors (Figure 8(a)). The tetrahedron is the 3D analogy for the 2D triangle configuration as described in Figure 3. The volume of the tetrahedron covers about one third of the total volume of the sample. Thus, if acoustic events occur outside this central array localization, efficiency decreases rapidly. Ideally, another accuracy check should be done with this new sensor array, similar as for the previous setup. However, the rock material is cut from the same block and believed to have the same properties and amount of heterogeneity. In addition, for a decent accuracy check, (synthetic) hits should be generated within the sample, but this is physically impossible under the current laboratory conditions. Therefore, it is aimed to look for a regional localization rather than an exact one. Future improvements can enhance the results discussed below.

If a sensor configuration is chosen deliberately so that the majority of hits lie outside the array, the configuration is referred to as an inside-out array though it is described in literature that one should not opt for this [27].

The 3D velocity can be calculated according to (4), taking into account the 20° inclination of the schistosity relative to the (horizontal) zx-plane

\[
v(\theta, \psi) = [v_\parallel - (v_\parallel - v_\perp) \cdot \sin(\theta - 20°)] \\
+ (v_\parallel - v_\perp) \cdot \sin(\theta - 20°) \cdot \sin(\psi),
\]

where \(\theta\) and \(\psi\) are orientated towards the \(xyz\)-axes as shown in Figure 2, but this time the \(xyz\)-axes are orientated within the sample as shown in Figure 8(a).

The sample loading is displacement controlled. All samples are loaded initially at a rate of 0.5 mm/min. At a given load (80 kN for B01, 50 kN for all other samples) the loading rate is decreased to 0.05 mm/min. The following discussion focuses on one sample, B02 as an example. Figure 8(b) shows the acoustic hits for B02 as calculated by 3D localization in the \(xy\)-plane (left) and the \(xy\)-plane (right). Only the hits that are recorded by all 4 sensors and with a least sum of square differences \(\Omega\) smaller than 300 \(\mu\)s are withheld. The value of 300 \(\mu\)s is determined by looking at the histogram of \(\Omega\) of all localized hits upon which it is decided that...
for larger values, the localization is unreliable. The hits are grouped according to their time of appearance. The circles and squares represent hits in, respectively, prepeak and postpeak stage of loading. Most pre-peak hits are found in the backside of the sample, that is, small \( z \)-values. Though many of them are localized outside the sensor array, and thus have a decreased quality of localization, this does not explain their asymmetry within the \( zy \)-plane. As they are found before the first visual observations of fracturing, it could be that their origin is rather due to friction (sensor sample or loading platen sample) rather than due to micro cracking.

The postpeak hits are more scattered when projected on the \( zy \)-plane though the majority is still in the back half of the sample. During the loading tests, the velocities are regarded as load independent. However, several authors have shown that acoustic velocities are load dependent [28, 29]. The general theory is that in the first part of a loading test velocities increase due to closure of preexisting fractures (or also schistosity in this case). As microcracking starts later in the test, velocities start to decrease again, already before the load peak is reached. Both authors determined these velocity increments in the order of magnitude of 10%. In Figure 9, the influence of the calculated positions for a velocity increase (Figure 9(b)) as well as decrease (Figure 9(c)) of 10% is shown. It is observed that especially a decrease of \( v_x \) and \( v_{xy} \) positions the hits towards higher \( z \)-values (more to the front), and thus more evenly distributed over the thickness.

Since a decrease in velocity is to be expected in the postpeak stage, this would thus reposition the postpeak hits more evenly distributed. Within the plane of the largest dimensions (\( xy \)-plane), the projections of the hits are more spread. The locations within this plane are compared with video images of the front of the sample during testing that are summarized schematically in drawings. The occurrence of separate fractures is then also situated on the load-time graph of each test as shown in Figure 10 by the consequent numbers. The load peak is situated at “3” on this curve. In addition, Figure 10 shows the cumulative number of localized hits in function of time. For B02, there are 180 hits. All other samples have a similar number of total hits, except for one sample, B05 that has only very few hits in the post-peak region (15), and thus contains little information during that stage.

Finally, this combined information is used to correlate with the AE-localization data. Figure 11 presents the different stages of fracture growth that are visually observed, referred to by the same numbers, together with the positions of the localized acoustic events, for sample B02.

Most AE-activity is observed in the prepeak stage, and these hits are located all over the sample (“before 3” in Figure 11). They are probably due to the closing of schistosity layers and in a later stage to the occurrence of microcracks that are not yet visible by the naked eye. Larger concentrations of localized hits near the contact edges of the sample are most likely due to displacement and/or deformation at the sample-loading piston contact.

In the postpeak stage, starting with fracture 4b, the hits are localized in the same zone as the visual observations of the fracture (i.e., 4b: upper zone, 6: lower zone, 7-8: upper zone, 9-10: lower zone, and 11-10: lower zone). Once fractures are formed, they are important hindrances for acoustic emissions from other locations to reach the sensors. Opening of fractures can induce considerable damping, and, in addition, the anisotropic nature of the velocity as described by (11) is affected. This explains the decreased amount of localized hits in the prepeak stage. The accuracy of the localized positions is too small to pinpoint the exact position of hits along specific fractures. However, often there is a quite good correspondence between the zone where fractures are occurring and the zone where AE hits are localized.

6. Conclusion

An algorithm is developed to localize acoustic events in a transversely isotropic medium.

For slate, the transversely isotropic nature of the sample also counts for velocities. Thus, for any localization model a good knowledge on the relation between direction and
velocity is needed, contrary to isotropic media, where the velocity is limited to one value. The technique is validated for 2D by an experimental setup where hits are induced artificially, resulting in good position estimates. The average position error in this test is 3.7 mm and 74% of the points are localized with an error smaller than 4.5 mm (which corresponds to the radius of the applied sensors).

It is observed that for a limited thickness of the sample (30 mm), a 2D approximation gives insufficient results. Hits that arise on the other side of the sample than the sensors need extra travel time to cross the thickness that cannot be neglected when calculating positions. Thus, the velocity anisotropy has to be modelled within three dimensions.

The technique is applied on a series of load tests on slate samples. For most tests, a fair number of hits are localized during loading. As most hits are found in the back of the sample, it became clear that the load dependence of the velocities should be taken into account. A decrease of postpeak velocity, which agrees to the common theory, distributes the calculated positions more evenly over the thickness of the sample, as one would expect. In addition to this, the positions of the hits during the tests can mostly be correlated roughly with the visual observations of fractures. A more exact positioning demands further study.

The results of these first series of tests are satisfying and insight is gained in factors that can enhance future test results. A larger number of sensors and a more detailed knowledge on load dependence of the velocities can increase the number of localized hits as well as increase the quality of localization.
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