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Abstract. 
As a basic study into 3-D audio display systems, this paper reports the conditions of moving sound image velocity and time-step where a discrete moving sound image is perceived as continuous motion. In this study, the discrete moving sound image was presented through headphones and ran along the ear-axis. The experiments tested the continuity of a discrete moving sound image using various conditions of velocity (0.25, 0.5, 0.75, 1, 2, 3, and 4 m/s) and time-step (0, 0.02, 0.04, 0.06, 0.08, 0.10, 0.12, and 0.14 s). As a result, the following were required in order to present the discrete moving sound image as continuous movement. (1) The 3-D audio display system was required to complete the sound image presentation process, including head tracking and HRTF simulation, in a time shorter than 0.02 s, in order to present sound image movement at all velocities. (2) A processing time longer than 0.1 s was not acceptable. (3) If the 3-D audio display system only presented very slow movement (less than about 0.5 m/s), processing times ranging from 0.04 s to 0.06 s were still acceptable.


1. Introduction
3-D audio display technology is important for virtual reality technologies. Simulation of the head-related transfer function (HRTF) using digital signal processing is the key technology for a 3-D audio display. In principle, sound signals are processed digitally for HRTF simulation and are presented to the listener through headphones. “Head tracking” technologies that control the virtual sound field according to the listener’s head position and orientation are well-known techniques to enhance the sound localization of a virtual sound image [1, 2] and are frequently used with HRTF simulation. Head tracking is based on position and orientation sensing technologies, and various sensors, such as magnetic 6 degrees of freedom (6DOF) sensors [3, 4], a gyro [5], a global positioning system (GPS) [6], and a camera [7], have been used for head tracking with a 3-D audio display.
However, these sensors need adequate processing time to obtain the position and orientation. For example, the sampling frequency of GPS is about 5–20 Hz (i.e., the processing time for position and orientation sampling is 0.05–0.2 s). The long processing time makes the 3-D audio display “discrete,” which means that the sound image cannot move continuously and alternates between static and jumping. During the time the system is processing, the sound image cannot move and must remain static, and then after processing, the sound image can change its location. Even if the 3-D audio display processing is fast enough to produce a continuous moving sound image, the sound image must be displayed discretely for each sampling period of the sensor. Furthermore, many other factors, such as the virtual field control process and system user interface process, also reduce the 3-D audio system latency and cause the resulting positions rendered by the display to be updated less frequently.
Under certain conditions, a listener will not perceive a moving sound image as jumping between discrete positions. Whether the listener can perceive the discrete motion as continuous or not is dependent on conditions such as the spatial separation of sounds, stimulus duration, moving velocity, or time-step (time period of the discrete motion) of the discrete process. Strybel et al. [8] investigated the effects of stimulus duration and spatial separation of two sounds that were displayed through two loudspeakers in a free field alternately. Lakatos [9] also reported that their results indicated a direct relationship between the horizontal separation of two sounds and the critical stimulus onset asynchrony (SOA). Mizushima et al. [10] investigated the continuity of a moving sound image caused by successive signals from two discretely located loudspeakers. Strybel and Menges [11] reported the effect of a frequency difference in the first and second sounds in apparent auditory motion.
As part of the research into the perception of moving sound images, the minimum audible moving angle (MAMA) has been investigated in many studies. Perrott and Musicant [12] reported that the MAMA increased as the velocity increased. Grantham [13] investigated the effect of prior exposure to motion on motion detectability. Perrott and Marlborough [14] studied the ability to discriminate the direction of motion and the order of events. Chandler and Grantham [15] investigated the MAMA as a function of stimulus frequency and bandwidth, source azimuth, and velocity. Perrott and Tucker [16] also measured the MAMA as a function of signal frequency and the velocity of the source. Strybel et al. [17] measured the MAMA as a function of the azimuth and the elevation of the source. Grantham et al. [18] measured the MAMA and the minimum audible angle (MAA) in horizontal, vertical, and diagonal planes. Carlile and Best [19] and Agaeva [20] measured the discrimination of sound source velocity in horizontal and vertical planes, respectively. Getzmann [21] investigated the effects of velocity and motion-onset delay on detection and discrimination of sound motion.
Some studies have investigated the moving sound image presented through headphones. Altman and Viskov [22] investigated the discrimination of perceived movement velocity for fused auditory images in dichotic stimulation. Perrott et al. [23] investigated the discrimination of moving events that accelerate or decelerate over the listening interval.
Although the many previous studies described above have investigated various aspects of moving sound images, they have not revealed the effect of velocity and time-step on the continuity of a discrete moving sound image in conditions using headphones. Under some conditions of velocity and time-step, the listener does not perceive discrete moving sound images as discrete motion. This paper reports the conditions of velocity and time-step where a discrete moving sound image is perceived as continuous motion. In the experiments described in this paper, the discrete moving sound image was presented through headphones and ran along the ear-axis. The experiments tested the continuity of the discrete moving sound images using various conditions of velocity and time-step.
2. Experiment A: Discrete Moving Sound Image
2.1. Purpose
The first experiment (titled “Experiment A”) tested the continuity of a discrete moving sound image using various conditions of velocity and time-step.
2.2. Method
2.2.1. Subjects
Subjects were 10 listeners, 3 males, and 7 females, averaging 20.8 years of age (SD = 1.32) with normal hearing.
2.2.2. Experimental Setup
Figure 1 shows the experimental setup. The experiment was conducted in a soundproof room. The stimulus sounds were generated by a computer (Apple iBook G4) and were presented to the listener through an amplifier and headphones (STAX SRS-4040). The computer-generated sound signals (see Section 2.2.3) were recorded in a WAVE format with a 16-bit, Stereo, 44.1 kHz sampling frequency in advance. The listener answered whether the presented sound image movement was continuous or not by operating switches on the graphical user interface (GUI) of the experimental application software (developed by REAL Software “REAL basic”) using a mouse (the details of the trials are described in Section 2.2.6).















	
		
			
		
			
		
	










	
		
			
		
			
		
	









	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	


	
	
	


	
	


	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	

















Figure 1: Experimental setup. The experiment was conducted in a soundproof room. The sound images were generated by computer and were presented to the listener through headphones. The listener answered as to whether the presented sound image movement was continuous or not, using the experimental application software with a mouse.


2.2.3. Sound Signals
The sound images were presented by dichotic sound signals through headphones. The moving sound image ran along the ear-axis. The location of the sound image was controlled by interaural level difference (ILD).
Generally, 3-D audio display uses the HRTF simulation as described in Section 1. However, it is well known that there are individual differences in HRTFs across listeners, and the HRTF simulation cannot always provide the precise moving sound image for every listener. Thus, HRTF simulation was not used in this experiment.
The other way to control the sound image location on the ear-axis is by the operation of interaural time difference (ITD). However, if the moving sound image is controlled by ITD, timbre change will occur due to phenomena such as the Doppler effect in some conditions, and this can be a cue to detect whether the sound image movement is continuous or not. Thus, ITD operation was not used in this experiment.
The following explanation describes control of the sound image location on the ear-axis by ILD in this experiment.
Figure 2(a) shows the 
	
		
			

				𝑥
			

		
	
-
	
		
			

				𝑦
			

		
	
 coordinates of the horizontal plane. The origin 
	
		
			

				𝑂
			

		
	
 is the center of the head of the listener, and the 
	
		
			

				𝑦
			

		
	
-axis is the ear-axis. The left ear position is 
	
		
			
				(
				𝑥
				,
				𝑦
				)
				=
				(
				0
				,
				ℎ
				)
			

		
	
, and the right is (
	
		
			
				0
				,
				−
				ℎ
			

		
	
). The sound image moves in the range of 
	
		
			
				−
				𝑙
				<
				𝑦
				<
				𝑙
			

		
	
 on the 
	
		
			

				𝑦
			

		
	
-axis.





	
		
		
		
			
				
			
			
				
			
			
				
					
				
			
		
	


	
		
		
		
			
				
			
			
				
			
			
				
					
				
			
		
	


	
		
		
		
			
				
			
			
				
			
			
				
					
				
			
		
	


	
		
			
		
			
		
	



	
		
			
		
			
		
	





	
		
		
			
		
	


	
		
		
			
		
		
			
	


	
		
			
		
			
		
			
	



	
		
			
		
			
		
	


	
		
			
		
			
		
		
			
		
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
	


	
		
			
		
			
		
			
	


	
		
		
			
		
	



	
		
			
		
			
		
	














	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
	
	
	
	
	
	
	
	
	


	
	
	
	


	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	


	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	


	
		
	


	
		
	


	
		
	


	
		
	
	
		
	


	
		
	


	
		
	


	
		
	
	
		
	


	
		
	
	
		
	
	
		
		
	
	
		
	


	
		
	


	
		
	
	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
	
	
		
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	
	
		
	




	
		
	
	
		
		
	
	
		
		
		
	
	
		
		
	
	
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
	
		
	
	
		
		
	
	
		
	


	
		
	


	
		
	


	
		
	
	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
			
		
		
			
			
			
		
		
			
		
		
			
		
		
			
		
	

















Figure 2: Controlling the sound image. (a) 
	
		
			

				𝑥
			

		
	
-
	
		
			

				𝑦
			

		
	
 coordinates of the horizontal plane. (b) Sound pressure for the left and right ears as a function of sound image location. (c) ILD (left–right) as a function of sound image location.
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When the sound image is inside of the listener’s head (i.e., 
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2.2.4. Sound Image Movements
Figure 3 shows models of the sound image movement 
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(a)





	
		
		
			
		
	


	
		
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
		
			
		
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
	


	
		
		
			
		
	












	
		
			
		
			
		
		
			
		
	


	
		
			
		
			
		
		
			
		
	


	
		
			
		
			
		
		
			
		
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
			
		
			
		
			
	


	
		
		
			
		
		
			
		
	





	
		
		
			
		
			
	











	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	


	
		
	


	
		
			
		
		
			
		
		
			
			
		
		
			
		
		
			
			
			
		
		
			
		
	


	
		
	


	
		
	


	
		
	


	
		
	
	
		
	


	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
			
		
	


	
		
			
		
	


	
		
	


	
		
	

















(b)
Figure 3: Examples of sound image movement from right to left. (a) Continuous movement. (b) Discrete movement with time-step 
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.


Figure 3(a) shows that the sound image moves continuously at a constant velocity 
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Figure 3(b) shows that the sound image moves discretely at the same average velocity as the constant velocity 
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 is the average velocity and 
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 is the time-step of discrete movement. The sound image jumped by distance 
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In this experiment, the number of steps 
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 was an odd number so that the sound image could appear at the head center once (if 
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 was an even number, the sound image would never appear at the head center).
2.2.5. Conditions
The following are the conditions of the present experiments.
Distance between the head center and the ear 
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The sound pressure coefficient 
	
		
			
				𝐴
				=
				6
				0
			

		
	
 dBSL. Each listener adjusted the coefficient 
	
		
			

				𝐴
			

		
	
 using the volume adjustment on the headphones amplifier so that the sensation level was 60 dB (i.e., first, the listener adjusted the volume at minimum audible level; then, the value of the volume was risen 60 dB from the value that listener had adjusted), when the sound image was at head center (i.e., 
	
		
			
				𝑦
				=
				0
			

		
	
).
The sound signal carrier 
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Velocity 
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 = 0.25, 0.5, 0.75, 1, 2, 3, and 4 m/s.
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 = 0, 0.02, 0.04, 0.06, 0.08, 0.10, 0.12, and 0.14 s. The condition 
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 means that the sound image movement was continuous (practically, 
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 was the sampling rate of the WAVE files: 1/44100 s).
Figure 4 shows examples of the sound waveform when the sound image moved from right to left. Figure 4(a) shows an example with continuous movement with conditions 
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) to the peak of the right waveform envelope, the sound image was right outside of the head and approaching the right ear. At the peak of the right waveform, the sound image was approximately at the right ear. Between the peaks at the right and left, the sound image ran from the right ear to the left ear. After the peak on the right, the sound image moved away from the left ear to the left of the head. Figure 4(b) shows an example of the discrete movement with conditions 
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 s. This waveform was found by (1)–(4), (9), and (11). The envelope of the discrete movement waveform (Figure 4(b)) consisted of “steps” while the continuous movement waveform (Figure 4(a)) was smooth. This shows that the discrete movement alternated between staying and jumping while the continuous movement kept moving.





	
		
	


	
		
		
			
		
	







	
		
			
		
			
		
			
	



	
		
		
			
		
	


	
		
			
		
			
		
	


	
		
		
			
		
			
	


	
	
	


	
	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	


	
	
	
	
	
	


	
	
	
	
	
	


	
	


	
	
	
	


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	
	
	
	
	
	
	
	
	
	


	
	
	
	
	


	


	


	
	
	
	
	
	
	


	
		
	

















(a)





	
		
	


	
		
		
			
		
	





	
	
	


	
	
	
	
	


	


	


	
	
	
	
	
	
	


	
		
	

















(b)
Figure 4: Examples of sound waveforms when the sound image moves from right to left. (a) Example of continuous movement (velocity 
	
		
			
				𝑣
				=
				0
				.
				2
				5
			

		
	
 m/s and time-step 
	
		
			
				𝜏
				=
				0
			

		
	
 s). (b) Example of discrete movement (velocity 
	
		
			
				𝑣
				=
				0
				.
				2
				5
			

		
	
 m/s and time-step 
	
		
			
				𝜏
				=
				0
				.
				1
				4
			

		
	
 s).


2.2.6. Trials
One session consisted of 56 trials (= 7 velocities × 8 time-steps) in a random order. One listener was tested for 6 sessions with alternating directions of movement (from left to right or from right to left). The direction of movement was constant in a session. In total, 60 (= 10 listeners × 6 sessions) data sets for each combination of velocity and time-step were obtained.
In each trial, after the sound image movement was presented, the listener answered as to whether the presented sound image movement was continuous or not by operating switches on the GUI of the experimental application software using a mouse (Figure 1). The listener had to judge whether it was not continuous when the movement was discontinuous even over a very short time.
The duration of the sound image movement 
	
		
			

				𝑇
			

		
	
 was 5 s, and the listener needed about 3 s to respond. Thus, one session required 448 s (= 56 trials × (5 + 3) s). The listener rested for 5 minutes between sessions. The total time of the experiment for one listener was about 70 minutes (= 6 sessions × 448 s + 5 intervals × 5 minutes).
2.2.7. Pretest of the Presentation Method for Sound Image Movement
As described in Section 2.2.3, the presentation method for the sound image movement used neither HRTF nor ITD. Therefore, it was necessary to confirm the appropriateness of our method in advance.
Prior to the experiment, all listeners made sure, as a subjective impression, that they could perceive that the sound image moved from outside of the head to the opposite side via the inside of the head using the present presentation method.
The listeners tested several samples of the sound image movement conditions. As a result, all listeners reported the perception that the sound image approached from outside of the head, ran through the head, and went away to the opposite side.
The reasons why the listeners could perceive the sound image outside of the head without HRTF are discussed in Section 4.
2.3. Results
Figure 5 shows the results of Experiment A. The horizontal axis is the velocity in m/s, and the vertical axis shows the probability of perceived continuity as a %.



























	


















	
















	
















	
















	
















	
















	






























	






























	
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		


	
	
		
	
		
	
		


	
		
	


	
		


	
	
		
	
		
	
		


	
		
		
		
		
	


	
		


	
	
		
	
		


	
		
		
		
		
	


	
		


	
	
		
	
		


	
		
		
		
		
	


	
		


	
	


	
		
		
		
		
	


	
		


	
	


	
		
		
		
	


	
		


	
	


	
	


	
		
		
		
		
	


	
		


	
	


	
	


	
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	















Figure 5: Probability of perceived continuity as a function of velocity when a discrete moving sound image was presented.


The variation in the probability of perceived continuity was statistically significant for velocity (ANOVA, 
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).
The results showed that the probability of perceived continuity was greater than 70% for all velocities when the time-step was less than 0.02 s.
On the other hand, the probability of perceived continuity was less than 20% at any velocity when the time-step was greater than 0.1 s.
When the time-step was between 0.04 and 0.08 s, the probability of perceived continuity was greater than 70% for a velocity of 0.25 m/s. However, it decreased as the velocity increased to 1 or 2 m/s. As the velocity increased from 1 to 4 m/s, it increased slightly again.
2.4. Discussion
The results suggested that the time-step of the discrete movement must be less than 0.02 s in order to keep the probability of perceived continuity over 70% at any velocity. When the time-step was over 0.1 s, the discrete movement could hardly be perceived as continuous movement at any velocity.
When the time-step was 0 s (completely continuous), the probability of perceived continuity should ideally be 100%, but actually it was not always 100%, especially for high velocity conditions. The reason was considered as being that, for high velocity conditions, the listeners mistook the “very fast movement” for “jumping from left (right) to right (left)” because the sound image appeared and disappeared over a very short duration, and, as a result, it was reported as being discrete.
When the time-step was between 0.04 and 0.08 s, the results showed a “U-shape.” A slow velocity of less than 0.25 m/s showed a high probability of perceived continuity over 70%. This suggested that it was very difficult for listeners to perceive the discreteness of movement at a very slow velocity. It was suggested that the stepping distance of the very slow velocity was too small to be distinguished from a slow continuous movement. On the other hand, at a speed greater than 1 or 2 m/s, the probability of perceived continuity increased slightly again. This suggested that it was also difficult for listeners to perceive the discreteness of movement when the velocity was greater than 1 or 2 m/s. It was suggested that the stepping distance for the velocities greater than 1 or 2 m/s was large enough to be confused with a fast continuous movement.
On the other hand, the next question was how the listeners decided whether the sound image movement was continuous or discrete. It must be taken into account that the current presentation method of sound image movement changed the “loudness” of the sound image as well as its location. For instance, when the sound image was at the left ear position, the loudness perceived by the left ear must be at a maximum. When the sound image approached or went away from the left ear, the loudness perceived by the left ear must increase and decrease, respectively. Thus, a sound image movement was generated in part by varying its loudness. There was a possibility that the listener did not make the decision based on continuity of movement, but by continuity of “loudness variation.” The next experiment tested this possibility.
3. Experiment B: Discrete Loudness Variation
3.1. Purpose
The second experiment (titled “Experiment B”) tested the continuity of discrete loudness variation under the same conditions as Experiment A. In Experiment B, the sound image was located at the head center by “diotic” presentation, and only the same loudness variations as in Experiment A were presented.
3.2. Method
3.2.1. Subjects
The subjects were the same 10 listeners as in Experiment A.
3.2.2. Experimental Setup
The experimental setup was also the same as in Experiment A.
3.2.3. Sound Signals
The dichotic sound signals of Experiment A were added and divided equally. The diotic sound signal 
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 were dichotic sound signals in Experiment A for left and right ears, respectively, and were defined in (9).
The diotic sound signal 
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 was presented to both the left and the right ears through the headphones. The sound image was located at the head center, and only the same loudness variations as in Experiment A could be presented.
3.2.4. Loudness Variation
In Experiment B, variable 
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 as a function of time 
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 was the same as in Experiment A. The sound pressure of 
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 can be found by (1)–(12).
3.2.5. Conditions
The conditions were also the same as in Experiment A.
3.2.6. Trials
The trials and total time were also the same as in Experiment A.
In each trial, after the loudness variation was presented, the listener answered as to whether the presented loudness variation was continuous or not in the same manner as in Experiment A.
3.3. Results
Figure 6 shows the results of Experiment B. The horizontal axis is the velocity in m/s, and the vertical axis shows the probability of perceived continuity as a %. It must be noted that, in Experiment B, the actual velocity was zero because the sound image stayed at the head center. The velocity 
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 in Experiment B was just a variable and was used to find the value of 
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 by (10)-(11).





































































































































































































	
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
	


	
		
			
		
		
		
		
			
				
			
		
		
			
		
		
			
		
			
		
			
		
			
				
				
				
				
			
		
		
			
		
		
			
		
			
		
			
				
				
				
				
			
		
		
			
		
		
			
		
			
		
			
				
				
				
				
			
		
	
	
		
			
		
		
		
			
				
				
				
				
			
		
		
			
		
		
		
			
				
				
				
			
		
		
			
		
		
		
		
		
			
		
			
		
			
				
				
				
				
			
		
		
			
		
		
		
		
		
			
		
			
		
			
				
				
				
				
			
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	















Figure 6: Probability of perceived continuity as a function of velocity when a discrete loudness variation was presented.


The variation in the probability of perceived continuity was statistically significant for the velocity (ANOVA, 
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).
The results showed that when the time-step was short (less than 0.04 s), the probability of perceived continuity was high (greater than 50%) at all velocities. When the time-step was long (greater than 0.08 s), the probability of perceived continuity was larger as the time-step or the velocity was reduced. When the time-step was in the middle of the range (0.06 s), the results showed a “U-shape” characteristic. These qualitative tendencies were similar to the results of Experiment A.
However, the results of Experiments A and B were quantitatively different. Figure 7 shows a comparison of both results. The filled circle shows the probability of perceived continuity of the moving sound image, and the open circle shows the probability of perceived continuity of the loudness variation. The diameter of the circle indicates the probability. The test for independence (
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 test) was conducted to compare both results. The gray square indicates significant differences: dark gray means 
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. Results suggested that almost half of the conditions showed quantitative differences in the probability of perceived continuity although the qualitative tendencies were similar.












































































































































































	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
	


	
		
		
		
	
	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
		
	


	
		
	
	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
		
		
		
	


	
		
	
	
		
	
	
		
		
		
		
	















Figure 7: Comparison of probabilities of continuity. Filled circles show the probability of perceived continuity of a moving sound image, and open circles show the probability of perceived continuity of loudness variation. The diameter of circle indicates the probability (0–100%). A gray square indicates a significant difference using a test for independence: dark gray means 
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.


3.4. Discussion
The results shown in Figure 7 suggested that there was a tendency that the probability of perceived continuity of the loudness variation was greater than that of the moving sound image, especially when the time-step was greater than 0.06 s. In about half of the conditions, these differences were significant. This means that the listeners could perceive the discreteness more strongly when they listened to the moving sound image than when they listened only to the loudness variation. This fact could answer the previous question: was there a possibility that the listener did not make the decision by the continuity of movement but rather by the continuity of “loudness variation”? The answer was “no” because the listeners could perceive the discreteness of the moving sound image even if they could not perceive the discreteness of the loudness variation.
As in Experiment A, when the time-step was 0 s (completely continuous), the probability of perceived continuity should ideally be 100%, but the results shown in Figure 6 suggested that they were not always 100%, especially for high velocity conditions. It was suggested that, as for Experiment A, for high velocity conditions, the listeners mistook the “varying very quickly” for “varying discretely” because the sound appeared and disappeared over a very short duration, and the sound was reported to be discrete. In Figure 7, in conditions where the time-step was 0 s, some results (velocity 
	
		
			

				𝑣
			

		
	
 = 0.5, 2, 3, and 4 m/s) showed a significant difference. This was because in conditions where the time-step was 0 s, the results of Experiment A ranged from 85% to 100%, whereas the results of Experiment B ranged from 75% to 90%.
4. Conclusion
As a basic study into 3-D audio display systems that need long processing times (e.g., a system with a very slow head tracking sensor), this paper reports the conditions of moving sound image velocity and time-step where a discrete moving sound image is perceived as continuous motion. In the present experiments, the discrete moving sound image was presented through headphones and ran along the ear-axis. The experiments tested the continuity of a discrete moving sound image using various conditions of velocity (0.25, 0.5, 0.75, 1, 2, 3, and 4 m/s) and time-step (0, 0.02, 0.04, 0.06, 0.08, 0.10, 0.12, and 0.14 s).
As a result, in order to present a discrete moving sound image as continuous movement,(1)the 3-D audio display system is required to complete the sound image presentation process, including head tracking and HRTF simulation, in less than 0.02 s, in order to present sound image movements at all velocities,(2)a processing time longer than 0.1 s was not acceptable,(3)if the 3-D audio display system only presents very slow movement (less than about 0.5 m/s), processing times ranging from 0.04 s to 0.06 s were allowed.
In addition, a comparison of the results of a moving sound image and loudness variation showed that the listeners did not decide whether the movement was discrete or continuous only by the loudness variation. The listeners could perceive the discreteness of the moving sound image, even if they could not perceive the discreteness of loudness variation.
Ethical Approval
The experiments included in this paper were conducted with the understanding and the consent of the human subjects, and the responsible Ethical Committee approved the experiments.
Conflict of Interests
The author declares that there is no conflict of interests regarding the publication of this paper.
Acknowledgments
This study was partially funded by Research Grants of the Okawa Foundation for Information and Telecommunications, 2008, and the Cooperative Research Project Program of the Research Institute of Electrical Communication, Tohoku University, 2007–2009.
References
	D. R. Begault, E. M. Wenzel, and M. R. Anderson, “Direct comparison of the impact of head tracking, reverberation, and individualized head-related transfer functions on the spatial perception of a virtual speech source,” Journal of the Audio Engineering Society, vol. 49, no. 10, pp. 904–916, 2001.
	G. Wersényi, “Effect of emulated head-tracking for reducing localization errors in virtual audio simulation,” IEEE Transactions on Audio, Speech and Language Processing, vol. 17, no. 2, pp. 247–252, 2009.
	K.-U. Doerr, H. Rademacher, S. Huesgen, and W. Kubbat, “Evaluation of a low-cost 3D sound system for immersive virtual reality training systems,” IEEE Transactions on Visualization and Computer Graphics, vol. 13, no. 2, pp. 204–212, 2007.
	Y. Seki and T. Sato, “Development of auditory orientation training system for the blind by using 3-D sound,” in Proceedings of the ACM Conference on Human Factors in Computing Systems (CVHI '06), CD-ROM, Kufstein, Austria, 2006.
	M. Ohuchi, Y. Iwaya, Y. Suzuki, and T. Munekata, “Cognitive-map forming of the blind in a virtual sound environment,” in Proceedings of the 12th International Conference on Auditory Display, pp. 1–7, London, UK, 2006.
	J. M. Loomis, J. R. Marston, R. G. Golledge, and R. L. Klatzky, “Personal guidance system for people with visual impairment: a comparison of spatial displays for route guidance,” Journal of Visual Impairment and Blindness, vol. 99, no. 4, pp. 219–232, 2005.
	M. L. Cascia, S. Sclaroff, and V. Athitsos, “Fast, reliable head tracking under varying illumination: An approach based on registration of texture-mapped 3D models,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 22, no. 4, pp. 322–336, 2000.
	T. Z. Strybel, A. M. Witty, and D. R. Perrott, “Auditory apparent motion in the free field: The effects of stimulus duration and separation,” Perception & Psychophysics, vol. 52, no. 2, pp. 139–143, 1992.
	S. Lakatos, “Temporal constraints on apparent motion in auditory space,” Perception & Psychophysics, vol. 54, no. 2, pp. 139–144, 1993.
	K. Mizushima, S. Nakanishi, and M. Morimoto, “Continuity of a moving sound image caused by successive signals from two discretely located loudspeakers,” Journal of the Acoustical Society of Japan, vol. 15, no. 3, pp. 179–187, 1994.
	T. Z. Strybel and M. L. Menges, “Auditory apparent motion between sine waves differing in frequency,” Perception, vol. 27, no. 4, pp. 483–495, 1998.
	D. R. Perrott and A. D. Musicant, “Minimum auditory movement angle: binaural localization of moving sound sources,” Journal of the Acoustical Society of America, vol. 62, no. 6, pp. 1463–1466, 1977.
	D. W. Grantham, “Adaptation to auditory motion in the horizontal plane: effect of prior exposure to motion on motion detectability,” Perception & Psychophysics, vol. 52, no. 2, pp. 144–150, 1992.
	D. R. Perrott and K. Marlborough, “Minimum audible movement angle: marking the end points of the path traveled by a moving sound source,” Journal of the Acoustical Society of America, vol. 85, no. 4, pp. 1773–1775, 1989.
	D. W. Chandler and D. W. Grantham, “Minimum audible movement angle in the horizontal plane as a function of stimulus frequency and bandwidth, source azimuth, and velocity,” Journal of the Acoustical Society of America, vol. 91, no. 3, pp. 1624–1636, 1992.
	D. R. Perrott and J. Tucker, “Minimum audible movement angle as a function of signal frequency and the velocity of the source,” Journal of the Acoustical Society of America, vol. 83, no. 4, pp. 1522–1527, 1988.
	T. Z. Strybel, C. L. Manligas, and D. R. Perrott, “Minimum audible movement angle as a function of the azimuth and elevation of the source,” Human Factors, vol. 34, no. 3, pp. 267–275, 1992.
	D. W. Grantham, B. W. Y. Hornsby, and E. A. Erpenbeck, “Auditory spatial resolution in horizontal, vertical, and diagonal planes,” Journal of the Acoustical Society of America, vol. 114, no. 2, pp. 1009–1022, 2003.
	S. Carlile and V. Best, “Discrimination of sound source velocity in human listeners,” Journal of the Acoustical Society of America, vol. 111, no. 2, pp. 1026–1035, 2002.
	M. Agaeva, “Velocity discrimination of auditory image moving in vertical plane,” Hearing Research, vol. 198, no. 1-2, pp. 1–9, 2004.
	S. Getzmann, “Effects of velocity and motion-onset delay on detection and discrimination of sound motion,” Hearing Research, vol. 246, no. 1-2, pp. 44–51, 2008.
	J. A. Altman and O. V. Viskov, “Discrimination of perceived movement velocity for fused auditory image in dichotic stimulation,” Journal of the Acoustical Society of America, vol. 61, no. 3, pp. 816–819, 1977.
	D. R. Perrott, B. Costantino, and J. Ball, “Discrimination of moving events which accelerate or decelerate over the listening interval,” Journal of the Acoustical Society of America, vol. 93, no. 2, pp. 1053–1057, 1993.
	H. Kietz, “Das räumliche Horen,” Acustica, vol. 3, no. 2, pp. 73–86, 1953.
	B. McA,  Sayers, and F. E. Toole, “Acoustic-mage lateralization judgments with binaural transients,” Journal of the Acoustical Society of America, vol. 36, no. 6, pp. 1199–1205, 1964.


OEBPS/page-template.xpgt
 

   


     
	 
    

     
	 
    


     
	 
    


     
         
             
             
             
        
    

  





OEBPS/pageMap.xml
 
                                 
                                



OEBPS/Fonts/xits-italic.otf


OEBPS/Fonts/xits-bolditalic.otf


OEBPS/Fonts/xits-regular.otf


OEBPS/Fonts/xits-math.otf


