Handling Low-Density LiDAR Data: Calculating the Heights of Civil Constructions and the Accuracy Expected
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During the last years, in many developed countries, administrations and private companies have devoted considerable amounts of money to obtain mapping data using airborne LiDAR. For many civil activities, we can take advantage of it, since those data are available with no cost. Some important questions arise: Are those data good enough to be used for determining the heights of the civil constructions with the accuracy we need in some civil work? What accuracy can we expect when using low-density LiDAR data (0.5 pts/m²)? In order to answer those questions, we have developed a specific methodology based on establishing a set of control points on the top of several constructions and calculating the elevation of each one using postprocessing GPS. Those results have been taken as correct values and the comparison between those values and the elevations obtained, assigning values to the control points by the interpolation of the LiDAR dataset, has been carried out. This paper shows the results obtained using low-density airborne LiDAR data and the accuracy obtained. Results have shown that LiDAR can be accurate enough (10–25 cm) to determine the height of civil constructions and apply those data in many civil engineering activities.

1. Introduction

LiDAR (light detection and ranging) system is a well-known technology to acquire mapping information. Efficiency and affordability have made LiDAR a primary tool for collecting a variety of high-quality surface data in much shorter periods of time than previously possible. In addition, hardware LiDAR technology has been significantly improved. Furthermore, the ranging accuracy improved to 2-3 cm level, and the availability of intensity signal became common [1]. These developments resulted in improved data quality in terms of higher point density and better accuracy, which, in turn, opened new application areas of LiDAR [2]. Modern LiDAR systems with the cm level ranging accuracy and high pulse rate, in theory, could be applied on topography works, like leveling processes [3], even more, ground-based LiDAR systems are being used to monitor movements of large structures and landslides, as a complement of other instruments, for instance, nonprism total station [4].

However, besides the laser ranging error there are several potential error, sources that can degrade the accuracy of the acquired data. LiDAR systems are complex multisensor systems and incorporate at least three main sensors: the GPS and INS navigation sensors and the laser-scanning device (Figure 1).

There are multiple causes of errors that affect the process: navigation errors, individual sensor calibration or measurement errors, and intersensor calibration errors or a misalignment between the different sensors [5]. Those kinds of errors can be minimized applying a rigorous system calibration, but there are always discrepancies between the reality and the acquired data. Nevertheless, the accuracy achieved with this system is good enough to be applied on most of the usual civil engineering activities.

Currently, many methods have been developed to measure the accuracy of the acquired data [6–8]. The main conclusion is that the vertical accuracy is higher than the
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2. Materials and Methodology

2.1. LiDAR Dataset. The Spanish official LiDAR data set, the PNOA (Plan Nacional de Ortofotografía Aérea), is a cost-free information system and has the following characteristics (http://www.ign.es/):

- digital terrain model accuracy: RMSE ≤ 0.15 m,
- density: 0.5 pts/m$^2$ (low density),
- format file: “LAS” binary format,
- grid step size: $1.41 \times 1.41$ m,

A set of thirteen significant civil constructions were selected in order to develop the current research. Firstly, at least, two reference marks were located on the top of the constructions and their elevations were calculated using a GPS system. Those elevations were considered the real height values for each construction.

Once the reference marks were built and their coordinates known, twenty-two tiles were extracted from the LiDAR data set. Each tile is a square of 2,000 m×2,000 m, containing over 2,000,000 pts (Figure 2).

2.2. Calculating “Real Coordinates”. The coordinates of the reference marks, located at the crest of the constructions, were calculated applying a usual DGPS technique. The following process was repeated for each one: a GPS receiver (Leica GPS1200. Figure 3) installed on the base point, near the construction, was observed for, at least, two hours. Taking corrections from the permanent stations, coordinates of the base were calculated in the postprocessing. The rover GPS installed at the reference mark (on the top) received corrections from the static GPS located at the base point and the reference mark coordinates were calculated also in the postprocessing. Those coordinates have been considered as “real coordinates,” in order to be compared with the results obtained using LiDAR data.

As the coordinates calculated with GPS are referenced to the system WGS84-ETRS89, a coordinate transformation was
Table 2: LiDAR orthometric height errors.

<table>
<thead>
<tr>
<th>Reference mark (Id)</th>
<th>GPS orthometric height (m)</th>
<th>LiDAR orthometric height (m)</th>
<th>Error (m) (GPS-LiDAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN04</td>
<td>924.26</td>
<td>923.50</td>
<td>0.76</td>
</tr>
<tr>
<td>BN05</td>
<td>924.35</td>
<td>924.40</td>
<td>0.05</td>
</tr>
<tr>
<td>R</td>
<td>907.17</td>
<td>907.25</td>
<td>0.09</td>
</tr>
<tr>
<td>06</td>
<td>1318.24</td>
<td>1318.14</td>
<td>0.10</td>
</tr>
<tr>
<td>03</td>
<td>1087.96</td>
<td>1088.04</td>
<td>0.09</td>
</tr>
<tr>
<td>01</td>
<td>741.94</td>
<td>742.02</td>
<td>0.08</td>
</tr>
<tr>
<td>01</td>
<td>714.82</td>
<td>714.84</td>
<td>0.02</td>
</tr>
<tr>
<td>06</td>
<td>1290.30</td>
<td>1290.35</td>
<td>0.05</td>
</tr>
<tr>
<td>12</td>
<td>830.41</td>
<td>830.31</td>
<td>0.10</td>
</tr>
<tr>
<td>C05</td>
<td>725.87</td>
<td>725.90</td>
<td>0.03</td>
</tr>
<tr>
<td>BN06</td>
<td>901.39</td>
<td>901.26</td>
<td>0.14</td>
</tr>
<tr>
<td>A</td>
<td>955.63</td>
<td>955.67</td>
<td>0.04</td>
</tr>
<tr>
<td>27</td>
<td>1010.83</td>
<td>1010.85</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Figure 3: GPS receiver at the reference base near the construction.

Figure 4: Filtering program.

2.4. Calculating Reference Mark Coordinates with LiDAR Data. Working with low-density LiDAR data is almost impossible to have LiDAR information coincident with the reference mark; therefore, an interpolating process was applied in order to estimate the X-Y coordinates and then to assign the Z coordinate to each reference mark. There are many algorithms that can be applied on this problem, but having so few points near the control points, the gravitational interpolation has been selected, since other techniques need more data. The procedure consisted in taking the LiDAR points around the reference mark (in 2D, distance equal or less than 1.0 m) and to apply a gravitational interpolation, to estimate the Z coordinate.

Known the X-Y coordinates of the reference mark, a subset of LiDAR points was extracted from LiDAR files using the filtering program. From this subset, a new selection criterion was applied.

For each construction, knowing the reference mark coordinates and using the filtering program, a subset of LiDAR points were extracted in order to obtain only points near the reference mark. In this step, the proximity criterion was applied.

\[
D^R_{P} = \sqrt{(x_{\text{RM}} - x_P)^2 + (y_{\text{RM}} - y_P)^2} \leq 1.0 \text{ m.} \quad (1)
\]
Assuming that there are \(n\) points in the LiDAR subset, the estimated \(Z\) coordinate, height \(Z'_{\text{RM}}\), is given by the expression:

\[
Z'_{\text{RM}} = \frac{\sum_{i=1}^{n} \left( z_i / (D_{i}^{\text{RM}})^2 \right)}{\sum_{i=1}^{n} \left( 1 / (D_{i}^{\text{RM}})^2 \right)},
\]

where \(Z'_{\text{RM}}\) is the estimate \(Z\) coordinate for the reference mark given, \(z_i\) is the \(Z\) coordinate of point \(i\), \(D_{i}^{\text{RM}}\) is the Euclidean distance from point \(i\) to RM.

### 3. Results

Table 2 shows the differences between the GPS heights and the corresponding results obtained with LiDAR. Almost all of them are negatives, that is, GPS height larger than LiDAR height, except four cases highlighted with asterisk and only one with double asterisk (higher discrepancy) that will be discussed later, in the next section.

Error was always measured by subtracting the LiDAR from the GPS elevation, resulting in positive errors for an underprediction of the orthometric height. Several measures of error were computed: mean signed error (Table 2), mean absolute error, and RMSE. The RMSE was computed by the expression

\[
\text{RMSE}_{\text{Observed_LiDAR_Pts}} = \sqrt{\frac{\sum (Z_{\text{GPS}} - Z_{\text{LiDAR}})^2}{n}} = 0.22
\]

and the mean absolute error (MAE) by

\[
\text{MAE}_{\text{Observed_LiDAR_Pts}} = \frac{\sum |Z_{\text{GPS}} - Z_{\text{LiDAR}}|}{n} = 0.12.
\]

### 4. Discussion

The primary goal in this study is to validate the LiDAR data set as a good source of information to determine the height of a construction, suitable to be applied in many civil engineering activities. The results show that the mean absolute error is less than 12.00 cm and the root mean square error is less than 22.30 cm. With these values, we can affirm that it is viable to apply this methodology to determine the height; nevertheless, there are some results that are positive, while the majority are negative and small. In order to discover the reason why that happens, we had to visit the dams again, looking for the reference marks.

All figures show the same characteristic (Figures 5 and 6): the reference marks are on the sidewalk or over a concrete base, always located higher than most of the data extracted from LiDAR tiles. Since there are not LiDAR points, exactly over the reference mark, we have processed the heights of the nearest points (distance \(\leq 1.0\) m). In case of not considering those values, the new errors calculated by (3) and (4) would be (being in this case \(n = 9\))

\[
\text{RMSE}_{\text{Observed_LiDAR_Pts}} = 0.0558,
\]

\[
\text{MAE}_{\text{Observed_LiDAR_Pts}} = 0.050.
\]

As we can see above, if that subset of reference marks are removed, a significant reduction of the errors is obtained.

### 5. Conclusions

The LiDAR data set produced a high-quality topographic survey of the constructions, suitable to obtain the ellipsoidal and orthometric heights (these ones after a transformation applying the geoid height). It is not necessary to install reflectors to obtain a good enough precision.

The accuracy expected depends on the LiDAR point density [14]; nevertheless, using 0.5 pts/m\(^2\), we have obtained around 5 cm discrepancy with “real coordinates” of the reference marks, assuming those as control points that were obtained by postprocessed GPS.

Starting from the raw LiDAR data set, it is not necessary to generate a digital terrain model (DTM) to calculate the elevation of the control points; even though almost current procedures use this methodology, a direct interpolation from the raw data can be applied [15].

The results obtained prove that the low-density LiDAR dataset is suitable to be applied in many civil engineering activities where an approximate height is needed and the economy factor is essential.
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