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A method is presented to detect and quantify structural damages from changes in modal parameters (such as natural frequencies and mode shapes). An inverse problem is formulated to minimize the objective function, defined in terms of discrepancy between the vibration data identified by modal testing and those computed from analytical model, which then solved to locate and assess the structural damage using continuous ant colony optimization algorithm. The damage is formulated as stiffness reduction factor. The study indicates potentiality of the developed code to solve a wide range of inverse identification problems.

1. Introduction

Structural health monitoring (SHM) has become an important area of research within the civil, mechanical, aerospace engineering community in recent years. Damage to structure may be caused as a result of normal operations, accidents, deterioration, or severe natural events such as earthquake and storms. Sometimes the extent and location of damage can be determined through visual inspection. But visual inspection technique has a limited capability to detect the damage, especially when the damage lies inside the structure and is not visible. So an effective and reliable global damage assessment methodology is necessary for determination of damage state particularly for these inaccessible regions.

Modal parameters based damage detection method has several advantages over alternative techniques due to the fact that the modal parameters depend only on the mechanical characteristics of the structure and not on the excitation applied. Review of modal parameter based damage detection methods was carried out by Doebbling et al. [1] and Fan and Qiao [2]. Since natural frequencies can be measured more easily than mode shapes and are less affected by experimental errors; it has been used as a probable damage indicator by many researchers [3, 4]. However, its application is somewhat limited due to its low sensitivity to damage; in particular when the damage is located at regions of low stress. Further, information regarding local damage is associated with higher modes which are difficult to extract experimentally and therefore are not available for damage detection. Alternately, since mode shape represents the relative displacement of all the parts of the structures for that particular mode, they can thereby provide the spatial information about sources of vibration changes. Damage in the structure changes the mode shape locally. The commonly used method for comparing two mode shapes is the modal assurance criterion (MAC) [5] value which measures the similarity of two mode shapes. A MAC value of 1 is a perfect match and value tends to 0 means they are completely dissimilar. As the damage indicator, mode shapes provide few advantages over natural frequencies, such as, the mode shapes are less sensitive to environmental effects, like temperature [6]. A test on reinforced concrete bridge proved MAC value is a better indicator of damage than natural frequency [7]. However, the measured mode shapes are more prone to noise contamination than natural frequencies. This limits the use of mode shape as the lone damage indicator. A lot of works has been carried for a better damage indicator by combining natural frequencies, mode shapes and other mode shape derivatives. Meruane and Heylen [8]
suggested an objective function using a combination of frequency differences and MAC values and it was found suitable damage indicator for damage detection problems.

A damage detection problem using changes in natural frequencies and/or mode shapes is basically an inverse problem, where one objective function, defined in terms of discrepancies between the vibration data identified by modal testing and those computed from analytical model, is minimized or maximized. However, these relationships are very complex involving a large number of local optima, hence making the problem too difficult to be solved by conventional optimization algorithms such as conjugate gradient method. In comparison, recent computational intelligence methods, such as artificial neural network [10–13], genetic algorithms [29] and swarm intelligence techniques [21–26], are able to map easily the cause-effect relationship between damage and modal parameters.

In the present study an extended form of ant colony optimization (ACO) [27] technique called continuous ant colony optimization (ACO_	ext{R}) [28], which is capable of solving continuous optimization problem, is used for damage detection problems. ACO algorithms are inspired by the behavior of ant colonies, which are almost blind, still capable of finding the shortest route from their nests to feeding sources and back. This behavior is due to ants’ capacity for transmitting information between themselves, through pheromone trail along the chosen path. Due to its capability for searching a better solution to computationally hard optimization problems, ACO_	ext{R} has found its application in solving many complex engineering optimization problems such as, optimization of water resource [29], active vibration control [30], optimizing laminated composites [31], damage detection problems [9], history matching and uncertainty quantification for predicting performance of reservoir [32], supply chain inventory problems [33], and optimal portfolio selection problems [34]. The present study applies ACO_R algorithm for damage assessment problems. A suitable objective function is formulated for this study which is then solved using ACO_R to estimate the damaged member. The damage is modeled as reduction in stiffness using a factor “stiffness reduction factor” and keeping mass unchanged. The parameters of ACO_R algorithms are controlled properly to achieve the optimal results economically in terms of computational cost, which is then validated with a published result. Further a laboratory tested data for a beam is used to validate the accuracy of proposed technique. Finally, some numerical experimentation is carried out to demonstrate the efficiency of this method for wide range of practical problems such as beam and plane frame as well as space frames.

2. Theoretical Background

2.1. Continuous Ant Colony Optimization. Ant colony optimization [27, 28] algorithms are inspired by the foraging behavior of ant, at the core of which is the indirect communication between the ants by means of chemical pheromone trails which enables them in finding the shortest paths from their nests to feeding sources and back. This iterative approach of solving discrete as well as continuous optimization problems usually consists of two basic steps such as, constructing candidate solutions in a probabilistic way by using a probability distribution over the search space and modifying the probability distribution, using the candidate solutions in a way that is deemed to bias future sampling toward high quality solutions.

In case ACO applied to combinational optimization problems, the set of available solution components are defined by the problem formulation and the ant samples a component to be added to the current solution set based upon the discrete probability distribution function associated with each element of the set. In ACO_R, this idea has been shifted to use a continuous probability density function (PDF) instead of discrete probability distribution one. One of the most popular functions to be used as a PDF is the Gaussian function, where a Gaussian kernel $G^i(x)$ is defined as a weighted sum of several one-dimensional Gaussian functions $g^i(x)$ as below:

$$G^i(x) = \sum_{l=1}^{k} \omega^i_g^l(x) = \sum_{l=1}^{k} \omega^i_g^l \frac{1}{\sigma^i_g^l \sqrt{2\pi}} e^{-(x-\mu^i_g^l)^2 / 2\sigma^i_g^l^2},$$  

where $i = 1, 2, \ldots, n$ is the number of dimensions of the problem, which identifies a single such PDF. The Gaussian kernel $G^i(x)$ is parameterized with three vectors of parameters: $\omega^i$ is the vector of weights associated with the individual Gaussian functions, $\mu^i$ is the vector of means, and $\sigma^i$ is the vector of standard deviations. The cardinality of all these vectors is equal to the number of Gaussian functions constituting the Gaussian kernel. For convenience, we will use the parameter $k$ to describe it, hence:

$$|\omega^i| = |\mu^i| = |\sigma^i| = k.$$  

The algorithm is started with random solution set of cardinality $k$, which corresponds to the pheromone value initialization in ACO algorithms for discrete optimization problems. At each iteration steps better set of generated solutions is added to the population and the same number of the worst solutions is removed from it. This action biases the search process towards the best solutions and hence it is equivalent the pheromone update in discrete ACO.

Mathematically, for constructing a solution, an ant chooses at each construction step $i = 1, \ldots, n$, a value for decision variable $X_i$. For performing this choice, an ant uses the Gaussian kernel $G^i(x)$ defined for $i$th dimension. As direct sampling of Gaussian kernel $G^i$ is problematic, an alternate approach is followed in ACO_R as follows.

Exactly one of the Gaussian functions $j$ is chosen probabilistically using (3), which is then used for all $n$ construction steps.

$$P_j = \frac{\omega_j}{\sum_{i=1}^{k} \omega_i}, \quad \forall j = 1, \ldots, k,$$  

where $\omega_j$ is the weight of Gaussian function $j$, which is obtained as follows. All solutions in the population are ranked
according to their quality (e.g., the inverse of the objective function value in the case of minimization) with the best solution having rank 1. Assuming the rank of the \( j \)th solution in the population to be \( r \), the weight \( \omega_j \) of the \( j \)th Gaussian function is calculated according to the following formula:

\[
\omega_j = \frac{1}{qK \sqrt{2\pi}} e^{-\frac{(r-1)^2}{2qK^2}}. \tag{4}
\]

This essentially defines the weight to be a value of the Gaussian function with argument \( r \), with a mean of 1.0, and a standard deviation of \( qK \). The term \( q \) is a parameter of the algorithm. In case the value of \( q \) is small, the best-ranked solutions are strongly preferred, and in case it is larger, the probability becomes more uniform. Due to using the ranks instead of the actual fitness function values, the algorithm is not sensitive to the scaling of the fitness function.

For each selected Gaussian function, the values of the \( r \)th variable of all the solutions \( s_1^r, \ldots, s_k^r \) in the archive becomes the elements of the vector \( \mu^r \),

\[
\mu^r = \{ \mu_1^r, \ldots, \mu_k^r \} = \{ s_1^r, \ldots, s_k^r \}. \tag{5}
\]

Further the values of the standard deviation \( \sigma_i^r \) at construction step \( i \) can be calculated from the average distance from the chosen solution \( s_i \) to other solutions in the archive and then by multiplying it by the parameter \( \xi \),

\[
\sigma_i^r = \xi \sum_{c=1}^{k} \frac{|s_c^r - s_i^r|}{k - 1}. \tag{6}
\]

The parameter \( \xi(>0) \), which is the same for all the dimensions, has an effect similar to that of the pheromone evaporation rate in ACO. The higher the value of \( \xi \), the lower the convergence speed of the algorithm. As mentioned before, this whole process is repeated for each dimension \( i = 1, \ldots, n \) and each time the average distance \( \sigma_i^r \) is calculated only with the use of the single dimension \( i \). This ensures that the algorithm is able to adapt to linear transformations of the considered problem.

2.2. Parameters of ACO\(_R\) Algorithm. One of the disadvantages associated with ACO algorithm is that it may converge into some local optimum thereby leading to wrong results. Again, it may require great amount of computation time for getting the results. To minimize the convergence time and to increase the accuracy there have been a number of works on algorithm refinements and hybridization [35–38]. However, the performance of ACO\(_R\) algorithm greatly depends on the parameters of the algorithm, that is, \( k \), \( q \), and \( \xi \). Hence with proper selection of these parameters the performance of algorithm can be improved by a great extent.

These parameters for ACO\(_R\) algorithm are not independent of each other rather they depend on the dimensions of the problem. When the solution archive size \( (k) \) is very small, a few found solutions are stored in the solution archive and consequently the experience of other ants cannot be utilized in a proper way to generate better solutions. On the other hand more solution archive size increases simulation time and decreases the quality of found solutions, since a big solution archive keeps a larger amount of solutions with less quality [39]. Based on numerical experimentation it was found that a better solution is achieved by considering archive size between 1.5–2.5 times of the problem dimension. Further, it is better to use more number of ants for implementation of parallel computing with this algorithm. Though this may increase the number of function evaluations but the actual time required by the algorithm will be significantly less by virtue of parallel computing. For the present study 10 solutions are added to solution archive per iteration and equal numbers of worst solutions are deleted from the solution archive. In order to avoid assignment of weights close to zero, to the last \( r \) solutions of the sorted ants, Movahedipour [35] defined a limit \( C \) and find corresponding \( q \) value as

\[
r = 1 + qK \sqrt{-2\ln(1) + \ln(qK)} + 0.9189. \tag{7}
\]

It may probable that the ants may converge to a local optima or it may true for some run that the number of iteration is not enough for convergence thus not achieving target accuracy. Hence, to ensure proper convergence, each problem is run multiple times and the run yielding lowest objective function value is considered as actual damage scenario.

2.3. Damage Detection Procedure. For a properly modeled structure, the eigenvalue equation is given by

\[
\left([K] - \omega_i^2[M]\right)\{\phi_i\} = 0, \quad i = 1, \ldots, n, \tag{8}
\]

where \([K]\) and \([M]\) are the global stiffness and mass matrices respectively, and \(\omega_i\) and \(\phi_i\) represent the natural frequency and corresponding vibration mode shape. It can be assumed that introduction of damage to a structure will result in reduction of local stiffness of the structure whereas the change in mass may be neglected. Hence we can rewrite (8) for a damaged system as

\[
\left([K_d] - (\omega_i^d)^2[M]\right)\{\phi_i^d\} = 0, \quad i = 1, \ldots, n, \tag{9}
\]

where \([K_d]\) and \([M_d]\) are the global stiffness and mass matrices respectively, and \(\omega_i^d\) and \(\phi_i^d\) represents the natural frequency and corresponding vibration mode shape for damaged structure respectively. It has been seen that for low frequency measurements we can model damage as the reduction in stiffness as a scalar variable between \([0,1]\), where zero value corresponds to no damage case and a value near to one corresponds to rupture condition [40]. Mathematically we can define this as

\[
[K_d] = \sum_i (1 - \beta_i) [K_i], \tag{10}
\]

\[
\beta_i = \frac{E I_i^u - E I_i^d}{E I_i^u},
\]

where \( E \) is defined as Young’s modulus of elasticity and \( I \) is the moment of inertia and the subscript \( u \) and \( d \) denotes...
the undamaged and damaged states, respectively, and \( \beta \) is the stiffness reduction factor which is defined as the ratio of reduction in stiffness of the element at the damaged state to the stiffness at the undamaged state. Equation (9) forms the basis of the damage detection method through an inverse procedure. The natural frequencies and the mode shapes are measured for the damaged structure. Then ACO algorithm is used to search a particular pair of stiffness reduction factor for which the numerical natural frequencies and corresponding mode shapes exactly match with that of the measured natural frequencies and mode shapes. The numerical model of undamaged structure is generally considered as the initial model for the optimization. The SRF values for which the exact match between the measured and calculated natural frequencies and mode shapes are observed represents the actual damage location and amount. The usual approach to solve the inverse problem of damage detection involves minimization of an objective function, which is defined in terms of discrepancies between the vibration data identified by modal testing and those computed from the analytical model. Meruane and Heylen [8] suggested that an objective function using a combination of frequency differences and MAC values are the suitable damage indicator for damage detection problems. Accordingly, the objective function used for this study is given by;

\[
F = \left( \frac{1}{n} \sum_{i=1}^{n} \left( \frac{f_i^m}{f_i} - 1 \right)^2 + \sum_{i=1}^{n} (1 - \text{MAC}_{ij}) \right), \quad (11)
\]

where \( f_i^m \) represents the measured frequency or the frequency obtained from finite element simulation in absent of measured frequency and \( f_i \) represents the frequencies obtained in optimization iteration steps. \( n \) is the number of input response parameters (natural frequencies or mode shapes) and for this study is taken as six. The MAC value represents the correlation between two mode shapes and is defined as

\[
\text{MAC}_j = \frac{\left( \phi_{u,i}^T \phi_{d,j}^T \right)^2}{\left( \phi_{u,i}^T \phi_{u,i} \right) \left( \phi_{d,j}^T \phi_{d,j} \right)}, \quad (12)
\]

where \( \phi_j \) gives the \( j \)th mode shape.

In practice for damage identification the natural frequencies and mode shapes are identified from modal testing, and it is assumed that the finite element model representing the structure will provide the same modal values as those identified from modal testing. However, it does not happen due to several errors associated with inaccurate modeling, erroneous measurement and environmental noises, and so forth. If these noises are greater than the actual changes of modal parameters due to structural damage, then the information of real structural damage cannot be accurately identified. One method to minimize these discrepancies is model updating. The basic assumption behind model updating is that for a linear and undamped system, the errors in modeling of boundary conditions and joints can be eliminated by adjusting the material properties of the elements [41]. For the present inverse problem the model updating and identification of undamaged structure is first carried out in order to minimize the variation of structural parameters and then this identified undamaged model is used as the initial model for damage detection.

2.4. Noise Modeling. Due to associated uncertainties in test results, there is always a discrepancy between modal predictions by mathematical model and test results. For the numerical simulation study, the simulated noisy natural frequencies and mode shapes are obtained by adding a random value as given by

\[
\begin{align*}
\phi_{\text{noisy}} &= \phi_{\text{analytical}} (1 + \eta \alpha), \\
\phi_{\text{noisy}} &= f_{\text{analytical}} (1 + \eta \alpha),
\end{align*}
\quad (13)
\]

where \( \eta \) is a random number in the interval \([-1, 1]\) and \( \alpha \) is the damage level parameter. It is common to consider the noise associated with measurement of natural frequency is 1% and that of mode shape is 10% [42]. Hence, in order to simulate the experimental natural frequencies in a realistic way, 1% random noise is added to the numerical natural frequency and 10% random noise is added to the numerical mode shape.

3. Results and Discussions

Computer codes are developed based on formulations outlined in previous sections and applied to beam and frame type structural systems. The structures are modeled with Euler-Bernoulli beam element and damage is represented in terms of SRF. The modal parameters are calculated numerically from eigenvalue analysis. The result and discussion portion is broadly divided into three parts. First part deals with damage detection in beam type structures. In this part the natural frequency from experiment is used for damage detection in a beam, which is then extended to include a numerically simulated beam for detecting single and multiple damages using noisy frequency along with mode shape data. The second part deals with damage detection in frame type structures. A 2-storey rigid frame structure as considered by Yu and Xu [9] is considered for demonstration of improvements in computational cost, efficiency, and robustness that could be achieved by proper selection of ACO parameters. This further extended for damage detection in a 3-bay, 4-storey plane frame structure. In the last part, the damage in a 5-storey space frame structure is detected by the proposed algorithm.

3.1. Damage Assessment in Beam Type Structure

3.1.1. Experimental Validation. Modal testing is carried out to capture vibration properties of a steel cantilever beam of dimensions 530 mm × 24 mm × 6 mm in order to demonstrate the applicability of developed algorithm in damage detection of a real structure. These experiments are carried out in the Structural Engineering and Material Testing Laboratory of Indian Institute of Technology, Kharagur. Figure 1 presents the setup for conducting this
experiment. The natural frequencies are estimated experimentally by modal testing through 3560C B & K Portable PULSE Acquisition Frontend. A hammer of B & K 8206-002, 2.3 mV/N is used to excite the structure. A 4507 Deltra Tron accelerometer of 10 mV/ms$^2$, max 700 ms$^2$ (Frequency range-Amplitude $\pm 1\%$ 0.3 Hz to 6 kHz and Pulse $\pm 5^\circ$ 2 Hz to 5 kHz) is used to capture acceleration data which the area analyzed by a signal analyzer 3560C B & K Portable PULSE data Acquisition Frontend. The Frontend generated FRF spectrum data are then analyzed in ME Scope (Ver. 5.0) software to get the modal parameters.

Initially, the undamaged beam is tested and its response is recorded. Then single damage of depth 2 mm and width 1.8 mm is introduced at 100 mm distance from fixed support by making a fine saw cuts perpendicular to the longitudinal axis. Further another cut of same amount is done at a distance of 200 mm from the support in addition to previous cut. This represents double damage case. The response is calculated after each cut respectively. Young's modulus and mass density of the beam is considered as $200 \times 10^9$ N/m$^2$ and 7800 kg/m$^3$, respectively. Figure 2 represents the schematic diagram of the test beam structure and Figure 3 shows the two damage case of the test beam.

For numerical simulation, the experimental beam divided into 20 equal Euler-Bernoulli beam elements. ABAQUS FEA software is used to numerically estimate the stiffness reduction factor for cracked beam element. 4-noded shell elements (S4R) available in ABAQUS are used to analyze the beam and crack is simulated by removing the elements at the cracked location. A static load of 100 N is applied at the free end of this model and the resulting deflection is calculated. In next step, second beam model is selected with similar element and with similar loading conditions. Young’s modulus for the elements near the cracked location (i.e., those falls within element 4 and element 8 of the Figure 2) is reduced to such an extent so that resulting deflection will match to the first model. The reduction in stiffness for this condition gives the amount of damage present in corresponding elements.

The first five natural frequencies are measured and used for the present study. Table I presents a comparison between measured and numerical natural frequencies. The model updating is carried out to minimize the discrepancy between experimental as well as numerical results. Young’s modulus and density of the beam material are considered as the variables for updating process. From the tabular results, it is clear that after updating the model the natural frequencies calculated from the finite element model is very close to the experimental values. This updated model is used for the further study and damage detection. A comparison is made for damage detection using first three and first five sets of frequencies.

Various parameters required for ACO algorithm are considered as follows. The size of solution archive is taken as 40. The value of $r$ and $C$ are fixed as 5 and 0.001, respectively. The corresponding value of $q$ is calculated as 0.038. The value of pheromone evaporation rate $\xi$ is taken as 0.85. Number of ants taken is 10. Three experiments are conducted for each case and the experiment providing minimum objective function is considered as the final damage scenario. The maximum iteration per experiment is fixed at 1000. The damage detection results are shown in graphical form as seen in Figure 4.

It is seen from Figure 4 that first three natural frequencies are sufficient to detect damage for single damage case. However, for double damage case, few false locations are detected when first three frequencies are used. These false detections are reduced to a great extent if first five natural frequencies are considered. Thus, one can conclude that first five frequencies can be used for locating and quantifying damages with reasonable accuracy.

### Table 1: Natural frequency of the structure (in Hz).

<table>
<thead>
<tr>
<th>Mode</th>
<th>Undamaged structure</th>
<th>Single damage case</th>
<th>Double damage case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental</td>
<td>Analytical</td>
<td>Updated</td>
</tr>
<tr>
<td>2nd</td>
<td>103.63</td>
<td>109.4966</td>
<td>103.6623</td>
</tr>
<tr>
<td>3rd</td>
<td>290.00</td>
<td>306.5980</td>
<td>290.2616</td>
</tr>
<tr>
<td>4th</td>
<td>567.76</td>
<td>600.8375</td>
<td>568.8231</td>
</tr>
<tr>
<td>5th</td>
<td>938.31</td>
<td>993.3336</td>
<td>940.4060</td>
</tr>
</tbody>
</table>
in this study. Single and multiple damaged conditions are simulated for the purpose. In total, three random cases, as shown in Table 2, are considered for the present study. First six natural frequencies and corresponding mode shapes are calculated from finite element simulation are considered in the study.

The algorithm is evaluated for its performance when both natural frequency and mode shape (in the form of MAC value) is used as damage indicator. Noise is added up to 1% to the theoretically calculated natural frequencies and up to 10% noise in theoretically calculated mode shape values. The parameters of ACO algorithm is kept similar to previous section. Like the previous section, three experiments are conducted considering different initial seeds for each case and the experiment providing minimum objective function is considered as the final damage scenario. The maximum iteration per experiment is fixed at 1000. The results are shown in Figure 5. Also, the statistical results for the experimentations are shown in Table 3 for these runs. Further, it is quite probable that the stiffness/mass matrices considered for the numerical study may be different than the real structure. Considering this aspect a comparison is made to check the validity of the developed algorithm in damage detection of structures having some variation in stiffness/mass matrix. The algorithm is run for five times with different stiffness/mass ratio and the statistical results are produced in Table 4.

From Figures 5(a) to 5(c) it is seen that the proposed methodology can provide a good estimation of damage location and its quantification for all cases. For the case of noise free vibration data, the algorithm is able to provide exact damage scenario without any false detection. However, for multiple damage cases with noisy vibration data, the algorithm can detect the actual damage locations and corresponding damage amount with quite impressive accuracy. It is interesting to note that few false damages with negligible quantity are observed towards free end of cantilever while noisy data are considered. This happens as the free ends of a cantilever are regions of low stress, and, hence, large amount of damage will affect the vibration characteristics least. It is also true that a little error in vibration data may result a false damage at free end. However, the proposed algorithm has the efficacy in detecting all true damage locations with sound accuracy. Furthermore, it is observed from the tabulated results that the standard deviation values for all these runs are significantly less in comparison to actual damages. This indicates that the algorithm has good resistance to initial starting position. Furthermore, from Table 4 it is observed that the algorithm could able to produce satisfactory damage identification results for all considered cases. The algorithm is not only able to detect all damaged elements but also able to quantify it with significant precision which indicates the ability of the algorithm to detect and quantify damages in structures for which precise numerical model is not available.

### 3.2. Damage Detection of a Plane Frame Structure

#### 3.2.1. Validation of the Algorithm.

A 2-storey rigid frame structure as presented by Yu and Xu [9] is considered for validation of proposed algorithm. Figure 6 shows the finite element model of the frame and corresponding dimensions. The numbers in the circle indicate the element number and the others near to the frame indicate the node number. Area of cross section of column and beam is considered as 0.00298 m$^2$ and 0.0032 m$^2$, respectively. The moment of inertia for column and beam is $1.26 \times 10^{-5}$ m$^4$ and $2.36 \times 10^{-5}$ m$^4$, respectively. The mass densities of column and beam
Four damage cases are considered as shown in Table 5 for the validation of the proposed computer code. The damage is simulated by reducing the stiffness of the specific element by an amount corresponding to damage percentage. For example, in F1 case the damage is simulated by reducing the stiffness of element 17 by an amount 0.5%. First six natural frequencies and corresponding mode shapes are considered for the study. The size of solution archive is taken as 30. The values of \( r \) and \( C \) are considered as 5 and 0.001, respectively. The corresponding value of \( q \) is calculated as 0.05. The results for proposed damage detection methods are shown in Table 6.

The maximum number of iterations is kept as 1000 in all cases. However, for case F4, program is run for second
Actual damage
Clean data
0.5% noise in frequency and 5% noise in mode shape
1.0% noise in frequency and 10% noise in mode shape

(a) Damage detection results for single element damage (E1) case

(b) Damage detection results for double element damage (E2) case

(c) Damage detection results for four-element damage (E3) case

Figure 5: Results of damage detection in numerical cantilever beam.

Here the terms $d_{\text{actual}}$, $d_{\text{reference}}$, and $d_{\text{estimated}}$ are representing simulated damage percentage, damage percentages as estimated in by Yu and Xu [9] and damage percentage as estimated in current study, respectively. The negative value of improvement in accuracy represents the degradation of accuracy than the reference literature.

It is seen from Table 6 that, for all but F4 case, after 1000 iterations we are able to achieve better results than Yu and Xu [9] by utilizing suitable ant algorithm parameters. However, in F4 case after 2000 iterations, we could achieve much better results than Yu and Xu [9]. It is worth to note that Yu and Xu [43] could achieve the above mentioned results after 10000 iterations.

3.2.2. Damage Detection of a 3-Bay and 4-Storey Structure. Further, to demonstrate the effectiveness of this method a 4-storey, 3-bay steel space frame as shown in Figure 7 is...
Table 6: Comparison of damage scenario between the present algorithm and [9].

<table>
<thead>
<tr>
<th>Damage case</th>
<th>Element</th>
<th>Actual damage</th>
<th>Detected damage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>As per Yu and Xu [9]</td>
<td>Proposed algorithm</td>
<td>Improvement in accuracy (%)</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>F1</td>
<td>17</td>
<td>0.5</td>
<td>0.42</td>
</tr>
<tr>
<td>F2</td>
<td>8</td>
<td>20</td>
<td>18.8</td>
</tr>
<tr>
<td>F3</td>
<td>8</td>
<td>10</td>
<td>11.8</td>
</tr>
<tr>
<td>F4</td>
<td>5</td>
<td>15</td>
<td>13.2</td>
</tr>
<tr>
<td>F5</td>
<td>8</td>
<td>15</td>
<td>12.1</td>
</tr>
<tr>
<td>F6</td>
<td>11</td>
<td>20</td>
<td>18.2</td>
</tr>
<tr>
<td>F7</td>
<td>17</td>
<td>3</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Values indicate the added noise level in mode shapes. The noise level in natural frequency is taken as one tenth of that of mode shapes.

Table 7: Damage conditions to study damage detection in plane frame.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>10% damage at element 1</td>
</tr>
<tr>
<td>G2</td>
<td>15% damage at element 1 and 10% damage at element 3</td>
</tr>
<tr>
<td>G3</td>
<td>G2 + 15% damage at element 5 and 20% damage at element 21</td>
</tr>
</tbody>
</table>

First six natural frequencies (Table 8) and corresponding mode shapes are used for this study. The parameters of ACO algorithm are kept similar to beam problem. Similar to all previous studies, three experiments are conducted per each case with different random initial seeds and the experiment providing minimum objective function is considered as the final damage scenario. The maximum iteration per experiment is fixed at 1000. The obtained results for proposed damage detection methods are shown in Figures 8(a) to 8(c) and Table 9.

From the graphical results, it is clear that the proposed methodology can detect and quantify the damaged member with quite impressive accuracy in all cases. Though in four-element damage detection case it has detected a false damage location at element 2, but it may not be harmful as it has been considered. The cross sections for beam as well as column are considered as 20.0 × 20.0 mm². Young’s modulus and mass density of the beam considered as 200 × 10⁹ N/m² and 7800 kg/m³ respectively. Modal analysis is conducted using finite element method to generate natural frequency and mode shape. Three random damage cases as shown in Table 7 are considered for the purpose of demonstration.
Table 9: Statistical results for damage detection in 3-bay and 4-storey frame structure.

<table>
<thead>
<tr>
<th>Damage case</th>
<th>15% @ 1</th>
<th>10% @ 2</th>
<th>15% @ 5</th>
<th>20% @ 21</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std. Dev.</td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Noise free data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single element</td>
<td>15.00</td>
<td>1.26e − 5</td>
<td>10.00</td>
<td>1.57e − 6</td>
</tr>
<tr>
<td>Two element</td>
<td>15.00</td>
<td>7.68e − 4</td>
<td>10.00</td>
<td>1.57e − 6</td>
</tr>
<tr>
<td>Four element</td>
<td>15.00</td>
<td>1.26e − 5</td>
<td>10.00</td>
<td>1.57e − 6</td>
</tr>
<tr>
<td>0.5% noise in natural frequency and 5.0% noise in mode shape data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single element</td>
<td>9.14</td>
<td>1.11e − 3</td>
<td>15.20</td>
<td>1.11e − 3</td>
</tr>
<tr>
<td>Two element</td>
<td>9.73</td>
<td>1.06e − 3</td>
<td>15.20</td>
<td>1.11e − 3</td>
</tr>
<tr>
<td>Four element</td>
<td>8.46</td>
<td>8.40e − 4</td>
<td>14.41</td>
<td>6.40e − 3</td>
</tr>
<tr>
<td>1.0% noise in natural frequency and 10.0% noise in mode shape data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single element</td>
<td>11.10</td>
<td>7.80e − 3</td>
<td>14.07</td>
<td>2.81e − 3</td>
</tr>
<tr>
<td>Two element</td>
<td>11.87</td>
<td>9.80e − 1</td>
<td>14.07</td>
<td>2.81e − 3</td>
</tr>
<tr>
<td>Four element</td>
<td>13.66</td>
<td>1.20e − 1</td>
<td>13.81</td>
<td>8.59e − 2</td>
</tr>
</tbody>
</table>

Detected and fairly quantified all true damage locations. Further, from the tabulated results it is observed that the standard deviation values are significantly less in comparison to actual damages in all the simulated runs which indicates the robustness of the present algorithm.

3.3. Damage Detection of a Space Frame Structure. The same algorithm is used to detect damages in a 5-storey steel space frame structure as shown in Figure 9. The cross sections for beam as well as column are considered as 25.0 × 6.0 mm². The dimensions are shown in Figure 9. Young’s modulus and mass density of the beam considered as 200 × 10⁹ N/m² and 7800 kg/m³, respectively.

Modal analysis is conducted using finite element model to generate natural frequency and mode shape. Nine random damage cases as shown in Table 10 are considered for the purpose of demonstration. From numerical experimentation, it is observed that few false damage locations are produced by the present algorithm using first six natural frequencies and corresponding mode shapes. Therefore, first nine natural frequencies corresponding to translational vibration modes and corresponding mode shapes are used for this study. The size of solution archive is taken as 90. The value of r and C are fixed, respectively, to 5 and 0.001. The corresponding value of q is calculated as 0.0167. Value of remaining parameters is kept similar to previous section. The maximum iteration per experiment is fixed at 5000 in this case. The obtained results for proposed damage detection methods are shown in Table II.

From the Table II, it is clear that the proposed methodology can accurately detect and quantify the damaged scenarios when noise free modal parameters are available. However, for noisy natural frequency and mode shape data it can be seen that the error associated with proposed algorithm in detecting damage is below 11% for noise level of 0.50% in frequency measurement and 5.0% in mode shape measurement and below 20% for noise level of 1.0% in frequency measurement and 10.0% in mode shape measurement. Thus, in summary, it can be stated that the magnitude of errors increase with the increase in the noise level and its magnitude never exceeds 20% for this particular structure with the considered noise levels. It is also true that, degree of accuracy increases if less number of damaged elements exists. However, it is noticed that accuracy increases apparently with more number of damaged element in some cases, such as for H2 and H4 cases. To understand such discrepancies in predictions, results are presented in graphical form in Figure 10 for all structural members for H2 and H4 cases.

The number of false predictions is more in double element damage case (H4) than that in single element damage case (H2). Results are plotted only for two cases, that is, for actual damage and for a higher percentage of noise (1% and 10% noise in frequency and mode shape data, resp., in this case) in order to avoid clumsiness in graphical results. Similar
Table 11: Multiple damage detection in space frame structure.

<table>
<thead>
<tr>
<th>Damage case</th>
<th>Element number</th>
<th>Actual damage</th>
<th>Detected damage</th>
<th>Percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Percentage of noise included*</td>
<td>0</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>H1</td>
<td>3</td>
<td>20</td>
<td>20.00</td>
<td>18.67</td>
</tr>
<tr>
<td>H2</td>
<td>18</td>
<td>10</td>
<td>10.00</td>
<td>9.28</td>
</tr>
<tr>
<td>H3</td>
<td>27</td>
<td>15</td>
<td>15.00</td>
<td>14.26</td>
</tr>
<tr>
<td>H4</td>
<td>3</td>
<td>20</td>
<td>20.00</td>
<td>18.41</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>30</td>
<td>30.00</td>
<td>28.86</td>
</tr>
<tr>
<td>H5</td>
<td>3</td>
<td>20</td>
<td>20.00</td>
<td>21.56</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>15</td>
<td>15.00</td>
<td>14.69</td>
</tr>
<tr>
<td>H6</td>
<td>18</td>
<td>10</td>
<td>10.00</td>
<td>9.50</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>25</td>
<td>25.00</td>
<td>23.46</td>
</tr>
<tr>
<td>H7</td>
<td>3</td>
<td>20</td>
<td>20.00</td>
<td>19.80</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>10</td>
<td>10.00</td>
<td>8.93</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>15</td>
<td>15.00</td>
<td>14.86</td>
</tr>
<tr>
<td>H8</td>
<td>3</td>
<td>20</td>
<td>20.00</td>
<td>18.40</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>30</td>
<td>30.00</td>
<td>29.68</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>20</td>
<td>20.00</td>
<td>17.94</td>
</tr>
<tr>
<td>H9</td>
<td>18</td>
<td>10</td>
<td>10.00</td>
<td>10.80</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>25</td>
<td>25.00</td>
<td>26.70</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>15</td>
<td>15.00</td>
<td>14.60</td>
</tr>
</tbody>
</table>

*Values indicate the added noise level in mode shapes. The noise level in natural frequency is taken as one tenth of that of mode shapes.

Figure 8: Damage detection results for 3-bay and 4-storey frame structure.
observations are noticed for other cases also which has not been graphically represented to avoid repetitions.

4. Conclusion

A simple but robust damage detection methodology is presented to determine the locations and amount of damages in structures using continuous ant colony optimization algorithm. The algorithm is tested with a laboratory tested data. Further, the effectiveness of the algorithms is studied with cantilever beam model, a 3-bay 4-storey plane frame model, and a five-storey space frame model. The parameters used in ACO algorithm are tuned to optimum values and care is taken to avoid local minima and initial imperfect pheromone depositions leading to preferential building of concentration to suboptimal results. The proposed damage detection method is found to be equally successful regardless of the damage location and extent of damage.
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