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Abstract. 
People use search engines to find information they desire with the aim that their information needs will be met. Information retrieval (IR) is a field that is concerned primarily with the searching and retrieving of information in the documents and also searching the search engine, online databases, and Internet. Genetic algorithms (GAs) are robust, efficient, and optimizated methods in a wide area of search problems motivated by Darwin’s principles of natural selection and survival of the fittest. This paper describes information retrieval systems (IRS) components. This paper looks at how GAs can be applied in the field of IR and specifically the relevance of genetic algorithms to internet web search. Finally, from the proposals surveyed it turns out that GA is applied to diverse problem fields of internet web search.


1. Introduction
There is a virtual explosion in the availability of electronic information. The advent of the Internet or World Wide Web (WWW) has brought far more information than any human being can absorb. The goal of IR systems is to assist user to organize and store such information and retrieve useful information when a user submits a query to the IR systems. To resolve this problem, many research communities have implemented diverse techniques such as full text, inverted index, keyword querying, Boolean querying, knowledge-based, neural network, probabilistic retrieval, genetic algorithm, and machine learning. Now, increasing numbers of people use web search engines which enable them to access any kind of information from the Internet in order to formulate better, well-informed decisions. However, the ability of search engines to return useful and relevant documents is not always satisfactory. Often users need to refine the search query several times and search through large document collections to find relevant information. But, according to [1], the results returned by the search engine may not be relevant to the users’ information needs and, hence users need to modify and reformulate their queries. 
The focus of IR is the capability to search for information relevant to individual user’s needs within a documents collection which is relevant to the user’s query. According to [2], the authors stated that user is in need of information. The work reported in Agbele et al. [3] describes access to information as an important benefit that can be achieved in many areas including socio-economic development, education, and healthcare. In healthcare, for example, access to appropriate information can minimize visits to physicians and period of hospitalization for patients suffering from chronic conditions, such as asthma, diabetes, hypertension, and HIV/AIDS. Agbele method examines the opening of health information system based on ICT as one fundamental healthcare application area, especially within the context of the Millennium Development Goals to improve the management and quality of healthcare for development at lower cost. It is the responsibility of a user to formulate query and send the query to the search engine (or IRS). 
IR system searches for the matches in the document databases and, thus, retrieves search results of the matching process. However, based on the relevance, the user will then evaluate and display the search results. The relevance of the document is very important to the user. If the user feels that it is a relevant document, he finishes the search while else user continues to search in the document database by reformulating the query until the relevant documents that will satisfy users’ information needs are retrieved.  
GA is a probabilistic algorithm simulating the process of natural selection of living organisms and finally coming up with an approximate solution to a problem [4–6]. In GA implementation, the search space is composed of candidate solutions (called individuals or creatures) to an optimization problem to evolve better solutions; each represented by a string is termed chromosome. Each chromosome has an objective function value, called fitness. A set of chromosomes together with their associated fitness is called a population. This population, at a given iteration of the genetic algorithm, is called a generation. In each generation, the fitness of every individual in the population is evaluated from the current population based on their fitness value and modified to form a new population. The new population is then used in the next iteration of the algorithm.
GA terminates when either a maximum number of generations has been produced or a satisfactory fitness level has been reached for the population. If the algorithm has terminated due to a maximum number of generations, a satisfactory solution may or may not have been reached. The working of the genetic algorithm depends upon the constraint of how well we choose our initial random keywords. 
The rest of the paper is organized as follows: Section 2 discusses important processes within IR components while Section 3 reviews the relevance of GAs to Internet web search and its applications in IR. Section 4 gives the conclusion. 
2.  Components of an Information Retrieval System 
In the framework for IR as depicted in Figure 1, the user gives a mobile SMS-query (raw query) and the query is reformulated in order to improve the predicted relevance of the retrieved document. The reformulated query is searched against the databases. The IR system searches for the matches in the document databases and, thus, retrieves search results of the matching process. Based on the relevance, the user will then display the search results. The relevance of the document is very important to the user. If the user feels that it is a relevant document, he finishes the search while else user continues to search in the document database by reformulating the query until the relevant documents that will satisfy users’ information needs are retrieved. Hence, user query reformulations will apply by updating its model. A user model is a stored knowledge about a particular user. A simple model consists usually of keywords describing user’s area of interest. Sort those documents according to TFIDF approach. The documents which have the high retrieval status value (RSV) are considered as the top ranked documents. 


	
		
			
			
			
			
			
			
		
	
	
	
		
			
				
					
					
					
				
			
		
		
			
				
					
					
					
					
					
				
			
		
	
	
	
		
			
				
					
					
					
					
					
					
					
				
			
		
		
			
				
					
					
					
					
					
					
				
			
		
		
			
				
					
					
					
					
					
					
					
				
			
		
	
	
		
	
		
			
				
					
					
					
					
					
					
					
					
					
					
					
				
			
		
		
			
				
					
					
					
					
					
				
			
		
	
	
	
		
			
				
					
					
					
					
					
					
					
					
					
				
			
		
	
	
	
		
			
				
					
					
					
					
					
					
					
					
				
			
		
		
			
				
					
					
					
					
					
					
					
				
			
		
	
	
	
	
		
			
				
					
					
					
					
				
			
		
		
			
				
					
					
					
					
					
					
					
					
					
				
			
		
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
		
			
				
					
					
					
					
					
					
					
					
					
					
					
				
			
		
	
	
		
			
				
					
					
					
					
					
					
				
			
		
	
	
		
	
		
	
		
	
		
	
		
			
				
					
					
					
					
					
					
					
					
					
					
					
					
					
				
			
		
		
			
				
					
					
					
					
					
					
					
				
			
		
	
	
		
	
		
			
				
					
					
					
					
					
					
					
					
					
					
				
			
		
	
	
		
			
				
					
					
					
					
					
					
					
					
				
			
		
	
	
		
			
				
					
					
					
					
					
					
					
					
				
			
		
	


	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
			
		
			
		
	


	
		
		
			
		
	


	
		
			
		
			
		
	

Figure 1: Important Processes in Web Information Retrieval-framework.


The two main components in the proposed IR system framework are document databases and reformulated query processing system. The document databases stores the databases related to documents and the representations of their information contents based on TFIDF approach. An SMS-query keyword term is also associated with this component which automatically generates a representation for each document by extracting the frequency of the SMS-query keyword terms from the document contents. The reformulated query processing System consists of two subsystems: Searching-Matching Unit and Displaying-Ranking Unit. 
Searching unit allows user to search the documents from the document database, and matching unit does a comparison of all documents against the user’s query. To improve the predicted relevance of the retrieved document, the reformulated query is searched against the databases. Searching-Matching unit does a thorough search and finds out which documents match the user query. This unit retrieves almost all the documents that match either part or whole of the entire query, that is, the unit retrieves relevant amid nonrelevant documents. Displaying unit displays the search results based on relevance of the documents to user information needs, and ranking unit ranks the document according to the relevance of the user query. Displaying-Ranking unit does a detailed display of search results and find out which documents have high RSV to be considered as the top ranked documents. Therefore, IR system ranks the documents according to the RSV between document and the query. If a document has got high RSV, that document is closer to the query. 
Generally, IR system ranks the list of documents in the descending order. After processing the query effectively, the top most relevant documents are retrieved, and it is given to the user. Though relevance feedback is one of the processes in an IR system that seeks to improve the system’s performance based on a user’s feedback, it modifies queries using judgments of the relevance of few, highly-ranked documents and has historically been an important method for increasing the performance of IR systems. Specifically, the user’s judgments of the relevance or nonrelevance of some of the documents retrieved are used to add new terms to the query and to reweigh query terms. For example, if all the documents, that the user judges as relevant contain a particular term, then, that term may be a good one to add to the original query. It is made known that relevance feedback has improved the system’s overall performance by 60% to 170% for different document collections [7]. Given the apparent effectiveness of relevance feedback techniques, it is important that any proposed model of information retrieval includes these techniques. 
3.  Literature Review 
In designing GA, there are three main components which had to be taken into consideration [8]. This research study presents an application of GA as relevant feedback method aiming to adapt keywords weights. In the following, we shall give the three main components; the first one is coding the problem solutions; subsequent is to find a fitness function that can optimize the performance, and, finally, the set of parameters includes the population size, population structure, and genetic operators. Genetic algorithms are generally used for solving timetabling [9], stock marketing [10], and job scheduling [11] problems. A Genetic Algorithm (GA) is used as a powerful tool to search solutions in the domain of relevant features and is suitable for the IR for the justifications discussed in [12, 13]. 
Ever since the advent of the public network Internet, the quantity of available information is rapidly rising. One of the most important uses of this public network is to find information. In such a huge and unstable information collection, today’s greatest problem is to find relevant information. It is necessary to improve the existing search agents. Diverse proposals that use GAs in Internet search with this aim are put forward. 
According to [14], proposed the problems of existing internet search engines are examined, and, hence, the need for a novel design is warranted. To make search engines work more efficiently, new thoughts on how to improve existing Internet engines are presented, and then an adaptive technique for Internet metasearch engines with a multiagent, especially the mobile agent, is presented. In the technique, the understanding between stationary and mobile agents is used as an indication to make it more competence. However, the metasearch engine gives the user needed documents based on the multiagent mechanism. The combination of the results obtained from the search engines in the network is done in parallel. In this regards, a feedback mechanism gives the metasearch engine the user’s suggestions about the found documents, which leads to a new query using a genetic algorithm. 
Reference [15] proposed a new technique that, given a keyword query, on the fly generates new pages, called composed pages, which include all query keywords. The composed pages are generated by extracting and mending together relevant pieces from hyperlinked Web pages and retaining links to the original Web pages. To rank the composed pages, both the hyperlink structure of the original pages and the associations between the keywords in each page are considered. The proposed technique is used to evaluate heuristic algorithms to efficiently generate top composed pages. 
Reference [16] uses GAs for user modelling of adaptive and exploratory behaviour in an information retrieval system. Maleki Dizaji choices of the underlying genetic operators are mentioned as a major drawback in the use of GAs. However, GA is primarily used to solve optimization problems; their use for information retrieval is gaining ground. 
Reference [17] proposed an improved GA which solves the issues in two-generation competitive genetic algorithm. So, it changes the selection technique of the simple genetic algorithms and improves search efficiency, but local best search ability cannot be improved. The proposed algorithm does the adaptive adjustment of the mutation probability and the position of crossover and mutation probability in chromosomes. 
According to [18] they surveyed an effective GA that monitor the success of internet database management system by combining functionality, quality, and complexity of query optimizer for finding good solutions to the problem. 
Also [19] they proposed a framework for web mining, the applications of data mining and knowledge discovery techniques to data collected in WWW, and a genetic search for search engines. The authors defined an evaluation function that is a mathematical formulation of the user request to define a steady state GA that evolves a population of pages with binary tournament selection. This approach chooses one crossover position within the page randomly and exchanges the link after that position between both individuals (web pages).
According to [20] they proposed a class-based internet document management and access system, ACRID; it uses machine learning techniques to organize and retrieve Internet documents. The knowledge acquisition process of ACRID automatically learns the classification knowledge from classified-internet documents into one or more classes. The two-phase search engine in ACRID will use the hierarchical structure for responding to user queries.
According to [21] they proposed and applied a dynamically terminated GA to generate page clippings from web search results. The page clipping synthesis (PCS) search method applies a dynamically terminated GA to generate a set best-of-run page clippings in a controlled amount of time. In the proposed approach the dynamically terminated GA yields cost-effective solutions compared with solutions reached by conventional GAs.
According to [22] they proposed an intelligent personal spider approach for Internet searching. The authors implemented Internet personal spiders based on best first-search and GA techniques. The used GA applies stochastic selection based on Jaccard’s fitness, with heuristic-based crossover and mutation operators. These personal spiders dynamically take a set of user’s selected starting homepages in the web, based on the existing links and keyword indexing.
According to [23] they proposed the use of genetic programming (GP) to derive approach for the combination of three different sources of evidence for ranking documents in the web search engines. The initialization method of the approach defines the method to create the initial population. Two methods can be adopted, grow or full, which represent small changes in the algorithm to construct the trees. The approach is useful for coping with search engines that can request diverse forms of queries for submission.
Consequently, there has been an increasing interest in the application of GA tools to IR in the last few years. The machine learning concept [24], whose aim is the design of system able to automatically acquire knowledge by themselves, seems to be interesting [22]. GAs are not specifically learning algorithms, but also offering a powerful and domain-independent search ability that can be used in many learning tasks, since learning and selforganization can be considered as optimization problems in many cases. As a result of this reason, the applications of GAs to IR have increased in the last few years. Among others, in the following, we shall examine some of the diverse proposals made in these fields in the last few years.
3.1. Clustering of Document and Terms
In this field, two approaches have been applied for obtaining user-oriented document clusters. According to [25], look for groups of terms appearing with similar frequencies in the documents of collection. The authors consider a GA grouping the terms without maintaining their initial order. The main features of the GA are as follows.(i)Representation scheme: two different coding schemes are considered to include division-assignment and separator methods.(ii)Initial population: the first generation of the chromosomes depends on the chosen coding, and the rest of individual are randomly generated.(iii)Operators: each operator has an application probability associated and is selected spinning the roulette. Different crossover and mutation operators are used. (iv)Fitness function: a measure of the relative entropy and Pratt’s measure are two proposals adopted.
3.2. Matching Function Learning
The objective of matching function learning is to use a GA to generate a similarity measure for a vector space IR system to improve its retrieval efficiency for a defined user. This constitutes new relevance feedback beliefs since matching functions are adapted instead of queries. In this regards, two different variants have been proposed in the specialized literature.(i)Automatic similarity measure learning: according to [26, 27], they introduced a GA that automatically learn a matching function with relevance feedback. Besides, the similarity functions are represented as trees and a classical generational scheme; the usual GA crossover are considered. (ii)Linear combination of existing similarity functions: [28] propose a new weighted-matching function, which is the linear combination of different existing similarity functions. The weighting parameters are estimated by a genetic algorithm based on relevance feedback from users. The authors use real coding, a classical generational scheme, two-point crossover, and Gaussian noise mutation. Finally, the algorithm is tested on the Cranfield collection.
Automatic Document Indexing The applications in this area adapt the descriptions of the documents in the documentary base with the aim of facilitating document retrieval in the face of relevant queries. According to [28] they propose a GA to derive the document descriptions. They choose a binary coding scheme where each description is a fixed length and a binary vector. The genetic population is composed of diverse descriptions for the same document. The fitness function is based on calculating the similarity between the current document description and each of the queries (for which the document is relevant or nonrelevant) by means of the Jaccard’s index and, then, computing the average adaptation values of the description for the set of relevant and nonrelevant queries. In Gordon work, GA is considered quite unusual as there is no mutation operator, and the crossover probability is equal to 1. With regard to the selection scheme, the number of copies of each chromosome in the new population is calculated and dividing its adaptation value by the population average. Also [29] propose an algorithm for indexing function learning based on GA, whose aims to obtain an indexing function for the key term weighting of a documentary collection to improve the IR process.

Query LearningThis is the most extended group of applications of genetic algorithms in information retrieval. Every proposal in this group use genetic algorithms either like a relevance feedback method or like an Inductive Query By Example (IQBE) algorithm. The fundamental of relevance feedback lies in the fact that either users normally formulate queries composed of terms, which do not match the terms (which used to index the relevant documents to their needs) or they do not provide the appropriate weights for the query terms. The operation mode is involving and modifying the previous query (adding and removing terms or changing the weights of the existing query terms), with taking into account the relevance judgements of the documents retrieved by it, and constitutes a good way to solve the latter two problems and to improve the precision, and especially the recall of the previous query [39]. 
Therefore, IQBE was proposed as “a process in which searchers provide sample documents (examples), and the algorithms induce (or learn) the key concepts in order to find other relevant documents” [22]. This technique is a process for assisting the users in the query formulation process performed by machine learning techniques. It works by taking a set of relevant (and optionally, nonrelevant documents) provided by a user and applying an offline learning process to automatically generate a query describing the user’s information needs. Besides, [40] propose a GA for learning queries for Boolean IR system. Although the authors introduce concept approach as a relevance feedback algorithm, the experimentation is actually closer to IQBE framework.
According to [41] they propose a similar GA to that of [25]. They use a real coding with the two-point crossover and random mutation operators (besides, crossover and mutation probabilities are changed throughout the GA run). The selection is based on a classic generational scheme where the chromosomes with a fitness value below the average of the population are eliminated, and the reproduction is performed by Baker’s mechanism.  
A comprehensive comparison of the diverse proposals prepared by different authors is summarized in Table 1.   
Table 1: Comparison of Diverse Proposals that use genetic algorithm for internet search.
	

	Diverse proposals	Reason for GA	Chromosomes	Fitness function adopted	Genetic operators used
	

	(Eissa and Alghamdi, 2005) [30]	Genetic algorithm is used to optimize the profiles whereas the relevance feedback is used to adapt it.	Represent a gene as a term, an individual as a document and the population as the profile.	
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	(Abe et al., 1999) [35]	For evolving information retrieval agents.	Genes are represented by the search parameters.	
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	(Martin-Bautista  et al., 1999) [36]	Adaptive internet information retrieval.	Each gene represents a fuzzy subset of the document set by means of a Keyword term and number of occurrences in a document.	
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j is the pay off of life tax and chromosome number respectively.  	Random selection, Double point Crossover,  Random Mutation.
	

	(Marghny and Ali, 2005) [19]	Steady state genetic algorithm for optimizing web search.	Initial population is generated by heuristic creation operator which queries standard engines to obtain pages.	Fitness function evaluates web pages is a mathematical formulation of Link quality, Page quality and Mean quality function. 	Binary tournament selection, Single point crossover.
	

	(Cheng et al., 1998) [22]	GA implemented as a spider to find most relevant home pages in the entire internet.	Chromosomes represent all input home pages in a set.	Jaccard’s coefficient function.	Heuristic based cross over, Simple mutation.
	

	(Lin et al., 2002) [20]	Improving the searching performance.	Initial population represented by binary coding selected at random.	
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	(Fan et al., 2003) [37]	Genetic Programming to the ranking function discovery problem leveraging the structural information of HTML documents.	Chromosomes represent html pages.	The fitness evaluation of each ranking tree is done at the level multiple queries.
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	(Milutinovic et al., 2000) [38]	Genetic search algorithms enable intelligent and efficient internet searches.	Chromosomes represent set of input Web sites given by a user.	Jaccard’s Function.	Topic Mutation, Spatial Mutation, Temporal Mutation.
	

	(Koorangi and Zamanifar, 2007) [14]	Query reformulation in search engine.	Initial population consists of first five keywords of the user dictionary.	CHK fitness function.	One point crossover, Inversion mutation operator.
	



4. Conclusion
This paper has dealt with the fundamentals of the information retrieval and genetic algorithm. Issues that can be solved using Genetic Algorithm and research areas in Internet web search are discussed in this paper. It also deals with diverse proposals in Internet web search which are promising and growing research areas. This paper examines the relevance of genetic algorithm in diverse fields of internet web search some applications of genetic algorithms to information retrieval and a survey of the research works done in Internet web search area have been examined carefully, and the results so far have, thus, been very promising and encouraging.
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